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Preface

Cyber-Physical Systems (CPS) is the interconnection of the virtual or cyber 
and the physical system. It is realized by combining three well-known 
technologies namely “Embedded Systems”, “Sensors and Actuators” and 
“Network and Communication System”. These technologies combine to 
form a system known as CPS. In CPS the physical process and information 
processing are so tightly connected that it is hard to distinguish the indi-
vidual contribution of each process from the output. Some of the exciting 
innovations such as autonomous cars, quadcopter, space ships, sophisti-
cated medical devices fall under CPS. The scope of CPS is tremendous. In 
CPS, we can see the applications of various emerging technologies such 
as artificial intelligence, Internet of Things (IoT), machine learning (ML), 
deep learning (DL), big data (BD), robotics, quantum technology, etc. 
Almost in all the sectors whether it is education, health, human resource 
development, skill improvement, startup strategy, etc., we see an enhance-
ment in the quality output, which is because of the emergence of CPS into 
the field. The CPS is considered the upcoming industry revolution. 

This book is covering the different aspects associated with the CPS, such 
as algorithms, application areas, improvement of existing technology to 
name a few. The book has 13 quality chapters written by experts in their 
field. The details of each chapter are as follows:

Chapter 1 presents a systematic literature review on cyber security 
threats of the industrial Internet of Things (IIoT). In recent years, the 
IIoT has become one of the popular technologies among Internet users 
for transportation, business, education, and communication development. 

Chapter 2 explains the integration of big data analytics into CPS. The 
evolving CPS technology advances BD analytics and processing. The con-
trol and management of BD are aided by the architecture of CPS with cyber 
layer, physical layer, and communication layer is designed which not only 
integrates but also helps CPS in decision-making. 
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Chapter 3 deals with the basics of machine learning techniques. 
Embedding these techniques in a CPS can make the system intelligent and 
user-friendly. ML aims to develop computer programs, that not only pro-
cess the data to generate output, but also gain information from that data 
simultaneously, to improve its performance in every next run.

Chapter 4 presents a precise risk assessment and management strategy.
Chapter 5 presents a detailed review on security issues in layered archi-

tectures and distributed denial service of attacks over the IoT environment: 
As a part of evolution, the current trend is the IoT, which brings automa-
tion to the next level via connecting the devices through the Internet, and 
its benefits are tremendous. Meanwhile, the threats and attacks are also 
evolving and become an unstoppable menace to IoT users and applica-
tions. This chapter addresses critical challenges and future research direc-
tions concerning IoT security that gives insights to the new researchers in 
this domain.

Chapter 6 presents ML and DL (deep learning) techniques for phish-
ing threats and challenges: Internet security threats keep on rising due 
to the vulnerabilities and numerous attacking techniques. The swindlers 
who take skills over the vulnerable online services and get admission to 
the information of genuine people through these virtual features continue 
to expand. Security should prevent phishing attacks and to offer availabil-
ity and confidentiality. The phishing attack using AI is discussed in this 
chapter.

Chapter 7 presents a novel defending and prevention technique for 
the man in the middle of attacks in cyber-physical networks: Man in the 
Middle Attack is a type of cyber-attack in which an unauthorized person 
enters the online network between the two users, avoiding the sight of both 
users. The scripts developed successfully defended the deployed virtual 
machines from the Man in the Middle Attacks. The main purpose behind 
this topic is to make readers beware of cyber-attacks.

Chapter 8 presents the fourth-order interleaved Boost Converter with 
PID, Type II and Type III controller for smart grid applications: Switched-
mode power converters are an important component in interfacing renew-
able energy sources to smart grids and microgrids. The voltage obtained 
from power conversion is usually full of ripples. To minimize the ripple 
in the output, certain topological developments are made. This is made 
possible by controlling the converters using Type II and Type III control-
lers and the results are compared with PID controller. The performance is 
analyzed and compared in the Simulink environment. The transient and 
steady-state analysis is done for a better understanding of the system.
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Chapter 9 presents Industry 4.0 in HealthCare IoT for inventory and 
supply chain management. Industry 4.0 is a setup reality that fulfills various 
necessities of the clinical field with expansive assessment. Radio Frequency 
Identification (RFID) advancement does not simply offer the capacity to 
discover stuff, supplies, and people persistently, but it also gives capable 
and exact permission to clinical data for prosperity specialists. 

Chapter 10 presents a systematic literature review on the security aspects 
of the Industrial IoT.

Chapter 11 acts as a readymade guide to researchers who want to know 
how to lay foundations towards a privacy-aware CPS architecture.

Chapter 12 explains the possible privacy and security issues of CPS.
Chapter 13 presents a review of the various application of the CPS.

Uzzal Sharma, Assam, India
Parma Nand, Greater Noida, India

Jyotir Moy Chatterjee, Kathmandu, Nepal
Vishal Jain, Greater Noida, India

Noor Zaman Jhanjhi, Subang Jaya, Malaysia
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A Systematic Literature Review 
on Cyber Security Threats of 
Industrial Internet of Things

Ravi Gedam* and Surendra Rahamatkar†

Amity University Chhattisgarh, Raipur, India

Abstract
In recent years, the Industrial Internet of Things (IIoT) has become one of the pop-
ular technology among Internet users for transportation, business, education, and 
communication development. With the rapid adoption of IoT technology, indi-
viduals and organizations easily communicate with each other without great effort 
from the remote location. Although, IoT technology often confronts unautho-
rized access to sensitive data, personal safety risks, and different types of attacks. 
Hence, it is essential to model the IoT technology with proper security measures 
to cope up with the rapid increase of IoT-enabled devices in the real-time market. 
In particular, predicting security threats is significant in the Industrial IoT appli-
cations due to the huge impact on production, financial loss, or injuries. Also, the 
heterogeneity of the IoT environment necessitates the inherent analysis to detect 
or prevent the attacks over the voluminous IoT-generated data. Even though the 
IoT network employs machine learning and deep learning-based security mech-
anisms, the resource constraints create a set-back in the security provisioning 
especially, in maintaining the trade-off between the IoT devices’ capability and 
the security level. Hence, in-depth analysis of the IoT data along with the time 
efficiency is crucial to proactively predict the cyber-threats. Despite this, relearn-
ing the new environment from the scratch leads to the time-consuming process 
in the large-scale IoT environment when there are minor changes in the learning 
environment while applying the static machine learning or deep learning models. 
To cope up with this constraint, incrementally updating the learning environment 
is essential after learning the partially changed environment with the knowledge 

*Corresponding author: gedam.hemraj@s.amity.edu
†Corresponding author: srahamatkar@rpr.amity.edu

mailto:gedam.hemraj@s.amity.edu
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2 Cyber-Physical Systems

of previously learned data. Hence, to provide security to the resource-constrained 
IoT environment, selecting the potential input data for the incremental learning 
model and fine-tuning the parameters of the deep learning model for the input 
data is vital, which assists towards the proactive prediction of the security threats 
by the time-efficient learning of the dynamically arriving input data.

Keywords: Industrial IoT, smart manufacturing, industry 4.0, interoperability, 
deep learning, incremental learning

1.1 Introduction

In recent years, Industrial Internet of Things (IIoT) technology [1] has 
gained significant attention among the internet users in the real-world 
with the increased advantage of the ubiquitous connectivity and interac-
tion between the physical and cyber worlds. With the enormously inter-
connected IoT devices, IIoT devices have been used in various applications 
such as smart homes, smart cars, smart healthcare, smart agriculture, and 
smart retail. The exponential rise of IoT technology often confronts secu-
rity and privacy concerns [2]. Nowadays, cyber-attacks such as ransom-
ware and malware have increasingly targeted IoT applications to impact 
the distributed network. Even though the existing security measures are 
adopted in the IoT environment, IIoT applications are still vulnerable to 
different attacks due to the massive attack surface [3, 4]. Hence, it is essen-
tial to design the defense mechanisms to detect and predict the attacks 
in the IIoT platform. Applying the traditional security models or mecha-
nisms is inadequate for the IIoT environment due to the intrinsic resource 
and computational constraints. Intrusion detection models dynamically 
monitor abnormal behaviors or patterns in the system to detect malicious 
activity. The existing intrusion detection researches have mainly focused 
on rule-based detection techniques, which lack to support the detection 
of anomalies in the emerging IIoT platform [5]. To detect anomalies with-
out false alarms, artificial intelligence methods have been widely used by 
security researchers. For the most part, in order to deal with the massive 
amount of data generated by IoT devices, machine learning and deep 
learning algorithms have been used to perform automated data analysis as 
well as to provide meaningful interpretations [6, 7]. Several research works 
have employed machine learning and deep learning techniques to detect 
malicious activity in the IIoT environment. Despite the combination of 
intrusion detection and artificial intelligence-based research, it still con-
fronts the precise detection of anomalies in IIoT networks.  
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Owing to the dynamic arrival of the new malware classes and 
instances in the IIoT platform, traditional machine learning, and deep 
 learning-based security models deal with the catastrophic forgetting prob-
lems. Catastrophic forgetting is the ignorance of the knowledge about pre-
vious significant classes while performing the classification for the new 
classes. The security experts have widely utilized incremental learning 
models [8, 9]. The incremental learning model continuously learns the 
new data with the knowledge of the previous learning results. It plays a 
significant role in improving the detection or prediction performance in 
developing the security models for the detection of known and unknown 
attacks. The incremental learning model often confronts the stability- 
plasticity problem: previous data retaining and new data preserving [10]. 
Hence, harvesting useful insights from the enormous amount of data are 
crucial to improve the learning performance. In essence, preprocessing the 
continuously arriving data streams to augment the training data is crucial 
for the incremental learning model. Thus, this work focuses on modeling 
the security mechanism for the IIoT application with the contextual pre-
processing and the enhanced deep incremental learning model. With the 
target of improving the detection performance, it employs the incremental 
feature selection with optimization for the contextual preprocessing and 
fine-tunes the learning parameters for the proactive prediction of the mali-
cious activities in the IIoT environment. 

1.2 Background of Industrial Internet of Things 

The Fourth Industrial Revolution (4.0) paradigm can be thought of as 
a road map that takes us through the four industrial revolutions in the 
development of manual-to-market industrial production processes. Figure 
1.1 illustrates the process of creation. With the beginning of the First 
Industrial Revolution in the 1800s came the development of mechaniza-
tion and electric power generation [11]. When mechanical and mechanical 
power were introduced in the 1800s, the very first Industrial Revolution 
was launched (Figure 1.2). This resulted in the transition away from phys-
ical labor toward the very first methods of production, which was partic-
ularly noticeable in the textile industry [12]. The improved overall quality 
of life played a significant role in the transition process, according to the 
researchers. Because of the electrification of the world, millions of peo-
ple were able to industrialize and develop, sparking the Second Industrial 
Revolution [13]. To illustrate this point, consider the following quote from 
Henry Ford, which refers to the Ford T-Model automobile: “You can have 
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any colour as long as it is black.” Although mass production is becoming 
increasingly popular, there is still room for product customization if mass 
production is not used. It is the third industrial revolution, which began 
with the introduction of microelectronics and automation and has con-
tinued to the present day [14]. Module manufacturing is encouraged as a 
result of this, in which a variety of items is created on flexible production 
lines by employing programmable machines as well as various materials 
[15]. 

These manufacturing processes, on the other hand, are limited in their 
ability to accommodate varying output volumes, which is a disadvantage. 
The fourth industrial revolution has begun as a result of the advancement 
of information and communications technology (ICT). Intelligent auto-
mation of cyber-physical systems with decentralized control and advanced 
networking is the technological foundation for artificial intelligence-based 
systems. Intelligent automation of cyber-physical systems with decentral-
ized control and advanced networking is based on decentralized control 

Industry 1.0 Industry 2.0 Industry 3.0 Industry 4.0

IoT, Cyber
Security

1969
Automation,
Computer,
Electronics

1870
Mass
Production,
Electrical
energy

1784

Mechanization,
Steam power,
Weaving loom

Figure 1.2 The industrial revolutions.

Lightweight

Security
SolutionParameter

Updating for
new data

Noise – less
Augmented
training data

Figure 1.1 Challenges in artificial intelligence-based IIoT security model.
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and advanced networking (IoT functionalities) [25, 26]. A self-organizing 
cyber-physical production structure was created by reorienting this new 
industrial production technology using classical hierarchical automa-
tion systems. As a result of this new manufacturing technology, scalable 
mass-customized production as well as flexibility in terms of production 
volume are now possible. 

Research Gap

The existing security researchers have handled the different types of attacks 
on the IIoT network by adopting the deep learning and incremental learn-
ing models; however, the incremental learning-based security models have 
been confronted with several shortcomings particularly, in the IIoT net-
work, which are discussed as follows.

• Applying the available existing IIoT security solutions is crit-
ical due to the primary concern of the resource constraints 
in the IIoT network. 

• Owing to the need for cross-layer design and optimization 
algorithms for the security mechanisms, the available secu-
rity solutions are inappropriate for the IIoT model.

• The DDoS or intrusion detection models often confront the 
increased probability of false positives, leading to ineffective 
attack detection [16].

• Lack of modification in the machine learning model while 
adopting the security solution leads to an increased number 
of false positives and true negatives.

• Traditional deep learning models lack the development of a 
reliable, robust, and intelligent security mechanism over the 
massive scale deployment of the IIoT.

• Static machine learning and deep learning models lead to 
inaccurate decision-making due to the continuously arriv-
ing data streams from different IIoT data sources [17].

• Incrementally identifying the potential features and making 
the decisions from the extracted set of features over the con-
tinuously arriving data streams is critical.

• Traditional preprocessing methods lack to support the effec-
tive incremental learning results due to the variations in the 
inherent relationships of the arriving data [18].

• Incremental learning models lead to inaccurate 
 decision-making without handling the drift data in the 
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IIoT applications due to the enormous availability of the 
continuously changing data.

• Modeling the deep learning algorithm with the appropriate 
parameter values is quite critical for detecting known and 
unknown attacks in the dynamic IIoT environment. 

Challenges in IIoT Security 

In the real-world, the IIoT applications often demand both the speed and 
accuracy ensured data stream mining methods. The IIoT platform con-
fronts major security issues due to the ever-increasing complexity of the 
attacks, zero-day vulnerabilities, the nature of connected IIoT devices, and 
the lack of detection of new threats. The existing IIoT security models lack 
in providing suitable security solutions over the continuous arrival of the 
IIoT data. Owing to the resource-constrained IIoT environment, model-
ing the heavy-weight security solution is inappropriate. Even though tradi-
tional machine learning and deep learning techniques have been adopted 
to model the IIoT security solutions, effectively detecting over the contin-
uously arriving IIoT data and developing the lightweight security solution 
is challenging [19]. The continuous arrival of IIoT data leads to the inac-
curate detection or classification of the malicious activities due to the exis-
tence of the noisy data, which also leads to the increased computational 
time. Besides, detecting the new malware or attacks in the IIoT environ-
ment with a large number of training samples by the traditional learning 
model is ineffective [20]. To overcome this obstacle, the incremental learn-
ing models have been utilized by the IIoT security researchers. However, 
training the massive amount of arriving data streams and detecting both 
the known and unknown malware without selecting the potential fea-
tures is critical. Hence, there is an essential need to preprocess the massive 
data streams and protect the IIoT environment from both the known and 
unknown malware-based attacks [21].

1.3 Literature Review

Several progressive and online algorithms have been written, mostly 
adapting the existing batch techniques to the progressive environment. 
Massive theoretical work was done in the stationary environment to test 
their capacity for generalization and convergence speed, often followed by 
assumptions such as the linear details. While progress and online learning 
are well developed and well founded, some publications are only generally 
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aimed at the elder, especially in the context of big data or the Internet of 
Things technology. Most of these are surveys that classify available meth-
ods and certain fields of application. 

The principle of progressive learning with a certain motivation for incre-
mental learning is included in Giraud-Carrier and Christophe [15]. They 
promote progressive learning approaches to incremental projects and also 
illustrate problems such as e-effects ordering or a trustworthiness query. 
Gepperth and Hammer recently conducted a survey. Usually, the num-
ber of measurements and the number of incoming data instances can be 
approximated. It can also be presumed how critical the rapid response of 
the system is. It can also be guessed if a linear classifier is suitable for such 
tasks. 

Challenges in the Environment
An overview of commonly used algorithms with relevant implementation 
of the real world is also given see Table 1.1. 

Incremental learning is done more broadly in streaming environments, 
but much of the work is geared towards drifting ideas. 
Main Properties for Incremental Algorithms for Domingos and Hulten
To sustain the increasingly growing data rate, production, they emphasize 
the importance of combining models with theoretical performance guar-
antees, which are strictly limited in time and space processing. 

Batch-incremental methods were contrasted and evaluated with 
 examples-incremental methods. The inference is, for example, that incre-
mental algorithms are equally effective, but use less energy and that the 
lazy strategies function especially well with a slider. 

Fernandez et al. conducted a big test of 179 batch classes on 121 datasets. 
This comprehensive analysis also included several implementations trendy 
various toolboxes and languages. The best results were achieved with the 
Random Forest algorithm [24] and the Gaussian supporting kernel vector 
Machine (SVM) [25]. However, for incremental algorithms such work is 
still desperately missing. In this chapter, we take a qualitative approach 
and examine in depth the main approaches in stationary settings, instead 
of a broad comparison. We also track the complexity of the model, which 
takes time and space to draw the required resources, in addition to accu-
racy. Our analysis ends with some unknown considerations, such as con-
vergence speed and HPO. 

In machine learning, deep learning is a subfield that is concerned with 
learning a hierarchy of data inputs. Many areas such as image detection, 
speech recognition, signal processing, and natural language processing 
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have now been enriched by deep learning algorithms, which have been 
learned by researchers in order to solve problems. 

Deep learning methods are a category of learning methods that can 
hierarchically learn characteristics from the lower to higher level by 
constructing a deep architecture. The deep learning methods are able to 
learn features on several levels automatically, which enable the algorithm 
to learn complex mapping functions directly from data without human 
characteristics. 

The key characteristic of profound methods of learning is that their 
models are all profoundly architectured. A deep architecture means that 
the network has many secret layers. A shallow architecture, in comparison, 
has only few hidden layers (one to two layers). 

Deep neural networks are effectively implemented in different fields: 
regression, classification, size reduction, movement modeling, texture 
modeling, information retrieval, processing of natural languages, robotics, 
error diagnosis and road cracks. 

In the ML model, a set of 21 feed profound neural networks was created, 
which included a variety of DNN values, such as the number of hidden lay-
ers, the number of processing units per layer, the triggering of functions, 
and methods of optimization and regulation. The permutation method 
[22] has been used to determine the relative value in the ensemble’s accu-
racy of the various biochemical markers. Standardization batch [23] was 
used to minimize overfit effects and improve the stability of the model’s 
convergence.The best results were obtained by using a DNN with five hid-
den layers and the regularised mean squared error (MES) function for loss 
estimation in the loss estimation, the activation PReLU function (PReLU) 
[24] for each layer and the loss optimization AdaGrad [25] for each layer. 
The highest DNN score with 82% accuracy was β = 10, i.e. when the pre-
dicted age was ±10 years of true age, it found the sample to be correctly 
accepted, exceeding many groups of the competing ML models. Several 
models were evaluated for the combination of each DNN into an ensemble 
(stacking), and the elastic net model was most successful [26]. Albumin, 
glucose, alkaline phosphatase, urea and erythrocyte have been the most 
effective blood markers. 

 This model should be incremental learning as well deep learning in 
industrial IoT. 
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1.4 The Proposed Methodology

In recent years, the Industrial Internet of Things (IIoT) has become a pop-
ular technology among Internet users for transportation, business, educa-
tion, and communication development. With the rapid adoption of IIoT 
technology, individuals and organizations easily communicate with each 
other without great effort from the remote location. However, the IIoT 
technology often confronts the unauthorized access of sensitive data, per-
sonal safety risks, and different types of attacks. Hence, it is essential to 
model the IIoT technology with proper security measures to cope with the 
rapid increase of IIoT-enabled devices in the real-time market. In particu-
lar, predicting security threats is significant in the Industrial IIoT applica-
tions due to the huge impact on production, financial loss, or injuries. Also, 
the heterogeneity of the IIoT environment necessitates the inherent anal-
ysis to detect or prevent the attacks over the voluminous IIoT-generated 
data. Even though the IIoT network employs machine learning and deep 
learning-based security mechanisms, the resource constraints create a set-
back in the security provisioning especially, in maintaining the trade-off 
between the IIoT device’s capability and the security level. Hence, in-depth 
analysis of the IIoT data along with the time efficiency is crucial to predict 
the cyber-threats proactively. Despite, relearning the new environment 
from scratch leads to the time-consuming process in the large-scale IIoT 
environment when there are minor changes in the learning environment 
while applying the static machine learning or deep learning models. To 
cope with this constraint, incrementally updating the learning environ-
ment is essential after learning the partially changed environment with the 
knowledge of previously learned data. Hence, to provide security to the 
resource-constrained IIoT environment, selecting the potential input data 
for the incremental learning model and fine-tuning the parameters of the 
deep learning model for the input data is vital, which assists towards the 
proactive prediction of the security threats by the time-efficient learning of 
the dynamically arriving input data.

Figure 1.3 illustrates the processes involved in the proposed IIoT secu-
rity methodology. The proposed approach incorporates the contextual pre-
processing and the proactive prediction processes with the help of the deep 
incremental learning model and the optimization method. Initially, to effec-
tively clean the continuously arriving data streams, the proposed approach 
explores the noisy and misclassified instances in the arrival of data and then 
incrementally selects the features within a particular timeframe based on 
the impact on the classification performance. In subsequence, it optimizes 
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the feature selection process through the heuristic search strategy that tar-
gets improving the time efficiency in the attack detection process. Moreover, 
it assists in augmenting training data generation with the optimal features 
alone, which leverages the improved classification performance. The pro-
posed approach applies the deep incremental learning model with the 
fine-tuning of the learning parameters for the input data in the IIoT envi-
ronment. The adaptive updating of the learning parameters associated deep 
incremental learning model ensures the classification or prediction of the 
malicious instances in the IIoT platform based on the learning knowledge 
from the augmented training set. Thus, the proposed approach effectively 
protects the IIoT environment with improved time efficiency with the help 
of the deep incremental learning model along with the heuristic model.

1.5 Experimental Requirements

It is necessary to have an i7 processor with 32 GB or extended memory 
and a 500 GB hard drive in order to run the experimental framework on 

Generated Augmented Training Set

IIoT Devices

Noisy and Misclassif ied
Instance Removal

Deep Incremental Learning Based Prediction

Feature Selection Using
Incremental Learning

Feature Selection
optimization through

Heuristic Search

Timeframe-Based
incremental feature

extraction

Optimal Parameter
Selection for learning

model

Adaptively assigning
for learning
parameters

Incrementally learning
the augmented training

set

Threats Classif ication
and Prediction

Malicious & Benign Instances

Figure 1.3 Deep incremental learning-based IIoT security model.   
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Ubuntu 18.04 LTE. The experimental model makes use of the IIoT data-
set, which combines the normal data with the data collected during the 
attack release. Furthermore, in order to run the deep incremental learning 
algorithm, the experimental framework makes use of the python libraries, 
which are running on the Python 3.6.8 platform. 

Evaluation Metrics

Detection Rate: It is the ratio of the number of correctly detected attacks 
to the total number of attacks in the IIoT environment. It is also termed as 
the recall. 

Accuracy: It measures the overall detection accuracy of the IIoT secu-
rity model, which considers the accurate detection performance on both 
the attacks and normal activities.

Both true positive and true negative refer to the number of malicious 
activities that were correctly classified or predicted as attacks, as well 
as the number of normal activities that were correctly classified or pre-
dicted as normal. A false positive represents a malicious activity that was 
incorrectly classified or predicted as normal, while a false negative rep-
resents a legitimate activity that was incorrectly classified or predicted as 
an attack.  

1.6 Conclusion

This work presented the incremental learning-based security model for the 
IIoT environment. The proposed IIoT security mechanism has focused on 
the classification and prediction of the cyber threats through contextual 
preprocessing and the deep incremental learning-based prediction. With 
the target of proactively predicting the malicious instances or activities in 
the IIoT, this work has outlined the processes of the generation of the aug-
mented training set for the deep increment learning model. The contextual 
preprocessing involves removing the noisy and misclassified instances, 
incremental feature selection, and heuristic search-based feature selection 
optimization. The deep incremental learning-based prediction involves 
the optimal and adaptive learning parameters selection, learning the aug-
mented training data with the fine-tuned values, and incremental classifi-
cation and prediction. Thus, the proposed security mechanism proactively 
protects the IIoT environment from malicious activities through the light-
weight and time-efficient intelligence model.
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Abstract
The evolving Cyber-Physical Systems technology advances the big data analytics 
and processing. The chapter discusses the topics of Big Data which are required 
for Cyber-Physical Systems across all data streams including the heterogeneous 
data resource integration. The challenges such as integration of data generated 
from multiple sources into cyber-physical systems, big data for conventional data-
bases and offline processing, scalability are further considered. The control and 
management of big data is aided by the architecture of cyber-physical system with 
cyber layer, physical layer and communication layer is designed which not only 
integrates but also helps cyber-physical system in decision making. The case study 
that aids big data processing and analytics in cyber-physical system is stated.

Keywords: Cyber-Physical systems, big data analytics and processing, Internet of 
Things, data mining 

2.1 Introduction

The rapid growth in things or devices in particular sensors and actuators 
made the development to control the smart physical things, smart objects 
and digital technologies such as machines in smart manufacturing and 
structures in smart cities, etc. possible. The communication technolo-
gies and physical devices are merged to generate systems that are effec-
tive, productive, safe called intelligent systems, where the integrations 
and interactions are combined to create a global cyber-physical system. 
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A cyber-physical system is the association of cyber and physical com-
ponents that have been specifically engineered to monitor, coordinate 
and control based on computational algorithms. It is a 3C technology— 
communication, computation, and control. Cyber-physical systems 
capture the data from the wireless sensor devices and monitor them, the 
control of the physical devices is based on the physical data using actua-
tors, thus interacting both with the physical and cyber world in the real 
environment. These systems are interconnected with each other on a uni-
versal scale using different network and communication resources. The 
physical control is efficient when the data collected from the sensors are 
processed for information with data mining techniques. The interaction 
among the users from context perspective, the physical device’s surround-
ings and the process in the cyber-physical systems are observed when the 
features of cyber-physical system are considered. However, the integration 
rules, interoperation among the devices, control of cyber-physical system 
are the functions that are globally distributed and networked in real-time 
[1]. This system is used extensively in many applications such as industries, 
transport and vehicular industry, medical and health management, smart 
grids, military applications, weather forecasting and many more.

An enormous measure of data is generated from various digital tech-
nologies like wireless detectors and sensors, mobile phones, storage 
devices connected to the internet where a continuous data stream is pro-
duced. Cyber-physical system has a computational capability that needs 
to be scaled to provide efficiency as the increasing sensors, digital tech-
nologies and devices that are networked create a huge volume of data. To 
develop a system that is more efficient, intelligent, reliable, trustworthy and 
self-adaptable integration of big data into a cyber-physical system is manda-
tory. Computing and computational resources are comparatively lower than 
the huge data generated from various resources. The big data analytics tech-
niques aim to examine, process and handle the big data characteristics of 
data to identify the patterns, obtain the information that is needed and rela-
tionships in the data sets also the innovative forms of data can be obtained 
for decision making and process control. The insights about how to model, 
capture, specify, transfer, organize and manage the data efficiently can be 
discovered [2]. Conventional data analytics processes the data sets the 
whole size or type, whereas big data analytics collect, process the data and 
manage them with low latency and typical data such as unorganized data, 
data gathered from the sensors including the ones that have spatiotemporal 
characteristics and the data produced in real-time considered as the stream 
of data flow can be composed with faster results during real-time process-
ing. Machine learning (ML), artificial neural networks (ANN), statistics, 
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dynamic Bayesian networks (DBA), deep learning, and natural language 
processing are some of the advanced big data techniques. The merging the 
big data analytics with the cyber-physical system is inevitable as it is the key 
to productive, efficient and adaptable cyber-physical system to sustain.

The following are the contents discussed in the chapter. Section 2.2 con-
tains the architecture of cyber-physical system from a big data model for 
cyber-physical system. Section 2.3 explains the issues and challenges when 
big data is integrated with cyber-physical system, integration of CPS and 
BDA and its control and management. The storage and its communication 
of big data for cyber-physical system are stated in Section 2.4. Data pro-
cessing techniques and models of big data such as cloud and multi-cloud 
processing, clustering in big data and cyber-physical system and big data 
analytics models are stated in Section 2.5. Applications of big data-enabled 
CPS are stated in Section 2.6 particularly manufacturing, smart grids and 
smart cities, healthcare and smart transportation. The data security and 
privacy from the CPS applications and loop holes that cause cyber threats 
in big data analytics are further discussed.

2.2 Big Data Model for Cyber-Physical System

The big data characteristics can be understood by 5V architecture— volume, 
variety, veracity, velocity and value [3]. Big data analytics (BDA) is applied 
in many distinct domains such as e-commerce, enterprise to predict the 
patterns of customers’ interest, and weather forecasting, where changes 
in the weather can be analyzed and pattern prediction is done based on 
past data, etc. The data characteristics are varied and the implementation 
of aggregated data cost is considered due to which smart data was pro-
posed. The concept of smart data is to make sure to eliminate the noise 
so that important and relevant data can be obtained, which can further 
be used for application purpose in cyber-physical system to monitor and 
control so that accurate decision can be made which impacts the physical 
device in the real-time environment [4]. The present BDA models that are 
used focus on mining the data, functions that process the data along with 
data storage and visualization instead of exploring the ways that big data 
acquire smart data from raw data which makes the integration vulnerable 
and lowering the analytic capabilities of the system. The BDA architecture 
should improve the effectiveness and intelligence of the cyber-physical sys-
tem. The communication layer is included in the system architecture for 
smart data purpose, data source layer is included in the BDA model which 
integrates smart methods for data mining and visualizing layer that aids in 
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the integration of collection, pre-processing, storage, mining and visual-
ization of data functions in CPS [5]. 

2.2.1 Cyber-Physical System Architecture

The BDA enabled CPS design comprises of three layers namely—a physical 
layer, a cyber layer and a communication layer.

Physical layer—Sensors that are locally distributed across the CPS appli-
cation fields generate data that are accumulated in the layer for further 
process. This data contains noise and are uncertain which can be termed as 
raw data and needs to be processed.

Communication layer—This layer pre-processes the raw data into smart data 
and converts the decisions from the cyber layer to executable commands.
Cyber layer—Controlling and monitoring decisions are made by analysing 
the data that reflects in the infrastructure of the physical layer.

State sensing, intelligent analysis in real-time, accurate execution and 
self-optimization are some of the main functions of the architecture from 
a data processing perspective. 

2.2.2 Big Data Analytics Model

The BDA is the other section of the architecture—a vast amount of raw 
data is processed so that decisions are made faster and better. The learn-
ing process in the BDA model is inspired by the human brain, techniques 
(support vector machine, fuzzy clustering, convolutional neural networks, 
auto-encoders, deep learning models) that are integrated with data pro-
cessing techniques [6]. The big data analytics model contains four layers—
the data source layer, smart data warehouse layer, smart data mining layer 
and smart visualization layer. 

Data source layer—Many technologies are used to gather data in this layer. 
Raw data is collected from distributed wireless sensors that include industrial 
applications, social media, the internet, etc. from the physical CPS devices. 

Smart data warehouse layer—This layer manages and maintains histori-
cal data that aids decision making and provides an environment to anal-
yse information [7]. The raw data is processed into information with the 
aid of a data cleaning module that removes the inaccurate record, a data 
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integration module that integrates data with different formats, a data 
reduction module that reduces data to a more simplified form, data trans-
formation module converts raw data to same formats and data discretiza-
tion module that converts attributes to discrete intervals.

Smart data mining layer—This layer consists of five modules—extraction 
model, training model, analytic model, data mining model, and prediction 
model. Different BDA techniques are used in each model for better results. 

Smart data visualization model—This layer can be designed according to 
users’ preferences. The analytic results are displayed to gain perception into 
the modelled data through visualization techniques.

2.3 Big Data and Cyber-Physical System Integration

Big data analytics is necessary for cyber-physical system as it produces a mas-
sive amount of data dynamically, which needs to be explored and examined 
to obtain useful information and predict patterns. It is undoubtedly proven 
that the integration of BDA into CPS is inevitable. The big data-enabled CPS 
must process all the complex data to ensure that the correct operation is car-
ried out so that the system can make the decision and control the dynamic 
continuous changing behavior of the physical devices. To implement the big 
data-enabled CPS many concepts are to be adapted and introduced such as 
data structures, big data features and characteristics and spatial and tem-
poral constraints. However, this integration does not fit the offline process-
ing data solutions which are conventional as the system deals with the real 
world where the decisions made are critical and takes place in the real-time. 
The consequences of big data in real-time need to be resolved by a suitable 
non-classic, vertically integrated solution that handles real-time stream pro-
cessing for control purposes and batch processing for learning purposes. 

2.3.1 Big Data Analytics and Cyber-Physical System

Integrating the cyber-physical system with big data analytics, the CPS focuses 
on the streaming data produced by the sensors and the data analytics part, 
where the computation and communication systems collect the data. The fea-
tures of big data need to be considered in the integration process where the 
Volume estimates the total amount of data volume, Velocity determines the 
pace with which the data is created and aggregated, Variety tells the richness 
in the data representation, and Value estimates the information from the raw 
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data to make decisions. Apart from this, spatial data is also taken into account 
as it plays important part in the big data-enabled cyber-physical systems.

2.3.1.1 Integration of CPS With BDA

To enable the integration of two systems, an Architecture Analysis and 
Design Language (AADL) [8], Modelica modeling language—Modelicaml 
[9] and clock theory [10] integration ensures that the requirements of big 
data are met and are implemented on the platforms of big data and its prop-
erties are considered [11]. A vector-logical big data processing approach, 
that lets cyber-physical systems control the operations and a computing 
automation model that impacts performance and hardware intricacy is 
proposed in the aid of the integration [12].

2.3.1.2 Control and Management of Cyber-Physical System With 
Big Data Analytics

The so-called system controls the interconnected devices and systems 
between the physical environment and the computational capabilities in 
a real-time dynamic environment and manages them. Self-awareness, 
self-configuration and self-repairing are some of the abilities that 
cyber-physical system has to adapt for the system to sustain. 

The big data environment handles the data as a service to deal with, 
where this service will be able to manage big data characteristics such 
as volume, velocity and variety while gathering the generated data from 
the sensors and the machine controls, and organize them based on the 
multi-dimensional feature spaces and apply in the industry 4.0 to function 
[13]. Some of the challenges here faced are big data acquisition and storage, 
widespread data relevance, data stream elaboration, analysing the data and 
machine similarity identification, the human–machine interfaces (HMI) 
based on certain applications and feedback-control mechanisms. 

Managing and control of cyber-physical system always depend on the 
modes created by the humans, but hard to verify and maintain as they 
are incomplete which leads us to data-driven approaches where the huge 
amount of data collected by the CPS are modeled such that they learn auto-
matically the models. Cognitive reference architecture is best preferred in 
this context [14]. This analysis of cyber-physical systems includes different 
interfaces that interconnect with each other. The big data platform is an 
interface that all the relevant raw data from the machines and sensors are 
gathered and prepared for analysis and interpretation. The next interface is 
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learning algorithms that brief about the anomaly detection used for mon-
itoring conditions and predictive maintenance from the data. The infor-
mation provided from the learning algorithm interface is combined with 
specific domain knowledge to identify faults and semantic context is added 
to the results in this conceptual layer. The results from the conceptual layer 
are converted in a human-understandable manner and implemented to 
achieve better standardization, efficiency and repeatability in task-specific 
HMI. Another conceptual layer is placed where the use of knowledge is 
done to recognize actions that are needed to be taken under the users’ deci-
sions which are needed to be communicated to the next interface. The final 
interface is the adaption layer where the computation of commands takes 
place in real-time, which communicates changes to the control system that 
reflects in the physical device.

Modeling the cyber-physical with big data should consider the chaotic 
features caused by the control of cyber-physical system as it deals with 
the vast amount of data and its control so that it may lead to unpredicted 
results. The cyber-physical system responds to all the minor changes and 
disturbances which cause the system to be sensitive. A fuzzy feedback lin-
earization model followed by a time prediction algorithm is initiated to 
tackle the chaotic control problems in CPS and also including the synchro-
nization control problem [15].

2.3.2 Issues and Challenges for Big Data-Enabled  
Cyber-Physical System

The big data-driven CPS will consider the special characteristics and attri-
butes, restrictions, demands and constraints along with the basic big data 
properties—volume, velocity, variety, volatility, value, veracity and validity 
that are met during the development of certain system domain integrated 
with big data. The functional components of big data in CPS are system 
infrastructure and data analytics which should be considered during the 
integration. Real-time communication between the physical and cyber 
devices, where capturing the data, monitoring the database and its func-
tionalities and the distributed computing is part of the system infrastruc-
ture component. Data analytics deals with product actualization and 
resource efficiency and organization along with predictive and descriptive 
analysis. Some other important issues that deal with both the components 
are adaptability, flexibility, security and reliability.

In cyber-physical system, a vast amount of data from networking sen-
sors, machines, and several other embedded devices are collected from 
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the physical environment. These data-producing devices such as sensors 
are not restricted to a certain time or space and also several category and 
forms such as temperature, speed, geographical data, environmental data, 
astronomical data, health and logistics data from different sectors and also 
from digital equipment, transportation and public facilities and smart 
homes. This leads us to spatiotemporal data requirements, where the sys-
tem mostly functions in a real-time environment which makes us consider 
the spatial and temporal data. Geographical data, time-series data, data 
from remote locations and from moving object trajectories—where data 
contains movement history of objects are considered as spatiotemporal 
data. 

The time and space correlations are to be considered as important 
cyber-physical system data features, where the dimensions of such data 
are observed during analysis and processing. The heterogeneous data are 
most common in cyber-physical system and the data representation and 
model makes the data more insightful. Real-time support, sensing and 
communication services availability, maintenance, infrastructure for the 
system, evolvability, modularity challenges are persistent when the inte-
gration takes place. This integration also questions the infrastructure of the 
cyber-physical system where the communication and computational capa-
bilities needed to be inspected. Security is another important challenge 
as its standards vary from applications when they interact with different 
devices. The control decisions, the trustworthiness of data and authentica-
tion of devices and their management where there is a necessity to inter-
pret the protocols and approach towards the system in specific applications 
as security demands [16].

2.4 Storage and Communication of Big Data  
for Cyber-Physical System

The management of data and communication in the real environment is 
key for a successful system to function and sustain constantly with effi-
ciency. Managing the storage operation for cyber-physical system with big 
data solutions should be regarded alongside caching and routing as there is 
a huge amount of traffic from the social media applications, people health 
data, traffic and weather monitoring applications and other smart home 
appliances which led to the researchers find solutions in storage and com-
munications of big data CPS. Enhancing the performance of system needs 
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to concentrate on the improvement of data collection, data processing 
techniques from a storage perspective.

2.4.1 Big Data Storage for Cyber-Physical System

Storing the persistent and continual data from numerous resources 
demands that the approaches be efficient and effective from a scalability, 
cost and flexibility perspective. Combining the cloud/edge computing 
facilities with big data analytics can give significant results for data storage 
objectives. Innovative measures should be applied such as proactive con-
tent caching in the networks and its characteristics that predict the user 
behaviour is the motivation for big data-enabled architectures where data 
and statistical analysis and visualizations methods are taken into account 
at base stations. To satisfy the users the data is controlled and used for con-
tent popularity estimation and content caching in which cyber-physical 
system has a high interest [17]. 

Pre-cache technologies are used with big data for higher performances 
during the transfer of data from sensors to servers, given that cyber- 
physical system generates a vast amount of data, where network traffics are 
caused. Two differential algorithms namely Data Filter Algorithm (DFA) 
and Data Assembler on Server Algorithm (DASA) are used to reduce the 
traffic in the networks during the data transfer [18]. This can be implied 
as an optimal trade-off solution that resolves the network traffic problem 
effectively and also the data accuracy problem where the data captured by 
the sensors are changed slightly due to the accuracy of the sensors. The 
data accuracy is dealt with by choosing the relevant parameters and the 
algorithm functions before sending the data to the servers by using filters 
and places them in the sensors and a measure is assigned to each.

Performing the caching on the wireless sensor networks, device-to- 
device networks in wireless environment and its caching and other data 
generation devices like base stations rather than on the clouds offers a pos-
itive impact on data management. Coded multi transmission is used at 
the base stations for caching in a realistic environment which allows sharp 
attributes and quality of the throughput in the asymptotic regime of the 
sensors which is based on a simple protocol model that uses geometric link 
conflict constraints and captures elementary aspects of the interference and 
spatial spectrum reuse [19]. The integration of big data with real-time CPS 
finds these caching and storage techniques very useful where reliability 
and predictability are preferred first and different strategies to enhance the 
CPS performance can be used to speed up the data collection, processing 
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and distribution and the correct use of caching techniques makes the sys-
tem more manageable. 

2.4.2 Big Data Communication for Cyber-Physical System

Cyber-physical system makes decisions considering the data generated 
from the sensors newly created by the digital technologies which provide 
information and is used for processing. The innovations in big data tech-
nologies provide new insights into the effect of strategic communication, 
the communication process needs to be analyzed and controlled along 
with the management of information in real-time evaluation. Modern 
ways of thinking and decision making are one of the prominent promises 
that big data computing offers. The data is always made available to the 
users’ advantage so that optimal decisions can be made by determining 
the latest information which gives more accurate results. Big data delivery 
technology can be a key technology that does computing better. The big 
data transmission requirements are to be considered and met among the 
big data characteristics, which is challenging to process the data where the 
limited transmission capabilities are to be observed.

The big data environment should be made familiar for cyber-physical 
systems by proposing new architectures, network infrastructure and other 
services that have become vital. The data delivery performance should be 
improved for betterment in the device-to-device (D2D) communications. 
Without support from the network infrastructure or central control units, 
the data is exchanged among the nodes. There are certain limitations in 
the data delivery capacity in D2D communications when the quality and 
mobility of the nodes are considered. As the cognitive radio technology 
is integrated with D2D communications, the cognitive radio technology 
gives the device-to-device the ability to improve the data delivery capacity 
and makes D2D an alternative that acts as supporting system for the appli-
cations of big data [20]. The routing algorithms for D2D cognitive radio 
networks should be appropriately chosen along with its communication. 
Integrating the wireless sensor network with mobile cloud computing cre-
ates significant advantages where WSN have distributed sensors spatially 
that monitor the physical conditions such as temperature, sound, pres-
sure, motion, light etc. that changed the way that interaction takes place 
with the physical world, whereas mobile cloud computing appears to be 
the new computing model with efficiency, powerful and unique comput-
ing basics such as processors, storage, applications and services offered in 
networks which can be accessed easily on demand. Lower operating cost, 
high scalability, easy accessibility and maintenance expense are some of the 
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advantages of MCC. Integrating WSN and MCC, where WSN collects the 
information from the deployed sensors and process them to the cloud and 
powerful cloud computing is utilized to store and process them to users on 
demand so that they have the information available to them through simple 
devices [21]. The sensory data processing framework decreases the storage 
information of the sensors and reducing the traffic load during the data 
transmissions is done through WSNs where the transmissions are done in 
a fast, reliable and secure way. The analytical approach for big data technol-
ogies for communication in a real-time environment involves the fusion of 
data models such as relational, semantical and data and metadata-based in 
big data along with the provision of distributed computing [22].

These technologies help to find a solution for handling the data speed 
and data processing in the storage perspective along with easy communi-
cation and transmission of the data for systems.

2.5 Big Data Processing in Cyber-Physical System

Big data management can be made better if the processing speed is at a 
good pace. Computing and clustering help the parallel processing, execu-
tion, queries and scheduling tasks in the real-time cloud environment. Big 
data analytics lets the cyber-physical system discover the patterns, correla-
tions and useful information from the data collected in the physical envi-
ronment through relevant techniques. 

2.5.1 Data Processing 

It is impossible to process the huge dynamic data using conventional meth-
ods and in a centralized manner. The data needs to be distributed to speed up 
the processing methods. Parallel processing techniques are applied over tra-
ditional processing techniques to handle the data along with its characteris-
tics, scalability issues, availability of resources and programming inefficiency 
and also the limitations of the database that could not keep with the latest 
techniques of processing. The following are some of the processing methods 
and techniques that can be used to overcome the limitations in processing of 
data—cloud and multi-cloud data processing, clustering in big data.

2.5.1.1 Data Processing in the Cloud and Multi-Cloud Computing 

Parallel processing methods have an advantage over conventional process-
ing as they have dedicated servers to process the data. Processing the data 
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in large amounts remains a challenging task in many aspects as efficient 
data processing has become mandatory due to which the computing and 
networking infrastructures need to be reconsidered. The method of data 
processing in big data methods differs in cloud servers, and public cloud 
proves to be more efficient in terms of resources provisioning, tasks task 
scheduling and impact of networking on performance in big data. This 
offers the option to hire the resources such as computing and storage to 
users in a pay-as-you-go manner [23]. 

A distributed algorithm is used to adapt the allocated resources and 
also to support the query rate. This is a resource algorithm in the dynamic 
environment that carries out computations in the presence of queries. The 
communication bandwidth and the computation capacity limit the query 
rate when the network computation performance is limited. The commu-
nication of big data with the network resources is understood with the 
help of a communication network graph, computation nodes to balance 
the computation loads and network nodes to schedule the processed data 
transmission [24]. Cloud adapted a new similarity check based compres-
sion technique that uses a weighted fast compression distance method 
instead of traditional data compression techniques due to velocity and vol-
ume of big data and lack of efficiency and scalability in the data processing. 
The adapted data compression techniques are established on similarity cal-
culations within the data chunks that are partitioned along the restoration 
functions and predictions also improving the efficiency and affordable data 
loss [25].

The flow of data processing including the data collection, generation 
and computation, analysis is assigned to individual computing entities 
breaking the workflow in many big data, IoT and CPS applications. Data 
and intensive computing workflow are deployed in multi-cloud comput-
ing, where data transfer within the cloud affects the workflow standards. 
In the multi-cloud environments, mathematical models examine the intra 
and inter cloud execution procedure of the workflow and optimize the net-
work performance of the workflow [26]. The distributed virtual machines 
run on both single and multi-level platform. An asynchronous deployment 
protocol is used for the multi-cloud framework that accelerates the deploy-
ment process. The global big data analytics for IoT, other models of cloud 
such as private, hybrid and multi-cloud uses this framework that uses a 
domain-specific language (DML) [27]. The large-scale multi-cloud envi-
ronment also has multiple data centers for the big data processing plat-
form. The computing requirement for multi-cloud services is given by the 
data-driven and feedback enhanced trust (DFET) design over the multiple 
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data centres. The indicator that monitors data is the basis for the comput-
ing pattern that integrates the service indicators into computing so that it 
is applied to service-oriented cloud applications. Hierarchical feedback is 
associated with this computing model, which considers the relationship 
among users, monitors and service providers and enhances robustness and 
reliability [28].

2.5.1.2 Clustering in Big Data

Clustering is a method of unsupervised learning and is used in statistical 
data analysis. The data clustering partitions a set of objects into groups that 
are of the same features. It categorizes the data and recognizes the hidden 
patterns. There is a need for data clustering in big data applications, where 
the vast amount of data needs to be analyzed. Clustering helps in the dis-
tribution of data for storage purposes and task execution. Hierarchical 
clustering and centroid-based clustering are operated in big data applica-
tions frequently. Multiple clustering analysis is a clustering technique that 
is used in automation systems to explore the patterns in big data which 
considers the requirements of different clustering. A  tensor-based mul-
tiple clustering (TMC) and a multiple services and analytic framework 
cluster the dissimilar data objects in cyber-physical systems, measuring 
the importance of attributes combination [29]. The most popularly used 
k-means clustering algorithm increases the number of iterations for con-
vergence as the numbers of iterations increases the numbers of clusters 
increases which prove that tractions it is not advisable for the applications 
of big data. The enhanced versions of traditional clustering algorithm 
should be used, such as supervising the cluster about the initial centroid, 
data points, etc.

Since big data uses distributed computing, that can be achieved using 
MapReduce, with the help of the Hadoop platform. For initial computa-
tions, the enhanced k-means algorithm averages the data points and selects 
the initial centroids of clustering rather than the random selection which 
makes it more efficient than the traditional k-means algorithm and also 
attain cluster formation accuracy [30]. A clustering based on the summary 
statistic (coss) is an algorithm that is established on the grounds of sum-
mary statistics. The threshold for micro clusters different from one another 
that is a threshold setting mechanism which adapts is used. All the clus-
ters are combined for a fitting and appropriate clustering algorithm. This 
results in efficiency and refined clustering [31]. These are a few data clus-
tering algorithms that can be used in big data applications.
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2.5.1.3 Clustering in Cyber-Physical System 

The CPS when combined with big data has numerous applications such 
as traffic control system, signaling systems in railways, intelligent trans-
portation, military application, etc. The sensor nodes in the large-scale 
 sensor-based system are intelligently organized and designed to have a long 
network lifetime. An inter cluster communication relay algorithm where 
the set of clusters is based on the structured sensor network so that the 
energy efficiency and its distance is based on the distance that connects the 
cluster head work and base station also called data collections centers [32].

A density-based data stream clustering algorithm called FlockStream 
algorithm is used for monitoring the data streams, a big data-enabled 
cyber-physical system. The flocking behavior is used as the base for agents 
in this algorithm [33]. The data is processed efficiently in the cloud and 
multi-cloud environments as CPS application in big data deals with real-
time data with a large volume.

2.5.2 Big Data Analytics

Big data analytical approach is used to fulfil the requirements of cloud 
computing services so that they can be efficiently processed and analysed 
to enhance their performance. The following are the concepts that are use-
ful for the integration.

Data mining: The process of obtaining the information from raw data 
can be referred to as data mining. The data mining process reduces the data 
complexity by capturing the important data. Data mining follows some 
processing steps before useful information can be obtained from raw data 
such as selection, pre-processing and data transmission. 

Automated decision making and control are key characteristics of the 
system. Cyber-physical system objects are expected to interact with other 
objects, perform computations, make decisions and let the decisions reflect 
in the real world. Huge data are collected from the physical environment 
into information, data mining techniques are availed. Dimensionality 
reduction is one such important technique for CPS applications that can 
alter the features of data. 

Principal Component Analysis (PCA) is a dimensionality reduction 
technique that is used to reduce the dimensions of very huge data sets. The 
data collected from sensors may contain certain errors as different meth-
ods are used for the collection process and some heterogeneous dynamic 
patterns. These data may also contain noise and are multi- dimensional. 
Neural networks, when combined with the basic clustering method 
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through Principal Component Analysis (PCA) deals with the complexity 
issues in the data [34]. The raw data that has unknown patterns and cor-
relations needs to be transformed to useful information through knowl-
edge discovery in databases. Predictive analysis assign scores to data based 
on the data attributes to analyze data behavior.

Real-time analytics: Real-time analytics lets big data-enabled CPS deal 
with the challenges in the data gathered from the real-time CPS, which 
are unstructured and need to be converted to use structured data before 
analyzing. The data from the social networks, medical devices, traffic mon-
itoring, household appliances, etc. fall under this category. 

Spatial–temporal analysis: The data collected have challenges in data 
storage, scalability and efficiency. The data is collected from the spatio-
temporal distributed cyber-physical system sensor nodes, determines the 
information on the locations. Artificial intelligence algorithms such as 
Particle Swarm Optimization (PSO) are used to assess and detect the loca-
tion and update them [35].

2.6 Applications of Big Data for Cyber-Physical 
System

Big data-enabled cyber-physical system applications impact our daily lives 
in different fields like automatic cars, smart manufacturing, smart grids, 
intelligent manufacturing, transportation, medical and healthcare, smart 
cities and disaster event applications, military applications, etc. A huge vol-
ume of data is produced through big data-enabled CPS applications and 
needs to be processed to utilize in the applications’ performance.

Manufacturing, smart grids and smart cities, and healthcare are some of 
the emerging applications of big data-enabled CPS.

2.6.1 Manufacturing

Digital manufacturing integrates the methods of manufacturing with 
 computer-based technology and computation and communication to 
create a product. Analytics and visualization collaborate to form comput-
er-based technologies in digital manufacturing. Digital manufacturing is 
combined with control and automation to define cyber-physical system 
based manufacturing. The fourth industrial revolution, Industry 4.0 has 
a great impact on manufacturing. Flexibility, reducing the time, altering 
according to the customer needs, and services are the advantages offered 
by Industry 4.0 [36]. 
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Decentralized factory environments are created using interconnected 
cyber-physical systems along with a combination of tracking technology 
and component-based assembly line. Agile techniques are included in the 
entire development phase. A Cyber-Physical Human System (CPHS) offers 
the possibility of product modification during manufacturing [37]. RFIDs, 
sensors, microprocessors or embedded system are physical entities in CPSs 
that collect data from the environment and process the data by connect-
ing and communicating with other systems to proceed for further process. 
Logistics, human robot interaction and surveillance as a service are some 
of the applications of CPS used in manufacturing [38]. The optimization 
can be achieved by the productivity of manufacturing using predictive pro-
ductive systems [39].

2.6.2 Smart Grids and Smart Cities

Smart grids—Advances in sensing and signal processing make a sustain-
able energy environment more popular. Home sensors and appliances gen-
erate huge volume of data and communicate with the embedded power 
sensors. Sensing technologies are used in smart grids, however, applied to 
many large scale challenges such as data processing, analysis and manage-
ment of the information are to be considered. Smart grids assure improved 
efficiency and reliability. A big data architecture that consists of data 
resources, transmission, storage and analysis elements are used in smart 
grids [40]. In smart grids cyber-physical environment, the communica-
tion with the smart grid is done through the control center. This modern 
cyber-physical system has a hierarchical architecture that has a cyber and 
a physical plane. All the smart devices are located in the physical plane but 
the control center is in the cyber plane [41].

Smart cities—Smart cities include traffic management, automatic opera-
tion of lights in the cities on roads, electricity management in the city, water 
management, green city maintenance, garbage collection and automatic 
disposal, identifying threats causing the situation to the citizens, etc. Smart 
cities are possible by deploying sensors in the environment and are emer-
gent these days. Analyzing the traffic patterns so that smart users can reach 
their destinations faster is also a part of smart cities. Smart transportation 
can be achieved through a graph-oriented mechanism. The overall traffic 
information can be obtained along with the location and speed of each 
vehicle. Road sensors are deployed for this purpose, where the obtained 
information is processed using big data tools [42]. 

IoT is associated with smart things and hence with smart cities. An 
architecture that is based on the architecture of IoT that helps in the 
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applications of smart cities. The architecture contains the following layers— 
technologies, middleware, management and service layer [43].

2.6.3 Healthcare

Cyber-physical system plays a prominent role in medical and healthcare 
systems. Many wireless sensor networks, dedicated medical sensors such 
as blood pressure, EEG, oxygen saturation heart rate, magnetic field, tem-
perature, etc. are developed along with the computation techniques for 
healthcare applications of CPS. More people are now depending upon 
smart health devices to track their daily activities, where smartwatches are 
the ones, most commonly used in wearables to track the heart rate, count 
the number of steps and track other physical activities like running, jog-
ging, swimming, sports, etc. It also monitors the sleep patterns and water 
intake amount. Various biomedical sensors are designed for designated 
purposes to monitor the patient’s condition and their daily progress.

A Medical Cyber-Physical System (MCPS) is the heterogeneous data 
from different kinds of medical sensors and other medical devices in a 
seamless manner are analyzed, shared and appropriate and accurate deci-
sions are made [44]. The cyber-physical system is integrated with Wireless 
Body Area Network (WBAN), where the wearable devices are used by 
patients. Local action and data collections are offered by such wearable 
devices. These can be applied to elderly people who require constant care, 
mild cognitive impairment and disabilities [45].

2.6.4 Smart Transportation

For transportation to be smart or intelligent, the internet should be asso-
ciated with it. The objects or the vehicles across different locations should 
be interconnected with one another for data communication, information 
and other requirement purposes and need to be connected to the cloud. 
Incorporating the CPS technology mechanisms—communication, compu-
tation and control and by combining the cyber world with the real world, 
smart transportation can be achieved successfully. These smart transpor-
tations rely on technological advancements such as the increase in sensors 
and the embedded systems.

Vehicular Cyber-Physical System (VCPS) uses a reinforcement approach 
to deal with smart transportation. It considers the entire challenge of trans-
portation associated with the internet as a game and Nash Equilibrium 
(NE) balances the problem making it faster and better where past behav-
ior and mistakes from other players are considered as input to tackle the 
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present situation. The information about the past is accessed from the 
cloud [46]. The social media information such as local traffic information, 
drivers’ condition, other parameters of the vehicles and the surrounding 
infrastructure information are uploaded into the cloud technology. The 
big data analysis processes the data in the cloud and the relevant infor-
mation are passed to drivers through an interface like predicting the des-
tination, driving skills of the driver, etc. which benefits both the customer 
and the driver [47]. Artificial Intelligence (AI) in real-time applications, 
control and computing let the embedded Cyber-Physical Vehicle Systems 
(CPVSs) sustain and overcome the challenges. Optimization in CPVS is 
done only at design and run time, considering the cyber and physical sys-
tem co- optimization and the response to both. The pattern across the time, 
feedback, control of the cyber physical vehicle system is observed to make 
intelligent transportation better [48].

Smart transportation helps in the progress of autonomous vehicles, 
communication between vehicles in real-time, robotic transportation, 
aerospace applications and other challenges in smart transportation.

2.7 Security and Privacy

The physical device gathers the raw data and sends it to the cyber part 
where the processing takes place. During the transmission, the data is 
exposed to security threats. It is crucial to protect the system from internal 
and external attacks, as the data is stored in the cloud networks in real-
time. The data storage, access to it and its processing and analysis, all need 
security as they are exposed to cyber threats and attacks.

Privacy invasion and malicious attacks are possible in the cloud where 
the continuous stream of data from the CPS applications is stored. The 
cloud operators and the third party providing the cloud services may have 
access to the data. The security for cloud services must be revised, made 
stronger and frequent inspection must be done so that important data from 
business, industries or government department so that the cloud’s credibil-
ity does not decrease. The protection of cloud data’s security and privacy 
is of utmost importance. The file that is needed to be stored in the cloud is 
broken into several files and stored at different locations in the distributed 
servers of the cloud, where the cloud operators would not have access to 
the entire file which improves the security of the data stored and the infor-
mation is contained privately [49]. Big data is very complex to deal with, 
as it is distributed, has many characteristics, the models of big data also 
process the data into information and predicts the situation and outcome 
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using the past and the present data. The entire data is processed by the big 
data and kept in the cloud, where the cryptography techniques can be con-
sidered to overcome security and privacy issues. Data can be encrypted on 
sending to the cloud and decrypted when retrieved when used [50]. 

A secure big data analytics model provides a strong trust in the cyberse-
curity and privacy of the data. Certain measures are supposed to be over-
looked to provide the security such on [51].

• New strategies of security and privacy can be developed for 
business, financial industries and government agencies.

• A centralized data management infrastructure should be 
adapted and frequent security checks on the analytics model 
should be carried out.

• Network monitoring, suspicious alerts must be implemented 
and security should be ensured to priority databases such as 
government and military databases all the time without fail.

• Monitor the real-time stream data and anomaly detection in 
the network traffic must be guaranteed.

Different strategies must be applied to the cloud that ensures advanced 
security to the data stored to provide robustness, reliability and privacy to 
cyber-physical systems application where a stream of dynamic and sensi-
tive data is generated.

2.8 Conclusion

The big data-enabled CPS technology benefits both the big data processing 
and analysis and the technological advancements in the system. Cyber-
physical system is all about the integration of the physical system with a 
cyber system where communication, computation and control aid in the 
integration. To make faster and better control decisions the BDA enable 
CPS architecture is availed where it adapts the characteristics of the system 
by including the communication layer. The integration of big data analyt-
ics with cyber-physical system focuses on basic characteristics of big data 
and some specialized features of the cyber-physical system and the issues 
and challenges of integrating big data and CPS are discussed along with 
the control and management. The storage and communication when the 
cyber-physical system combined with big data and the data processing in 
the cloud and multi-cloud technologies, clustering methods in big data 
and CPS, and big data analytics such as data mining, real-time analytics, 
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spatial–temporal analytics overcome the computational challenges. The 
CPS big data collection, storage, transmission is considered. The applica-
tions of big data-driven CPS such as manufacturing, smart grids, smart cit-
ies, healthcare and smart intelligence are discussed from the cyber-physical 
system perspective. The data generated from the various cyber-physical 
system through sensors, digital networks, physical devices for particular 
applications such as military, government, smart girds, manufacturing, 
aerospace, etc. are of high importance where security and privacy must be 
provided to those data. The issues and challenges of security and privacy 
to the cloud containing the sensitive data must be strongly protected along 
with the big data analytical techniques that process the data and store it in 
the cloud.
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Abstract
Machine learning is one of the important components of cyber physical systems. 
Either development or implementation about cloud computing or edge comput-
ing, machine learning, deep learning and AI techniques are key to develop a smart 
cyber physical system. Machine learning has applications in almost all streams of 
engineering. It is considered as a subset of Artificial Intelligence (AI) but can be 
seen as an extension of AI that has broadened the application areas of AI. 

AI was initiated to make computers mimic human behaviour, considering 
human to be most intelligent creature on the earth. Although, later when discus-
sions concluded that human behaviour cannot always be considered as intelli-
gent, modified to “mimicking ideal human behaviour”. Modern AI techniques are 
extracting intelligence not only from human but also from many other creatures 
like Ant, Bee, Monkey, birds, fishes and many more.

Machine learning added a new feature to AI by trying to make our computer 
system learn from the data they are receiving. By using Machine Learning tech-
niques, the computers are now not only processing the data, but also extracting the 
information from that data to give us better results in every next iteration. 

Two major thrust research areas in Electrical engineering are Smart Grid and 
Electric Vehicles. Both these areas are applied to make the power systems and 
power electronic converters smarter with help of smart inter-disciplinary tech-
niques like machine learning, deep learning, different AI optimization tools etc. 
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So, it is the need of the day for the researchers from different streams to equip 
themselves with these modern tools.

Machine learning can be applied to various classification applications in elec-
trical engineering like detecting power system faults, transformer faults, machine 
health monitoring etc. It can also be applied for regression applications like solar 
radiation prediction, selective harmonic elimination for multi-level inverters, 
electrical load forecasting etc.

In this chapter basics of machine learning, different machine learning algo-
rithms, stages in machine learning based implementations are discussed. At last 
Electrical engineering related applications of this mezzanine technology are dis-
cussed. Two, end to end applications one in power system and another in power 
electronics are also covered. Implementation on MATLAB as well as Python plat-
forms are demonstrated through simple examples.

Various Hardware’s that supports machine learning in a cyber-physical system 
are also discussed and Raspberry-Pi, as a tool for development of machine learn-
ing based cyber physical systems is also demonstrated through example.

Keywords: Machine learning, power systems, power electronic converters, 
MATLAB, python, artificial neural network, artificial intelligence, smart grid

3.1 Introduction

When a computer network, embedded system and physical process are 
deeply inter-connected to make complete system more efficient, user 
friendly and/or reliable, such a system is cyber physical system. Smart grid 
and autonomous vehicles are two main examples of cyber physical systems 
related to electrical engineering. One of the key components in such systems 
is artificial intelligence, which adds an extra feature to the system by adding 
some intelligence to it. The present chapter deals with the basics of Machine 
learning techniques. Embedding these techniques in a cyber-physical sys-
tem [20] can make the system intelligent and user friendly.

Artificial Intelligence Techniques [14] are developed to add intelligence 
to our systems. These techniques extract intelligence from many natural 
phenomena. Artificial neural networks are evolved by mimicking the struc-
ture of human brain, the body part which is responsible for human intelli-
gence. Fuzzy logic is developed by human’s reasoning and decision-making 
ability. Genetic Algorithm from human evolution system. Ant colony, 
Particle swam, Bee colony and many other algorithms [1] are developed 
by mimicking the intelligence in different creatures. The thrust of human 
to make intelligent machines has led to the development of different algo-
rithms extracting intelligence from different creatures and their behaviour. 
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One of the main features of intelligence is the “ability to learn”. If this 
ability to learn can be embedded in our machines that are our comput-
ers, it forms a machine learning system. This can be possible only through 
computer programs that are actual interface between the machine and the 
human. So, the aim in machine learning is to develop computer programs, 
that not only process the data to generate output, but also gain informa-
tion from that data simultaneously, to improve its performance in every 
next run. For example, if my personal inverter has a computer program, 
that can learn from data, it may do load scheduling for my home so that 
battery can last for long duration. Another example can be a microwave, 
if it also has a machine learning based module, it can learn to predict the 
cooking time required for a particular item based on the quantity of the 
food item kept. Personalised house cleaner can be another daily life exam-
ple, where a computer program can be made to learn from the data. Then, 
the question may arise about difference between a machine learning algo-
rithm and any other computer program. If your computer program only 
follows the instruction given, it is not a machine learning program but if 
along with following instructions it is also learning from experiences (in 
the form of data), then, it is an intelligent program or can be considered 
as machine learning, since our machine that is computer is learning with 
experience like a human. The learning process [13, 15] can be supervised 
learning [19], unsupervised learning, or reinforcement learning. In case 
of supervised learning labelled data is available to the machine to learn. In 
unsupervised learning unlabelled data, it means only input is available to 
machine to extract some information from it. Whereas in reinforcement 
learning, unlabelled data with an agent is available for machine to extract 
fruitful information from the data. 

Different applications of Machine learning are divided in some basic 
streams, like classification, regression, clustering, association, etc. [2]. 
Classification applications are the cases when the input is kept in one of 
the two or more predefined classes. The examples of classification applica-
tions can be classifying a medical data into healthy and not healthy patient 
groups or classifying power system voltage and current signals in healthy 
and faulty power distribution or transmission system. These are the case 
with binary or two class classification. Similarly, if current and voltages 
from an electrical distribution system are kept in one of the multiple 
classes like healthy system, system with LG, LLG, or any other type of fault 
it became a multi class classification example.

In case of classification applications, the target (or expected outcomes) 
will be zero and one, if it is a binary classification, or zero, one and two if 
it is a three-class classification. Thus, the expected outcomes will always be 
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discrete numbers in case of classification applications. Whereas applica-
tions like predicting stock market or predicting solar irradiance or electri-
cal loads all will have continuous expected outcome in some range, such 
applications are regression applications. Although both classification and 
regression applications come under supervised learning, the type of target 
data or dependent variable splits them as two different types of applications.

Association and clustering are other applications areas of machine 
learning that comes under unsupervised learning technique.

3.2 Different Machine Learning Algorithms

Logistic regression is the basic algorithm for classification applications [3], 
which is based on artificial neural network. Artificial neural network is 
inspired from human brain or neuron structure. The structure of basic arti-
ficial neuron is shown in Figure 3.1(a). Here x1 and x2 represent input to the 
network, w1 is the weight for connection from input 1 to neuron whereas 
w2 is weight for connection from input 2 to neuron. So now weighted inputs 
that are x1 ∗ w1 and x2 ∗ w2, will reach the artificial neuron, where it will first 
cross through a summation block. Then, this summation output represented 
by Z in the figure will be acted upon by a function called activation function, 
to generate the output of the artificial neuron. For logistic regression [18], 
this function is usually a sigmoidal activation, shown in Figure 3.1(b). This 
algorithm is suited for binary or two class classification problems. If output 
of the neuron is close to zero (<0.5), input belongs to one class, if it close to 
1 (>0.5), input belongs to other class. Thus z = 0 becomes the partitioning 
line equation between the two classes. The equation of this partitioning line 
depends on value of weights w1 and w2. Finding the correct value of w1 
and w2 (may be w3, w4… depending upon number of inputs) is the train-
ing process. By using large data set of input and output, the optimal values 
of weights are determined, which gives correct partitioning line between 
the two classes, so that any new data point can be placed in one of the two 
classes. The line partitioning will be useful only if, the data to be classified are 
linearly separable, for linearly non separable data polynomial classification 
is required by using multi-layer networks. If logistic regression algorithm is 
required to be used for multiclass classification [6], then OVR (one vs rest) 
technique can be used. But mostly for multiclass classification problems the 
sigmoidal activation is replaced by soft-max function and cross entropy loss 
function is used for training the network.

K nearest neighbor and decision tree [5, 6] are the two non-parametric 
methods that can be used for classification as well as regression applications. 
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For classification applications, K nearest neighbor determines its ‘k’ near-
est neighbors (k = 5, case shown in Figure 3.1(c)), to the unknown data 
point from the training set and by voting among those ‘k’ neighbors the 
class of unknown data point is estimated. Various distance formulas are 
used to find nearest neighbors like Euclidean distance, hamming distance, 
Manhattan distance, etc. choosing the correct value of ‘k’ is very important 
for performance of this algorithm.

Decision tree method is a hierarchical model-based method [2, 3, 5], 
where we traverse from root node to terminal or leaf node through various 
branches and nodes. The splitting of branches from nodes is done through 
feature at that node. The leaf node determines the class of unknown input 
in case of classification applications, whereas output value, in case of 
regression applications.

Linear regression is the basic regression algorithm [5, 6] in machine 
learning, which is again an artificial neural network approach, but instead 
of sigmoidal activation function as in logistic regression, now the activation 
function would be linear activation function. Since activation function is 
linear, the output is not limited between 0 and 1, it can be any value, based 
on learning parameters.Support vector machine [6, 10] (SVM) improves 
the performance of logistic and linear regression by considering the sup-
port vectors. These support vectors help in finding optimal plane or hyper 
plane for classification applications. They also provide optimal fitting for 
data points in case of regression applications. The support vectors are the 
vectors from classification boundary to nearby data points. The example 
of choosing the optimal classification line is shown in Figure 3.2(a), where 
center line is the optimal line as its distance from the neighboring training 
points (support vectors) is largest.

Naïve Bayes algorithm is based on Bayes theorem [2], where probability 
of the occurrence of an event is calculated if another event has already 
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Figure 3.1 (a) Structure of basic artificial neuron, (b) sigmoidal activation function and 
(c) K nearest neighbor classifier. 
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happened. This algorithm assumes that all the input features or variables 
are independent to each other and each has equal contribution towards the 
output. Ensemble machine learning [4] algorithms are advanced machine 
learning algorithms to boost the performance the algorithms by combin-
ing the different basic techniques.

3.2.1 Performance Measures for Machine Learning 
Algorithms

Performance of any machine learning algorithm is determined by validat-
ing its performing on test data. The numerical measure of this performance 
can be done by different parameters [19, 20]. These parameters will be 
helpful in comparing different algorithms for a particular application. For 
classification problems, confusion matrix is one of the important parame-
ters to determine the performance of any algorithm. Confusion matrix is 
the matrix, that determines how much confused the trained model is, to 
classify any test point in correct class. The rows of this matrix are actual 
values, while the columns are predicted output values, for test samples. 
Figure 3.2(b) shows the confusion matrix for a binary classification prob-
lem. The element at first row and first column represented as ‘TP’, i.e., True 
positive, these are the number of test samples that belongs to positive class 
and being predicted by the model to be in positive class. So, they are true 
positive samples. ‘FN’ represent False negative, that are the number of test 
samples that belongs to positive class but being predicted by the model 
to be in negative class, so, the negative class prediction by the model is 
false for these number of samples that is why it is ‘false negative’. Similarly 
in second row there are ‘false positive’ and ‘true negative’ number of test 
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Figure 3.2 (a) SVM Classifier and (b) structure of confusion matrix. 
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samples. False negative, are the number of incorrect negative class predic-
tions by the model whereas ‘True positive’ are the number of samples that 
are correctly predicted by the model to be in negative class. There are many 
parameters that can be determined from this confusion matrix for com-
paring different classification algorithms. Some of these parameters are:

Accuracy: Accuracy is defined as ratio of number of correct classifications 
by the trained model over total number of test samples given to the model.
Precision: It is defined as ratio of number of correct positive class predic-
tion over total positive class predictions made by the model. 
Recall/sensitivity: Sensitivity of the model is the number of correct positive 
class prediction over actual number of positive class samples.
Specificity: Specificity of the model is number of correct negative class pre-
diction over actual number of negative class samples.
F1 score: This parameter summarises Recall and precision by taking har-
monic mean of these two parameters.

Trade-off between different parameters needs to be taken base on appli-
cation requirement, precision may be more important performance crite-
rion for some applications than sensitivity and vice versa.

For regression applications, mean square error, mean absolute error and 
R2 error or coefficient of determination, are generally used for comparing 
different algorithms. Mean square error is the mostly used performance 
measure for regression applications.

3.2.2 Steps to Implement ML Algorithms

The effectiveness of any ML algorithm depends on quantity and quality 
of data [5, 22]. The first step to implement any ML algorithm is the col-
lection of data. The data can be collected by running the system under 
different possible conditions and tabulating the input and target variables. 
Sometimes running actual system under different conditions is not prac-
tically feasible, in that case a dummy system model can be developed for 
collection of data set. Sometimes data collection can be done through a 
simulated system. But it is essential to validate the simulated data before 
using it as training data for any implementation. Data can also be down-
loaded from various online platforms like Kaggle or different government 
and non-government organizations websites. The next step is to visualize 
and analyse this raw data, so that any missing or incorrect sample can be 
corrected or omitted from the data set. Various types of plots are avail-
able in MATLAB, Python and R programming platforms available for 
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machine learning implementation that helps in visualization of the data 
like bar plot, scattered plot, box plot, etc. Different techniques are available 
to handle missing data if any in the data set. The missing data samples if 
detected can be ignored or can be predicted from other samples using a 
machine learning technique. Once the complete data set is available, based 
on visualization and analysis, features are selected for the model. These fea-
tured are independent variables that decide the output of the model. Less 
number of features may cause under or overfitting of the model, whereas 
large number of features makes the model complicated and bulky. Once 
the features are selected, data set is required to be normalized. This step 
converts the independent variables into zero mean and unit variance, so 
that all the features get equal dominance towards output determination. 
Now the data set is ready to be applied to any machine learning algorithm 
for training. The complete data set is divided in two parts, training set and 
testing set. The training set is used for training the machine learning model 
whereas the testing set or validation set is used to validate the performance 
of the trained model by using various performance measures. Once the 
best model is achieved, it can be used for inference for unknown data by 
developing an API or by deploying it on suitable hardware. 

3.2.3 Various Platforms Available for Implementation

MATLAB, Python and R programming [12] are the three most popular 
platforms for implementation of any machine learning based application. 
All these three provide user friendly instruction set/GUIs for the user. Latest 
version of MATLAB provides GUI to implement both classification and 
regression applications that are very good for basic level implementation 
of any machine learning based application. MATLAB also provides a huge 
instruction set for programming any machine learning algorithm. Python 
and ‘R’ are another user-friendly platform that has good number of inbuilt 
functions for programming any machine learning algorithm very easily. 

3.2.4 Applications of Machine Learning in Electrical Engineering

Machine learning can be applied to various electrical engineering applica-
tions. Many electrical engineers are working towards development of smart 
grid, which consists of smart generation, transmission, distribution, and 
utilization. Machine learning can be an important tool in the development 
of smart grid. Machine learning based controllers for generators can be 
developed. Machine learning can also play an important role in increasing 
the reliability of the electrical grid by developing machine learning based 
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fault detection and isolation systems for different components of the grid 
like transformer, alternators, and transmission lines. Maintenance of the 
generating station where human intervention is risky or time consuming 
can also be done through machine learning. The machine learning based 
smart loads are already in market like smart air conditioners, air purifiers, 
washing machines, etc. Artificial intelligence techniques are also playing a 
role in integrating renewable energy sources with the conventional grid. 
The forecasting of electrical loads and solar irradiations can be another 
example where machine learning can be used. 

Machine learning also has wide applications in electric vehicle devel-
opment. Battery health monitoring systems, smart driver assistant system 
can be developed for electric vehicles using machine learning techniques. 
Machine learning can also be applied for fault detection and control of 
various power electronics equipment in the vehicle. For example, dc to dc 
converters controller and health monitoring system can be developed by 
using machine learning techniques. 

There are various other areas in electrical engineering where machine 
learning can make the complete system less complicated and more reliable. 
For example, in electrical drives, safety systems can be developed using 
machine learning, electrical motor control and health monitoring can also 
be done using machine learning techniques.

3.3 ML Use-Case in MATLAB

In this section, one example implementation of machine learning algo-
rithms is discussed to classify electrical distribution system line faults. 
Point of common coupling voltages and neutral current are the indepen-
dent variables or the input features. The trained machine learning model 
will be able to classify the system as healthy system or system with LG fault 
or system with LL faults, etc. The platform demonstrated in this segment is 
MATLAB. It is a classification application for the machine learning, so dif-
ferent classification algorithms of machine learning can be compared. As 
discussed, the first step will be to collect dataset for training and testing of 
different algorithms. Since it is difficult to get huge fault data for any elec-
trical distribution system, either a laboratory dummy model or a simulated 
distribution system is required to generate different fault condition dataset. 
In this case, a Simulink model is used to generate PCC voltage and neu-
tral current for different fault cases and healthy power system at different 
loading conditions. This Simulink scope data will be voltages and current 
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values with corresponding time value. Since it is time-based data, it cannot 
be directly used as input feature or independent variable for any machine 
learning model. This time-based data can be converted to time-based fea-
tures like average value, RMS value or max value etc. This time-based data 
can also be converted to frequency-based features by using fast Fourier 
transform or wavelet transform. In the present work fast Fourier transform 
is used to convert the time-based data to frequency domain and then band 
power in different frequency ranges based on power spectrum has been 
chosen to extract features from voltages and current. Seven features are 
being extracted for each case to complete the data set.

Table 3.1 shows the sample data set extracted for three class classifi-
cation are: healthy system (target = 0), system with LG fault (target = 1) 
and system with LL fault (target = 2). Now, features are ready but their 
distribution is not appropriate, so normalization of data set is required so 
that it can be in zero mean and unit variance form. The Matlab code for 
the same is shown in Table 3.2, where each sample is subtracted by mean 
of its column and divided by standard deviation for the same column. 

Table 3.1 Sample data set for power system fault classification.

IN1 IN2 IN3 IN4 IN5 IN6 IN7 Target

9.00E−05 0.002468 0.001717 200654.5 200656.7 200666.6 1.02E−13 0

0.012805 1.341397 1.539374 0.013685 213347.2 199668.7 224021.9 1

0.960094 0.002615 0.904782 199445.7 0.002778 213384.6 223686.6 1

0.056628 0.079739 0.026991 213557.8 199485.2 0.028794 224088.5 1

0.067671 0.082547 0.031251 42504.31 42496.08 185594.7 579.1227 2

1.939036 3.01543 2.393509 185609.1 42495.55 42523.11 570.2783 2

1.691694 1.860545 2.426165 42622.63 185792.5 42623.51 563.3078 2

Table 3.2 Code for data normalization in Matlab.

for f=1:7
    P14(:,f)=(P(:,f)-mean(P(:,f)))/std(P(:,f))
end
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This normalized data set can now be used to train any machine learning 
classification model.

Two cases of implementation can be seen here in MATLAB, first by 
using GUI app in MATLAB for machine learning that is classification 
learner application and other by writing an m-file for this implementation.

Let us first see the implementation in classification learner app [16]. 
This app can be found under APPS tab of MATLAB. After opening 
the app, clicking on import data will open a new window having three 
steps as shown in Figure 3.3. The first step is to select the data set from 
MATLAB workspace. Once data is selected, columns need to be specified 
as predictor or response in the second step. The predictor means input 
variables and response means the target value. For this case of classifying 
the faults, the first seven columns are input features, while the last col-
umn is the target output or predictor. In the third step, validation method 
is selected. Three options available in this step are cross validation, hold 
out and no validation. In cross validation, data is divided in different 
parts or folds (the number of folds needs to be specified by the user). One 
part is kept aside as testing set and remaining parts are used as training 
set. The performance of the model is evaluated on test set. The complete 
process is repeated by considering each portion of the data set as test set. 
This method of validation is particularly suitable for the case when data 
set is not sufficiently large, as in this case model will be tested on each 
type of input instead of being tested only on small portion of data. If the 
data set is sufficiently large the “hold out” validation can be selected in 

Figure 3.3 Classification learner app in Matlab.
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step 3. In this type of validation, a percentage of data is kept aside as test-
ing data for validation of the trained model. The user may also choose ‘no 
validation’ option in step 3.

After completing import of data, visualization of data can be done 
through scattered plot option available in app, and later training can be 
done by selecting different algorithms and comparing the performance 
using confusion matrix and ROC curve. The comparison window of vari-
ous algorithms is also available in the app. The best model can be exported 
to Matlab workspace for further testing of the model. Once the model 
is exported simple ‘predict’ command is used to get inferences from the 
trained machine learning model. The code for the trained machine learn-
ing model can also be generated from the classification learner app. This 
can be easy way to start and understand the machine learning implemen-
tation without writing code. 

These machine learning models can also be developed by writing an 
m-file code in MATLAB. Right from importing and handling the data to 
visualizing the data, MATLAB provides simple inbuilt functions like import, 
gscatter. MATLAB also provides inbuilt functions for each basic machine 
learning algorithm, for example, classificationKNN, ClassificationTree, 
NaiveBayes, svmtrain and svmclassify are some MATLAB functions [17] 
for K nearest neighbor, decision tree, Naïve Bayes and SVM algorithm, 
respectively. Matlab also has inbuilt function ‘confusionmat’ for determin-
ing confusion matrix, similarly ROC curve and accuracy curves can also 
be plotted through simple instructions. A simple program for classification 
using programming in MATLAB is shown in Table 3.4. 

Similarly, any regression application where target response is continu-
ous variable can also be implemented in MATLAB either through inbuilt 
apps or by writing am m-file code. Matlab 2020 which is the latest version 
has a regression app which is similar to classification learner app that can 
be used for any regression application if data set is available. Regression 
applications are based on learning the relation between different indepen-
dent variables to predict a dependent variable. One simple example can be 
percentage shortening prediction in stator wingding of induction motor. 
A machine learning based regression model can be trained to predict the 
percentage shortening in stator winding with the help of stator current. 
The steps will be exactly same as what discussed for classification appli-
cations; data extraction, data visualization, feature selection, selecting the 
model, and at last training and testing of algorithm. Data extraction can 
be done either through a simulation model or from the hardware setup of 
the system in laboratory. Once data is collected it will be analysed through 
various visualization tools available, for choosing independent variable or 



ML Towards Smart Cyber Physical Systems 55

features for the model. The features can be frequency-based features like 
power spectrum density by performing FFT or wave let transforms. The 
features can also be sequence component based, that can be obtained by 
converting three phase stator current to sequence components. Since turn 
shortening in stator winding causes unbalance in stator winding, so nega-
tive or/and zero sequence components can be used for feature extraction. 
Once features are selected machine learning algorithms can be applied to 
get a trained model, either through app or by writing a code. A sample 
regression implementation through Matlab m-file is shown in Table 3.3. 

Table 3.3 A sample regression implementation through Matlab m-file.

load data_regression.mat  % loading the data file
data1=data_regression(:,2:3) % removing the unwanted columns from data 

here first column was serial no. so omitted
[train_data,test_data ] = holdout(data1,70 );% spilitting the data set as train 

and test, here 70% for training and 30% for testing
In_train=train_data(:,1:end-1); % defining column 1 last-1 as independent 

variables or input features
Tr_train=train_data(:,end);% and last column as response or dependent 

variable
In_test=test_data(:,1:end-1); % for both train and test data set
Tr_test=test_data(:,end);
N=length(In_train)
M=length(In_test)
Model1 = fitlm(In_train,Tr_train);% fitlm is inbuilt function for linear 

regression model training
W=Model1.Coefficients{:,1}% to check the trained model parameters
%% Mean Square Error
predicted_output=predict(Model1,In_test); % applied test inputs to trained 

model for      %prediction
mse2=sqrt(mean((predicted_output-Tr_test).^2)) % performance evaluation 

through mean %square error
figure
hold on
scatter(In_test,Tr_test) % scattered plot for test data set
fplot(W(1)+W(2)*x) %  plotting the fitted line of the model
xlabel({‘Input’});
ylabel({‘output’});
title({‘Regression Using Inbuilt MATLAB Function’});
xlim([-3 3])
hold off
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In the similar way, for any classification application, after loading the 
classification dataset a code can be written in Matlab. Table 3.4 shows the 
implementation of different algorithms in an m-file. 

3.4 ML Use-Case in Python

Python is a high-level programming language which has a large standard 
library that facilitated user to complete any complicated task also with small 
set of instructions or functions. Spyder (scientific python development 

Table 3.4 A sample Classification implementation through Matlab m-file.

LR_Model=mnrfit(In_train,Tr_train) % function for multinomial logistic 
regression

% for two class classification ‘fitmodel’ or ‘fitconstrainedmodel’ functions can 
be used.

% testing the trained LR model with new samples that are not used for training
Predicted_op = Model.predict(In_test);
% to validate the performance the confusion matrix is determined
C_matrix = confusionmat(op_test),Predicted_op);
knn = ClassificationKNN.fit(In_train,Tr_train,’Distance’,’seuclidean’);
% testing the trained KNN model with new samples that are not used for 

training
KNN_predicted = knn.predict(In_test);
% to validate the performance the confusion matrix is determined 
KNN_confusion_Mat = confusionmat(Op_test, KNN_predicted);
Op_Nb = NaiveBayes.fit(In_train,Op_train,’Distribution’,dist);
% testing the trained Naïve Bayes model with new samples that are not used 

for training
NB_predicted = Nb.predict(In_test);
% to validate the performance the confusion matrix is determined 
NB_confusion_Mat = confusionmat(Op_test, NB_predicted);
Svm_Model= svmtrain(In_train,Op_train,’kernel_

function’,’rbf ’,’kktviolationlevel’,0.1,’options’,opts);
% testing the trained SVM model with new samples that are not used for 

training 
Op_svm = svmclassify(Svm_Model, In_test);
C_svm = confusionmat(Op_test,Op_svm);



ML Towards Smart Cyber Physical Systems 57

environment) is an open-source IDE (integrated development environ-
ment) to develop and run any python program. The Jupyter notebook is 
a web-based application where python code along with interactive text 
based easily sharable notebook can be developed. Pycharm and thonny are 
other popular IDEs for python. Scikit learn (sklearn) [7, 8, 11] is a machine 
learning library in python that provides inbuilt functions for various basic 
machine learning algorithms. Numpy (numerical python) is also a library 
in python that helps in handling n dimensional arrays. Pandas library in 
python [8, 9] are used to handle large tabular data sets with labels in a 
machine learning based program.

To show the implementation of a machine learning classification appli-
cation, sample data set is generated for power system fault classification as 
a demonstration. The data is saved as comma separated values (.csv) file, 
which is loaded in Jupyter notebook. To demonstrate the pandas library 
data handling, the data set is saved as .csv file and each input column is 
labeled as I1 to I7 and target column as T.

Before loading the data important libraries need to be called like numpy 
and pandas for data handling, matplotlib for different plotting functions 
related to data visualization, error curve plotting, etc. Table 3.5 shows call-
ing of some important python libraries.

Now data set can be loaded using csv_read function available in Pandas. 
To see some of the initial or ending values of the data “data.head()” or 
“data.tail()” functions can be used. Pandas library also provides “data.
shape” function to find the dimensions of the data set. The complete code 
for logistic regression and K nearest neighbor algorithm is shown in Table 
3.6.

Similarly regression algorithms can also be implemented in python. A 
sample code is shown in Table 3.7.

Table 3.5 Calling the libraries in python.

import numpy as np
import pandas as pd
import matplotlib.pyplot as plt
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Table 3.6 Logistic regression and K nearest neighbor algorithm in python.

data = pd.read_csv(‘.csv file with path’)    # reading .csv file using pandas library
data.head()                                                      #displaying first five 
data.tail()                                                           # and last five values from data set
data.shape                                                        #displaying size of data set
input_param = data.iloc[:,[0,1,2,3,4,5,6]].values   #saving first seven columns of data as input 

variable
output_param = data[‘T’].values                                   # last column as target variable
from sklearn.preprocessing import StandardScaler      # calling library StandardScalar
sc = StandardScaler()     # it will convert the independent variable to zero mean and unit     # # 

variance
sc.fit(input_param)  # input data input_param will be normalized.
input_param = sc.transform(input_param)
from sklearn.model_selection import train_test_split#importing function train_test_slpit to 

#splitdata set as train set and test set.
Train_in, Test_in , Train_op, Test_op = train_test_split(input_param, output_param, test_size = 

0.25, random_state = 1)
from sklearn.linear_model import LogisticRegression     #calling logistic regression from #sikit 

learnlibrary
from sklearn.metrics import accuracy_score         # calling the functions for performance 

#validation
from sklearn.metrics import precision_score              #evaluation of the algorithm: accuracy, 
from sklearn.metrics import recall_score                      # precision, recall
model = LogisticRegression()                                            # defining the model
model.fit(Train_in, Train_op)                                                 #training the model with data set
pred_train = model.predict(Test_in)                                 # evaluating the model
print(pd.crosstab(Test_in, pred_train,                               # finding confusion matrix
rownames=[‘Actual’], colnames=[‘Predicted’]))
print(‘\nTrain accuracy:’,accuracy_score(Train_op, pred_train))
print(‘\nTrain precision:’, precision_score(Train_op, pred_train, average=’macro’))
print(‘\nTrain recall:’, recall_score(Train_op, pred_train,average=’macro’))
from sklearn.metrics import classification_report
print(classification_report(Train_op, model.predict(Train_in)))
from sklearn.neighbors import KNeighborsClassifier            #implementation of k nearest 

#neighbor
from sklearn.model_selection import KFold, cross_val_score
model_knn = KNeighborsClassifier()
model_knn.fit(Train_in, Train_op)
pred_train = model_knn.predict(Train_in)
print(‘\nTrain accuracy:’,accuracy_score(Train_op, pred_train))
print(‘\nTrain precision:’, precision_score(Train_op, pred_train,average=’macro’))
print(‘\nTrain recall:’, recall_score(Train_op, pred_train,average=’macro’))
from sklearn.metrics import classification_report
print(classification_report(Train_op, model_knn.predict(Train_in)))
from sklearn.model_selection import cross_val_score
cvs= cross_val_score(model_knn, Train_in, Train_op, cv=5, scoring = “accuracy”)
print(“Scores:”, cvs)
print(‘Cross validated mean accuracy:’, cvs.mean())
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3.4.1 ML Model Deployment

The process of utilizing trained machine learning model in a cyber- 
physical system requires deploying the trained machine learning model 
on suitable hardware that can be embedded in a cyber-physical system. 
Microcontrollers makes it easier, to include any machine learning algo-
rithm in cyber physical system, thus making it an edge intelligence system. 

To load the trained model on a microcontroller it is required to con-
vert the model in embedded C code that can be loaded in a microcon-
troller. Although it’s not an easy task for everyone to write a machine 
learning code in embedded C as it does not provide user friendly librar-
ies, to develop a machine learning model. Other easy way is to write a 
python code for machine learning and deploy that code on raspberry pi, 
where python libraries can be loaded, and inference can be drawn from 
the trained model. Raspberry pi, because of hardware limitation, will not 
be suitable for complex applications. Nvidia provides small portable GPUs 

Table 3.7 Regression algorithm in python.

import numpy as np
import pandas as pd
import matplotlib.pyplot as plt
data=pd.read_csv(‘C:/Users/Rashmi_PC/Documents/rashmi_docs/MATLAB/

data_regression1.csv’)
data.head()
X_data1 = data[‘delta’].values
y_data1= data[‘percentage shortning’].values
from sklearn.linear_model import LinearRegression   # LinearRegression 

function from   #
 # sklearn
plt.scatter(x=X_data1,y=y_data1)    # library, scattered plot of input data
X = np.array(X_data1).reshape(-1, 1) 
y = np.array(y_data1).reshape(-1, 1)
Train_in, Test_in, Train_op, Test_op = train_test_split(X, y, test_size = 0.25)  
regr = LinearRegression() 
regr.fit(Train_in, Train_op) 
print(regr.score(Test_in, Test_op))
out_pred = regr.predict(Test_in) 
plt.scatter(Test_in, Test_op, color =’b’) 
plt.plot(Test_in, out_pred, color =’k’)  
plt.show()
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like Jetson Nano for fast inferences from large deep learning models. These 
high-end systems are especially useful for complicated real-time inferences 
like computer vision applications, or handling time series data using deep 
neural networks (RNN or LSTM). 

3.5 Conclusion

The chapter has given complete basics on machine learning algorithms. 
The readers can utilize this knowledge to develop their own cyber phys-
ical systems for different application areas. Various application areas for 
electrical engineers to be explored, especially in the field of smart grid and 
electric vehicles are also discussed. The implementation of basic machine 
learning algorithms is demonstrated through MATLAB application as well 
as coding platform and through Python coding. 
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Abstract
Cyber network is a huge system consisting of lot of terminals, hand-held devices 
with varying sizes and capacities communicating with each other.  The size of the 
system has made it impossible or takes a lot of time to trace the terminals. Hence 
the hackers can introduce different kinds of attacks into the network without being 
traced for a very long time. As some of the confidential data is transmitted over 
the network, it becomes essential to safeguard the data and the terminals attached 
to the network. 

The previous work suggested uses multi-criteria decision analysis. It evalu-
ates the danger in a digital framework. It potentially selects an ideal therapeutic 
technique. The creators ascertain the general danger score utilizing the measures 
compared to the TVC segments. The standards separate into sub-criteria, etc. Its 
score is the weighted amount of the sub-criteria scores. On the most reduced level, 
scores for the rules can be allowed by topic specialists or gotten from quantifi-
able information. Utilizing a similar MCDA approach, countermeasures can be 
scored and organized. Scores allocate depending on how it compels the counter-
measure is at the moderation of every part of the danger. Notwithstanding ade-
quacy, countermeasure scores incorporate other models regarded significant by 
the partners and network protection supervisors, for example, cost and time. The 
incorporation of countermeasure prioritizes bringing the system past danger eval-
uation and toward hazard the board. The suggestion uses a better methodology to 
assess the risk of the framework. The client’s sources are jolted down to prioritize 
what has to be given preference. Based on the sources different risk issues are eval-
uated. It measures the risk based on the priority, usage of a particular technology 
and the risks associated with them. The contribution evaluates the same based on 
a particular scenario.

*Email: Ambika.nagaraj76@gmail.com

mailto:Ambika.nagaraj76@gmail.com


64 Cyber-Physical Systems

Keywords: Cyber security, multi-criteria decision analysis, risk issues,  
priority-based analysis, area-based analysis

4.1 Introduction

The Internet is an enormous network encompassing different kinds of ter-
minals, devices, and gateways. The number of users is sizable in number. 
Hence, keeping track of each user doing is quite complicated. The clients 
can have the intent to inject different kinds of attacks. The expenses on the 
criminals are very less. They just need a computer, internet connection and 
a program that fructify their intentions. It also provides them the facility to 
reach beyond geographical location. On the other end, the identity of the 
guilty is difficult to be traced. Based on the report conducted by Symantec 
69% of the population became victims of different types of cyber attacks 
[1–3]. The survey tells that more than one million attacks fructify a day. 
Hence it becomes essential to detect them and provide countermeasure to 
the same.

The previous work [4] uses multi-criteria decision analysis. It evaluates 
the danger in a digital framework. It potentially selects an ideal therapeu-
tic technique. The creators ascertain the general danger score utilizing the 
measures compared to the TVC segments. The standards separate into 
sub-criteria, etc. Its score is the weighted amount of the sub-criteria scores. 
On the most reduced level, scores for the rules can be allowed by topic spe-
cialists or gotten from quantifiable information. Utilizing a similar MCDA 
approach, countermeasures can be scored and organized. Scores allocate 
depending on how it compels the countermeasure is at the moderation 
of every part of the danger. Notwithstanding adequacy, countermeasure 
scores incorporate other models regarded significant by the partners and 
network protection supervisors, for example, cost and time. The incor-
poration of countermeasure prioritizes bringing the system past danger 
evaluation and toward hazard the board. The suggestion uses a better 
methodology to assess the risk of the framework. The client’s sources are 
jolted down to prioritize what has to be given preference. Based on the 
sources different risk issues are evaluated. It measures the risk based on 
the priority, usage of a particular technology and the risks associated with 
them. The contribution evaluates the same based on a particular scenario.

The introduction starts in Section 4.1. The need for security is detailed 
in Section 4.2. Section 4.3 details different kinds of attacks existing over the 
Internet. Literary study is elaborated in Section 4.4. The proposed study is 
represented in Section 4.5. The contribution is concluded in Section 4.6.
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4.2 Need for Security

The WannaCry ransomware exploits a natural weakness of Microsoft 
Windows, effectively investigated by the U.S. Public safety Bureau for con-
cealed reconnaissance purposes. Other than influencing singular PCs, the 
WannaCry essentially upsets the regular activity of a few huge business and 
administrative organizations counting FedEx, Deutsche Bahn, Megafon, 
Telefónica, the Russian Central Bank, Russian Railways, and Russia’s 
Interior Service. In the United Kingdom, the cyber attack disabled the data 
innovation frameworks of medical clinics across the National Wellness 
Service. The final product of task drops, medical clinics put on redirection 
status, and wellbeing data reports, for example, diligent evidence being 
made inaccessible in both England and Scotland. Primer proof focuses on 
North Korea’s multitude of programmers as the primary guilty party of 
what has been advised by the network protection organization F-Secure is 
the greatest ransomware flare-up ever. The recurrence of cyber attacks has 
been dramatically expanding, with a few comparative occasions. It details 
in the United States in the previous few years, the most eminent one on 
February 2016, when the Hollywood Presbyterian Examination location in 
Los Angeles wound up salaried $17,000 emancipation in bitcoins to recap-
ture control of its data innovation organization.

4.2.1 Confidentiality

The property [5] data isn’t made accessible or unveiled to unapproved peo-
ple, elements, or cycles. Secrecy secures information away and in trans-
mission. Privacy undermines at any point data can be seen or perused by 
unapproved substances or uncovered out of the ‘need to know’ gathering 
or local area. This trade-off could be either physical or electronic. The elec-
tronic secrecy bargains incorporate end-clients or elements getting to data, 
information, or assets does not imply for them. It guarantees that data is 
uncovered to approved clients as it were. The classification includes the 
ideas of information protection, encryption, and figure or cryptography.

The OCTAVE system [6] decides hazard levels and for arranging against 
digital assaults. Its design intends to limit association openness to dan-
gers and to anticipate the likely results of assaults and address the ones 
that succeed. The structure is part into three complete stages—building 
resource-based danger profiles, distinguishing foundation weaknesses, and 
creating security systems and plans. There are two renditions of OCTAVE, 
with OCTAVE-S, giving an improved adaptation pointed at more modest 
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associations with level progressive designs. OCTAVE Allegro is exhaustive 
form focused on huge organizations with diverse designs.

4.2.2 Integrity

It is the capacity [7, 8] to guarantee that data doesn’t change. It implies that 
information can’t alter without approval. Trustworthiness guarantees that 
the information has not been modified away or potentially in transmis-
sion. Honesty penetrates at whatever point data changes without express 
approval by the data proprietor. This trade-off could bring about the com-
mission or oversight of either approved client or unapproved substance. 
Honesty bargain could be either unplanned or deliberate and through 
malevolent purpose. Pernicious uprightness bargain could be that a mate-
rial purposefully adds, erases, or changes data set records. It can happen 
either through an approved gathering or by an unapproved party when 
the client approaches that they shouldn’t have. Inadvertent trustworthiness 
bargain is the point at which a framework alters or erases records that it 
shouldn’t. It can happen when an infection contaminates a framework or 
when a client accomplishes something that he didn’t mean to do. It fre-
quently checks that you need a document erased before it does as such. 
Respectability alludes to the reliability of data assets.

4.2.3 Availability

It guarantees [9] that data resources are available at whatever point is 
required. It is a significant property since any disturbance of administration 
may unfavourably influence the business activities of SMEs. Accessibility 
[10] guarantees that an approved client or element or unit can get to a 
framework asset when a legitimate solicitation is made. Assuming this 
asset is a strategic resource, accessibility necessitates that reinforcement 
or excess arrangements ensure its accessibility. Its trade-off could happen 
because of inadvertent activities or mishaps or by pernicious or purpose-
ful demonstrations, for example, a Denial-of-Service assault or botnets. 
Accessibility bargains could likewise arrange as specialized, human, or 
marvels, such as flood, quake, or blackout.

4.2.4 Accountability

The rule [11, 12] that an individual is endowed to protect and control hard-
ware, keying material, and data and is responsible to an appropriate expert 
for the misfortune or abuse of that gear or data. The aspect expresses that 
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each individual who works with an information model has explicit respon-
sibility regarding information assertion. The errands for which a person is 
able are primary for the unspecific information surety arrangement and 
can be quickly quantitative by a single person who has administrative 
responsibility regarding information verification. One framework orga-
nizes a description that all representatives should try not to innovate exter-
nal programming on an arrangement having information structure. The 
person responsible for information safety performs infrequent verification 
on the planning. People should know about the anticipated from them and 
guide persistent improvement.

4.2.5 Auditing

The motivation behind a network safety review [13] is to approve the strat-
egies by the online protection group. There are control components set up 
to authorize them. An examination is formal than an evaluation. The free 
outsider of the association performs a review. The outsider has a certificate. 
An association can have an inner review group. The group should go about 
as a free organization. The network safety review discovers the presence 
of controls. The evaluators seldom test the viability of those controls. It 
doesn’t imply that it is taking care of its responsibility to alleviate the digi-
tal danger. A network protection review program has a period and a spot. 
Most reviews won’t uncover the genuine viability of the security controls 
you have set up.

4.3 Different Kinds of Attacks

4.3.1 Malware

It alludes to a gathering of attacks stacking on a model. It bargains the 
structure to the reward of a foe. Some model category of attack integrates 
corruptness [14], worms [15], Trojan [16], spyware [17], and bot execut-
able [18]. Malware pollutes model in a categorization of framework prolif-
eration from tainted devices, betraying clients to open debased evidences, 
or pleasing customers to see malware dissemination website. In more con-
crete instances of malware contamination, malware may pile itself onto a 
USB drive enclosed into a corrupt appliance and subsequently taint every 
framework into which that device embeds. Malware may engender from 
appliance and kind of mechanism that contain implanted model and pro-
cedure rationale. So, malware can be embedded anytime in the framework 
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existence cycle. Victims of malware can trial anything from the end client 
frameworks, servers, network gadgets, and cycle dominance frameworks 
like Supervisory Command and Information Attainment. 

The assaults occur at an only mark of boundary among instrumenta-
tion, types of gear, planning parts, or network tier victimization ofactive 
design and execution weaknesses at each layer. It ensures each asset, the 
edge protection methodology use dominantly to put a divider outside all 
inner assets to shield everything internal from any unenviable disruption 
from external. The border safeguard device uses a security system and hos-
tile to ill health planning initiate inside disruption expectancy/discovery 
model. Any assemblage coming from external is captured and inspected to 
assurance there is no malware entering into within possession. Unspecific 
acceptance of this boundary precaution framework has occurred because 
it is far uncomplicated and little costly to get one borderline than to get 
a large measure of uses or countless interior organizations. The entrance 
control instruments utilize related to the edge protection system.

It composes as research often to characteristic safety weaknesses or now 
and again to display differentiated susceptibility. Today, the malware uses 
chiefly to take delicate private, monetary, or commercial enterprise infor-
mation to support others. As per the report, Trojans represent part of the 
dangers. In 2009, Trojans were reported to have made up 60% of all mal-
ware. In 2011 it was 73%. The current pace exhibit that almost three out 
of each four fresh malware deformation made in 2011 were Trojans and 
shows that it is the arm of judgment for digital hoodlums to lead network 
disruption and info fetching.

Spam [19] adverts were used to send unimportant, unseen, and impul-
sive communication to millions of participant role. Spam has ended up 
being particular in the marketplace since junk e-mail is sent secretly with-
out any reimbursement needed. Because of such devalued obstruction to 
the passage, electronic mail is different, and the measure of impulsive mail 
has formed hugely. 

Phishing [20] is a methodology of undertaking to gain delicate info, for 
example, username, secret phrase, or Visa credentials by fetching on the 
happening of a reliable substance. Most phishing pranks depend on mis-
leading a customer into seeing a noxious website affirmation to be from 
genuine firm and agency. The uninformed customer enters secluded infor-
mation is then therefore utilized by noxious crooks. The strategies use spe-
cialized trickery supposed to make a relation in an email appear to have a 
place with an authentic unification, as a noteworthy financial institution. 
Incorrectly spelled URLs or the utilization of sub-spaces are basic deed 
used by phishers. 
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Drive-by Downloads [21] concern the accidental transfer of malware 
from the Cyberspace and are used by the aggressors to dispersed malware 
quickly. Drive-by transfer happen in a mixture of fortune. It initiates when 
a customer travel to a website while viewing an electronic mail content, 
or when customer click on a deceptive season up framework. However, 
the most well-known drive-by downloads happen by a broad border when 
seeing website.

4.3.2 Man-in-the-Middle Assault

Man-in-the-middle assault [22] occurs when the attacker tamper between 
the deuce agreement closes. Each content conveyed from origin A to com-
municator B comes at the assailant earlier arriving at its aim. The chances 
contain unapproved admittance to touchy data or conceivable outcomes to 
adjust the data/message.  

4.3.3 Brute Force Assault

This [23] involves rehashed endeavors to access ensured data till the pre-
cise credential is established, and information will reach. The creator pro-
poses [24] another technique known as the beast power assault approach 
to produce AEs against AI-based frameworks in online protection. The 
procedure is easy to carry out and maintains a strategic distance from the 
drawn-out preparation of GAN-based assault techniques. The tactics are 
slope-free techniques. It controls the highlights of info vectors in a deter-
minate manner. It makes the strategy more reasonable for the ill-disposed 
assaults in network protection. It produces AEs dependent on the certainty 
scores of the objective classifiers heuristically. It is a discovery assault tech-
nique for which the designs and boundaries of the objective classifiers are 
pointless for assaults. The certainty scores of the objective models are the 
lone expected information to deliver AEs.

4.3.4 Distributed Denial of Service

This [25] is an attack that deals the availability of message. The assailant 
floods the injured party with orders, in this style acquiring unservice-
able. The creator proposes [26] an insightful security framework against 
DDoS assaults in correspondence networks. It has two parts. A screen for 
recognition of DDoS assaults and a discriminator for the locate clients in 
the framework with noxious plans. A tale versatile continuous alteration- 
component model that trail the progressions in Mahalanobis spacing 
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between examined highlight variables in the checked framework rep-
resents conceivable DDoS assaults. A grouping framework that trial over 
the comparability scores of personal conduct standards among the clients 
isolates the vindictive from the guiltless. It empowers the screen to adjust 
to the typical traffic system and diurnal or occasional varieties while simul-
taneously staying delicate to unusual changes. It is a solo way to deal with 
distinguishes traffic peculiarities. The framework makes noticed informing 
traffic type and power and doesn’t need any extra data, for example, trace 
backs. A strange change in the rush hour gridlock system proclaims on 
the off chance that the Mahalanobis spacing arrangement of the province 
variables in progressive period windows surpasses a limit work. It sets to 
a steady as an element of system boundaries or then again can be adaptive 
set.

4.4 Literature Survey

This section details the previous contributions made by various authors 
across different horizons. The work [4] uses multi-criteria decision anal-
ysis. It evaluates the danger in a digital framework. It potentially selects 
an ideal therapeutic technique. The creators ascertain the general danger 
score utilizing the measures compared to the TVC segments. The stan-
dards separate into sub-criteria, etc. Its score is the weighted amount of 
the sub-criteria scores. On the most reduced level, scores for the rules can 
be allowed by topic specialists or gotten from quantifiable information. 
Utilizing a similar MCDA approach, countermeasures can be scored and 
organized. Scores allocate depending on how it compels the countermea-
sure is at the moderation of every part of the danger. Notwithstanding 
adequacy, countermeasure scores incorporate other models regarded sig-
nificant by the partners and network protection supervisors, for example, 
cost and time. The incorporation of countermeasure prioritizes bringing 
the system past danger evaluation and toward hazard the board. The pro-
posal uses a better methodology to assess the risk of the framework. 

The methodology [27] contains two circles. The external circle fea-
tures that STPA-SafeSec is an iterative methodology that should be 
reapplied in the framework to deal with this advancing existence. In its 
center, STPA is about imperatives and the control circles of the frame-
work. Each control circle is dissected independently during the investi-
gation. The imperatives refine for the framework all in all dependent on 
the disasters. At that point, these requirements get refined and planned 
to the control layer. Risks and ensuing misfortunes occur when control 
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activities disregard at least one of the recently characterized requirements 
supposed unsafe control moves. The examination gives the way to infer 
the causal elements that lead to unsafe control activities. These causal 
variables reach out by STPA-SafeSec to incorporate safety contemplation. 
The theoretical activity tier acquires planned to an execution explicit part 
tier. This segment layer gives the way to refine the limitations and deter-
mine more explicit causative variables. It can additionally control inside 
and out security investigation. The outcomes are a bunch of changes that 
apply to the framework engineering. It guarantees misfortune-free activ-
ities are at long last determined. It depends on the situations that portray 
risky control activities.

The principle objective of CySeMoL [28] is to permit clients to make 
models of their designs and make computations on the probability of var-
ious digital assaults being fruitful. The model remembers the hypothesis 
for how credits in the article model rely upon one another security skill 
from the client of CySeMoL. Clients should model their framework engi-
neering and indicate their properties to make computations conceivable. 
The classes in CySeMoL incorporate different IT parts like Operating 
System and Firewall, cycles, for example, Security Awareness Program, 
and Persons that are clients. Every element has qualities that can be either 
assaults steps made against the substance or countermeasures related to 
it. These ascribe are connected differently. The passwords of secret-word 
records have a probability of this assault being fruitful. It relies upon an 
individual possessing the secret word account is in a security mindfulness 
program. Each trait in CySeMoL can have the worth true or False and 
addresses either the probability of an assault being fruitful or the probabil-
ity of a countermeasure being utilitarian.

The creators [29] utilize the MulVAL assault diagram tool stash. It can 
reach out to other assault charts comparing with semantics. The MulVAL 
thinking framework can consolidate CVSS measurements from NVD 
information sources and yield the AC metric. Attack Action Node model 
has the presence of an assailant effectively misusing the system. A separate 
AAN assault hub opposes sharing a solitary device. The new instrument 
acquaints with the model the incorrect perception. A circular segment 
from the original state to the perception state addresses the way that the 
perception. It uses restrictive probabilities. It does not qualify with and or 
hubs. When an aggressor is available and sending the record worker an 
NFS shell abuse parcel, this activity identifies an organization-based IDS. 
Tripwire screen could report a dubious record adjustment. Every hub in a 
Bayesian organization relates with a CPT which is the likelihood disper-
sion of the hub’s potential states adapted on the guardians’ states. They use 
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the specific qualities relating to possibility. They utilize the center estima-
tions of the reaches comparing to other probability are some examples.

The work [30] breaks down the digital protection of the PSSE in the 
SCADA framework. They describe the aggressor by characterizing a 
bunch of goals. The approach incorporates subtle trickiness assaults, both 
for straight and non-linear assessors. Assaults influencing the assembly of 
the PSSE are identified with information accessibility, as they view as DoS 
attacks. They evaluate compromises between model precision and conceiv-
able assault sway for various BDD plans. The PSSE issues find the solu-
tion using a measuring structure. It is a non-linear component focusing 
on the frame of the energy system used. It has a variable having zero-mean 
Gaussian measurements in the covariance system. It results in estimation 
value considered to minimize in different scenarios. These measures satisfy 
the first level conditions used to find optimization. It symbolizes Jacobian 
resultant. The answer obtained is symbolization resulting from Newton’s 
methodology. It is the result of using the iterative method to find an accu-
rate value. The hessian resultant obtained is due to merging collapse. The 
second-order computation is expensive. The same applies to the PSSE 
methodology. The resultant leads to the Gauss–Newton resultant.

The CBC-MAC calculation [31] depends on the Triple Information 
Encryption Standard. It characterizes in subset-037 v.3.1.0 of the ERTMS 
particular. The credential material trades through credential administra-
tion framework secured by various solution substances. The system uses 
Tetrad unique keys, which orders in trio tiers. Session keys, KSMACs, are 
created from the verification key material, KMAC, for every meeting. This 
system depicts in detail in subset-037. It Exchanges two arbitrary num-
bers in content between two elements. It performs the 3DES-CBC-MAC 
calculation multiple times, utilizing these two arbitrary numbers as seed 
material and three squares of 64 bits taken from KMAC as keys.

The creators [32] have investigated the cost, effect, and hazard of ACT in 
the SHARPE programming bundle. ROA and ROI calculation completes 
by characterizing capacities in SHARPE. The measurements, for example, 
assault cost and ROA mirrors have security venture cost, hazard, effect, 
and ROI address the protector’s perspective. Cost and effect of assault 
were utilized as measures by Schneier for investigation of AT. In the ACT, 
the cost can be of two sorts; cost of assault and security speculation cost. 
When at least one occasion rehashes in the ACT, Rauzy’s calculation builds 
the double choice chart (BDD) relating to the ACT. The effect of the ACT 
min-cut shows the significant effect as assault sway for the ACT. Security 
venture cost registers by adding the expense of executing countermeasures 
in the ACT. Hazard calculation performs by the result of the likelihood of 
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assault and effect. ROA is an action that evaluates the advantage acquired 
from a specific assault.

The digital actual security investigation approach [33] remembers 
experimentation for sensible testbeds. Methods and skills distinguish 
 framework-level weaknesses. Results if the weak are misused, and secure 
ways to deal with kill the weak. Framework-level outcomes are hard to 
decide whether different defects abuses at the same time. Experiment on 
usable frameworks or test-beds is in deciding framework-level effects. 
Experiment on functional frameworks in nearly all the happening is 
beyond the realm of imagination on account of the danger to the opera-
tional framework and its central goal. Building a trial framework indistin-
guishable from the operational framework is cost restrictive. Programming 
models of the gadgets and framework are ordinarily not accessible or, if 
accessible, need highlights identified with network protection investigation. 
A compelling approach to make a digital actual security experimentation 
stage is through a half-breed testbed. The strategy empowers construction 
framework of both the SCADA framework and the framework. The frame-
work of the SCADA incorporates its availability to the different commer-
cial enterprise and the Cyberspace. The actual framework is chosen from 
divergent resolve for the framework under examination. In a half and half 
examination, the SCADA framework occasions and the framework occa-
sions are participated in lockstep to make sensitive activity.

Undertaking design [34] is a way to deal with the executives of data 
structures. It includes control frameworks. It depends on models of the 
frameworks and their current circumstances. They portray how security 
speculations join with building models to reason arranged design mod-
els. Assault trees are graphical documentation advanced from deficiency 
trees, where the fundamental objective of an attacker. The numerical der-
ivation motor that impact graphs give permits demonstrating complex 
choice issues. Coupled to this numerical motor is likewise graphical docu-
mentation where the factors address as a chart. The models permit think-
ing about the outcomes of different situations and accordingly support 
dynamic. A theoretical model involves four parts entities, entity connec-
tions, properties, and trait connections. The initial three of these segments 
can be perceived from standard demonstrating dialects, for example, the 
class outlines of the UML. Elements are a focal segment in demonstrating 
dialects. It is an in-class graph used to address ideas of pertinence for the 
model.

The theoretical model [35] starts by proof assortment. A security appraisal 
commonly includes information assortment regarding interviews, doc-
umentation examines, log surveys, determining different measurements, 
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infiltration tests, and then some. One part of this data assortment recog-
nizes the elements that researchers and their relationship to one another. 
Another piece of the information assortment concerns the nature of dif-
ferent ascribes and investigating how these characteristics impact secu-
rity. Putting together a theoretical model concerning an all- encompassing 
impact chart that communicates the guard diagram has direct advantages. 
It guarantees that the model utilized for appraisal, and therefore the infor-
mation gathered for it, contains the information expected for creating and 
surveying security using guard charts. The model covers the parts that are 
of significance to the evaluation. The appraisal will zero in on things of 
importance to its outcome. Besides, it is from a launched conceptual model 
direct and upheld by devices to infer and ascribes characteristic links and 
restrictive likelihood tables. Utilizing a theoretical model, the modeler will 
demonstrate the substances, their connections, and the condition w.r.t 
properties to survey the security. It starts up in the solid model. The rela-
tionship among them determines the organization of qualities. This orga-
nization will compare to an all-inclusive impact outline communicating a 
safeguard diagram. It ascribes to be incorporated can be gotten from the 
elements.

VAPT system [36] directs in deuce significant parts. The primary incom-
plete designed with the Investigation and Insight of active Weakness. The 
subsequent half patterns are with the Victimization of the important agree-
ment of Weakness. It assesses their Intensity and Impacts over the Prey 
model. Weakness evaluation is an aloof method through infiltration testing 
is an operative method where safety proficients animate conflict and trial 
the target locate and its repercussion power against attacks. VAPT analyzer 
targets identifying essential data about the test target and examining the 
objective to discover the weaknesses. Weakness appraisal is a technique 
that follows the precise and proactive way to deal with find weakness. It is 
polished to find known and obscure issues in the framework.

The I4.0 creation plant Smart Factory OWL [37] portrays and breaks 
down the design of cloud-based administrations and their information. A 
creation framework for preparing mass material is considered a utilization 
case. It improves the item quality, accomplishes higher framework acces-
sibility, and builds efficiency. In this way, information-based assistance 
for plant checking and enhancement dissects as a cloud arrangement. The 
sensors [38] procure information. The application is a reason for a haz-
ard investigation. It determines the utilization case of “Condition Based 
Maintenance”, including availability and related information streams. 
This application is a plant administrator employing cloud administra-
tion. The rationale either peruses crude information or effectively totalled 
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information from the sensor or plays out an ensuing information exam-
ination. It plays out condition-based support. It gives support rationale 
requires a ton of skill, specifically about the application. A merchant of 
programming arrangements may give this aptitude as a Cloud administra-
tion. The assistance facilitates by a Cloud specialist co-op and associated 
employing multi-point associations.

The work [39] follows an objective situated methodology for security 
danger displaying and examination by utilizing visual model components. 
The fundamental UAV model characterizes as a blend of six isolated frame-
works: Data obtaining module, Elevation, and Direction Quotation Scheme, 
Transportation Organization, Dominance Component, Information Work 
Compartment, and the Measurement Compartment. The correspondence 
framework has not appeared as it incorporates every one of the component 
and control signs and information signals that goes through it. The UAV 
was planned by distinguishing significant segments of the framework and 
the UAV. The related and conceivable assault characterize alongside the 
potential dangers in the danger model of the framework.

4.5 Proposed Work

The work [4] uses multi-criteria decision analysis. It evaluates the danger 
in a digital framework. It potentially selects an ideal therapeutic technique. 
The creators ascertain the general danger score utilizing the measures 
compared to the TVC segments. The standards separate into sub-criteria, 
etc. Its score is the weighted amount of the sub-criteria scores. On the most 
reduced level, scores for the rules can be allowed by topic specialists or 
gotten from quantifiable information. Utilizing a similar MCDA approach, 
countermeasures can be scored and organized. Scores allocate depending 
on how it compels the countermeasure is at the moderation of every part 
of the danger. Notwithstanding adequacy, countermeasure scores incor-
porate other models regarded significant by the partners and network 
protection supervisors, for example, cost and time. The incorporation of 
countermeasure prioritizes bringing the system past danger evaluation and 
toward hazard the board. The proposal uses a better methodology to assess 
the risk of the framework. 

4.5.1 Objective 

• To evaluate appropriate risk and provide adequate counter-
measure for the same that the customer is keen for.
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• Prioritize the risk in the network. Sources of risk can be eval-
uated and appropriate measure can be adopted. The client can 
rank based on the facilities or the sources they are utilizing. 

4.5.2 Notations Used in the Contribution

Table 4.1 represents the notations used in the contribution.

4.5.3 Methodology

Based on different kinds of vulnerabilities and threats, the area based risk-
score is computed. Figure 4.1 represents the different kinds of breaching 
incidents. Figure 4.2 provides the amount of malware infections year-wise.

Table 4.1 Notations used in the contribution.

Notations Description

R Total risk factor

Si Source risk

Pi Priority assigned

ωi Weight of ith risk

Ri ith risk
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The previous work [4] uses multi-criteria decision analysis. It evalu-
ates the total work and the danger is in a digital framework. It potentially 
selects an ideal therapeutic technique. The creators ascertain the general 
danger score utilizing the measures compared to the TVC segments. The 
standards separate into sub-criteria, etc. Its score is the weighted amount 
of the sub-criteria scores. On the most reduced level, scores for the rules 
can be allowed by topic specialists or gotten from quantifiable informa-
tion. Utilizing a similar MCDA approach, countermeasures can be scored 
and organized. Scores allocate depending on how it compels the counter-
measure is at the moderation of every part of the danger. Notwithstanding 
adequacy, countermeasure scores incorporate other models regarded sig-
nificant by the partners and network protection supervisors, for example, 
cost and time. The incorporation of countermeasure prioritizes bringing 
the system past danger evaluation and toward hazard the board. 

The suggestions use a better methodology to assess the risk of the frame-
work. The client’s sources are jolted down to prioritize what has to be given 
preference. Based on the sources different risk issues are evaluated. Let Si 
be the source from which a risk issue Ri is analyzed. It weighs ωi. Based on 
its usage (w.r.t client) its priority is set. Let its priority by Pi. The total risk 
R is calculated. Eq. (4.1) is used to calculate the risk factor based on source 
used by the clients. The sources used very often are given higher priority. 

 ω= ∑ =S P Ri i i
n

i i0   (4.1)
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Total risk is calculated using Eq. (4.2)

 = ∑ =R Si
n

i0   (4.2)

Based on the client’s necessity, the risk counter measure is suggested. 

4.5.4 Simulation and Analysis

The work [4] uses multi-criteria decision analysis. It evaluates the danger 
in a digital framework. It potentially selects an ideal therapeutic technique. 
The creators ascertain the general danger score utilizing the measures 
compared to the TVC segments. The standards separate into sub-criteria, 
etc. Its score is the weighted amount of the sub-criteria scores. On the most 
reduced level, scores for the rules can be allowed by topic specialists or 
gotten from quantifiable information. Utilizing a similar MCDA approach, 
countermeasures can be scored and organized. Scores allocate depending 
on how it compels the countermeasure is at the moderation of every part 
of the danger. Notwithstanding adequacy, countermeasure scores incor-
porate other models regarded significant by the partners and network 
protection supervisors, for example, cost and time. The incorporation of 
countermeasure prioritizes bringing the system past danger evaluation and 
toward hazard the board. The proposal uses a better methodology to assess 
the risk of the framework. Table 4.2 represents sources and its priorities. 
Table 4.3 represents the parameters used in the simulation. 

Table 4.2 Representation of sources and its priorities.

Sources 
Number of 

employees

Access 
frequency per 
employee Priority

Financial access (specific 
to account department 
employees)

3 Once a day (for a 
client)

10

Data access (provided 
to employees under 
manager-level and above)

5 three times a day 5

Email (used by all the 
employees regularly)

40 six times a day 2
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The following assumptions are made in the simulation:

• The client uses more of email, followed by data access, and 
later financial access.

• The priority is given based on their usage.

Figure 4.3 jolts down the parameters used in simulating the work.

Table 4.3 Simulation parameters.

Parameters Description

Number of terminals used 40 (five of them are given special access to 
data + 3 are given access to do online 
transactions)

Maximum limit to send email 24,000 bytes

Maximum limit to download 
or upload data

20,000 bytes

Amount of data transmitted 
during online money 
transaction

800 bytes

Maximum time limit to transit 
online money

4 min

Total simulation time 30 min
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4.6 Conclusion

Cyber security is an essential component in the system. The system or 
a part of the system may be under different kinds of threats. It becomes 
essential to detect them and find the countermeasure for the same. The 
previous contribution uses multi-criteria decision analysis. It evaluates the 
danger in a digital framework. It potentially selects an ideal therapeutic 
technique. The creators ascertain the general danger score utilizing the 
measures compared to the TVC segments. The standards separate into 
sub-criteria, etc. Its score is the weighted amount of the sub-criteria scores. 
On the most reduced level, scores for the rules can be allowed by topic spe-
cialists or gotten from quantifiable information. Utilizing a similar MCDA 
approach, countermeasures can be scored and organized. Scores allocate 
depending on how it compels the countermeasure is at the moderation 
of every part of the danger. Notwithstanding adequacy, countermeasure 
scores incorporate other models regarded significant by the partners and 
network protection supervisors, for example, cost and time. The incorpo-
ration of countermeasure prioritizes bringing the system past danger eval-
uation and toward hazard the board. The suggested proposal is aimed to 
satisfy client according to his needs. It measures the risk based on the pri-
ority, usage of a particular technology and the risks associated with them. 
The contribution evaluates the same based on a particular scenario. 
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Abstract
The promising nature of the Internet, its related technologies, and the applica-
tions has brought a significant impact on human beings’ day-to-day activities in 
the past three decades. As a part of its evolution, the current trend is the Internet 
of Technology (IoT), which brings automation to the next level via connecting 
the devices through the Internet, and its benefits are tremendous. Meanwhile, 
the threats and attacks are also evolving and become an unstoppable menace to 
IoT users and applications. In this chapter, we are presenting the various security 
loopholes and concerns in the existing layered architectures of IoT. Out of many 
attacks and threats over IoT, we have specifically chosen Distributed Denial of 
Service (DDoS) attacks because of its severity in the IoT environment and dealt 
extensively with the different categories of DDoS impact as well as a review of 
existing countermeasures against DDoS in IoT. Further, this chapter addresses 
critical challenges and future research directions concerning IoT security that 
gives insights to the new researchers in this domain.
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5.1 Introduction

Undoubtedly, the Internet has become an indispensable entity in all walks 
of human life. Due to its tremendous growth, it becomes a basic need for 
millions of people to meet their demands. The Internet is used by approx-
imately half of the world’s population [1, 2]. Taking advantage of the 
Internet’s numerous benefits, another area known as the Internet of Things 
uses the Internet to link objects and machines to communicate with one 
another [3]. The aim of this cutting-edge technology is to improve auto-
mation by linking objects through the Internet. As a result, sectors like 
government, healthcare, logistics, agriculture, business, education, etc., are 
experiencing the impact of IoT in socio-economic aspects and encourag-
ing the researchers to explore further in this technology to raise this digital 
world into another level [4–7]. Thus, IoT is a digital ecosystem that caters 
applications to multiple domains, as shown in Figure 5.1, by interoper-
ability among the physical devices. Because of its better outcomes and 
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Figure 5.1 Applications of IoT.



Security Issues and DDoS Attacks Over IoT 87

comforts in human life, the numbers of IoT devices are increasing year by 
year. Figure 5.2 shows the trend of IoT devices population. Gartner Inc. [8] 
forecasted that more than 125 billion Internet-linked gadgets would be in 
practice, and by average, each person owns 15 connected devices in 2030. 
To achieve the interconnectivity among the IoT devices as well as to form a 
well-established infrastructure for IoT ecosystem, multiple heterogeneous 
platforms, elements, architectures [9] are needed, that will be discussed in 
next subsequent section. 

On the other hand, by recognizing the buzz of IoT in market shares, 
many firms and organizations have been driven to develop more IoT 
devices as quickly as possible to sustain their positions, with the motive 
of functionality, not on security. As a result, IoT security has been 
severely affected [10, 11]. In the security perspective, the rush in the IoT 
revolution so far with less focus on the security of IoT devices, leads to 
the foundation of potential disaster [12]. Not only benefits, but there are 
also multiple challenges like energy efficiency, interoperability of hetero-
geneous platforms, poor management, device identification, privacy and 
trust encompassing IoT architecture [13]. The most important of these 
concerns are security and privacy. Unless it is focused on proper motive 
and care, IoT becomes the Internet of dangerous threats and attacks. The 
infusion of more and more non-secure devices from the market and its 
interconnectivity poison the IoT digital ecosystem [14–16]. Thus, the 
abundance of IoT devices has the possibility of being prey to a variety 
of malwares [17], which solicit attackers to inflict havoc in Figure 5.3. 
Further details about the extensive nature of DDoS will be covered in the 
subsequent sections.

60

50

40

30

20

10

0

D
ev

ic
es

 (i
n 

bi
lli

on
s)

Years

2012 2013 2014 2015 2016 2017 2018 2019 2020

Figure 5.2 Growth of IoT devices in billions.



88 Cyber-Physical Systems

Out of many attacks in which IoT is subjected to, Distributed Denial 
of Service (DDoS) is the complicated and dangerous attack over IoT. The 
significant reason for considering this attack is due to its severity, complex 
nature of perpetration, difficulty in the prevention and mainly its gruesome 
impact. DDoS is the magnified form of Denial of Service (DoS) attacks, 
which involves a group of remotely distributed bots [17, 18] that interrupt 
and deny services for users by flooding the target machine or communica-
tion links with massive amount of traffic in a network. This attack gained so 
much of popularity in the year 2016, because of DDoSing the IoT network 
with the help of a malware called “Mirai” [19, 20] which infects hundreds 
of IoT devices with the volume of 1.2 Tbps. This remains the most mas-
sive DDoS attack over IoT till now and becomes an eye-opener of security 
concerns in IoT platforms. By using Mirai malware, attackers exploited the 
IoT using massive DDoS attacks through simple procedures [21, 22]. The 
progressive nature of DDoS capable malwares over IoT is shown. 

The objectives of this chapter are manifold: 

• Highlight the different models of IoT layered architecture 
and its security concerns.

• Give a picture of DDoS attacks and its taxonomy.
• Address the pros and cons of existing solution mecha-

nisms for DDoS attacks and security loopholes in the IoT 
environment
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• Provide insights about critical challenges and future research 
in this arena.

The rest of the chapter is organized as follows: Section 5.2 briefs about IoT 
components, different layers of IoT architecture and its security loopholes. 
Section 5.3 overviews about DDoS attacks, its working mechanisms, classifi-
cation and its impact over IoT in a detailed manner. The extensive literature 
survey about solution mechanisms specific to DDoS attacks in IoT are dis-
cussed in Section 5.4. Section 5.5 suggests the research challenges and further 
directions towards DDoS-free IoT. Section 5.6 concludes this review chapter.

5.2 IoT Components, Layered Architectures,  
Security Threats

As highlighted in the introductory section, IoT is the heterogeneous com-
position of different technologies, platforms and devices embedded with 
softwares.

5.2.1 IoT Components

Generically, there are six components involved in IoT infrastructure, as 
shown in Figure 5.4. The details of the components are as follows: 
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Figure 5.4 IoT components.
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(a) Identification: It facilitates the process of identifying every 
device in the IoT network through naming and address-
ing. Naming means assigning a special name to each object 
while addressing refers assigning a unique address to every 
device. For example, Electron Product Codes (EPC), ubiq-
uitous codes, IPv6 are the popular conventions commonly 
used [23]. 

(b) Sensing: it is the process of collecting the information 
through various objects like actuators, smart sensors, wear-
able sensing objects, RFID tags, etc., and transferring it to 
the cloud storage.

(c) Communication: Communication focuses mainly on 
sending and receiving of files and other related informa-
tion among the devices through various technologies like 
Bluetooth [24], RFID [25], LTE [26] and NFC [27].

(d) Computation: It means processing the collected informa-
tion obtained through sensors, and the type of computa-
tion varies with respect to the application. Many hardware 
and software platforms like Arduino, Raspberry Pi, Intel 
Galileo, Tiny OS [28], LiteOS [29], Android, etc., are sup-
porting this computation phase

(e) Services: There are the following four services provided by 
IoT applications [30, 31].

(i) Identity-related service
(ii) Information aggregation service
(iii) Collaboration Service
(iv) Ubiquitous Service.

(f)  Semantics: It is a significant component of IoT to carry out 
its responsibilities. It collects the related information and 
commands individual decisions to devices on demand. 

5.2.2 IoT Layered Architectures

According to our findings, there is no single, uniform IoT architecture that 
has been agreed upon by all researchers around the world. To meet the 
demands of the moment, the research community suggested a variety of 
architectures. Thus, the point of the architecture of the IoT ecosystem is 
evolutionary; not a predefined one. This subsection analyzes the pros and 
cons of the existing layered architecture of IoT.



Security Issues and DDoS Attacks Over IoT 91

5.2.2.1 3-Layer Architecture

This is the very fundamental architecture to meet out the basic idea of IoT. 
As shown in Figure 5.5, it has three layers, namely Perception, Network 
(transport) and Application layers [32–34]. The perception layer, also 
called as sensor layer, is responsible for identifying devices in the IoT 
population and collects the information from those objects. The type of 
sensors deployed in the IoT environment depends on the application. The 
next layer is the network layer or transport layer acts as a bridge between 
the application and perception layer. The primary responsibility of the 
transport layer is to collaborate smart objects, networking elements and 
networks with each other. The medium of communication may be either 
wired or wireless. The application layer, the final layer, is in charge of deliv-
ering services to applications such as smart homes, animal tracking, smart 
cities, healthcare, and so on.

5.2.2.2 4-Layer Architecture

The above stated 3-layer architecture is to fulfil only the basic need of 
IoT, and there is no point of addressing security goals like authentication, 
authorization, trust and confidentiality [35]. Hence, researchers proposed 
a 4-layer architecture [36] to implement the missing features of the 3-layer 
architecture. The following Figure 5.6 shows that it has an extra one layer 
called the support layer. The responsibility of the remaining three layers 
like perception, network, and application is similar to the 3-layer architec-
ture with extra care of device protection and encryption mechanism.

The support layer comes in between perception and network layer. The 
primary responsibility of this new layer in this architecture is to provide 

THREE LAYER

APPLICATION LAYER

NETWORK LAYER

PERCEPTION LAYER

Figure 5.5 3-Layer architecture.
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authentication and protection. That is, it allows the only authenticated 
source of information to network layer through applying valid mechanisms 
like pre-shared secret keys, passwords, etc. Also, it encrypts the authenti-
cated information so that confidentiality can be ensured. 

APPLICATION LAYER

NETWORK LAYER

SUPPORT LAYER

PERCEPTION LAYER

FOUR LAYER

Figure 5.6 4-Layer architecture.
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Figure 5.7 5-Layer architecture.
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5.2.2.3 5-Layer Architecture

Researchers proposed another level of architecture called 5-layer architec-
ture [37–39] as an enhancement to the 4-layer scenario. Apart from per-
ception, network and application layer, it has an extra two layers, namely 
processing and business layer, as shown in Figure 5.7. The processing layer 
acts as a middleware that collects the information from the network layer 
and eliminates unnecessary extra information. That is, it performs the role 
of extracting the needful information from the volume of information col-
lected by sensors. Hence, it overcomes the problem of big data process-
ing and reduces the overhead involved. Another new layer called business 
layer that acts as a manager of the entire system. The primary responsibility 
includes privacy, managing and controlling the applications, modeling the 
secure and robust data storage.

5.2.3 Associated Threats in the Layers
By analyzing the loopholes in the infrastructure of IoT, attackers are posing 
threats with multiple variations, and as a result, the impact is acute. Table 
5.1 shows the possible attacks over different layers.

5.2.3.1 Node Capture

This is a serious assault on the IoT’s perception layer. An attacker compro-
mises a main node, such as a gateway router, and gains complete control 
over it. As a result, all information stored in memory can be leaked, and it 
is a big menace [40].

5.2.3.2 Playback Attack

It is also known as a replay attack because it involves an attacker intruding 
on the correspondence between the sender and the receiver and capturing 
the genuine information from the sender’s end. Thus, an attacker sends the 
same authenticated data to the receiver (victim) by spoofing his identity 
and authenticity as the normal sender, so that victim believes that message 
is from valid source [41]. 

5.2.3.3 Fake Node Augmentation

Here, an attacker gains control over IoT devices by adding a malicious 
node into the system and inputs fake data. The underlying motive behind 
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this attack is to block the transmission of real information. Likewise, if 
many fake nodes are added, it paves the way for a massive collapse of IoT 
infrastructure.

5.2.3.4 Timing Attack
By analyzing how long it takes to respond to a query, processing time, and 
cryptographic algorithms, an attacker may identify vulnerabilities in the 
system and extract critical information. This type of attack is commonly 
possible in devices with less computing capabilities [42]. 

5.2.3.5 Bootstrap Attack
Before two devices start to communicate confidential information, some 
assurance is needed to ensure that devices should be trusted. As a conse-
quence, a mechanism for configuring nodes during initial network setup, 
also known as bootstrapping, is needed [43]. An attacker exploits this 
mechanism during the bootstrapping phase to gain access to the device.

5.2.3.6 Jamming Attack
The attackers use jammers, which operate on the same frequency spectrum 
as other communication devices and interfere with legal signal transmis-
sion [44, 45].

5.2.3.7 Kill Command Attack
This attack occurs only in RFID devices. During the manufacturing of 
RFID tags, they have a password with write-protected access. Because of 
the memory and processing limitations, an attacker can use brute force to 
break the password, resulting in the tags being disabled [46].

5.2.3.8 Denial-of-Service (DoS) Attack
This DoS attack is the most famous attack in which an attacker compro-
mises the system and denies the services to legitimate devices or users. 
The most dangerous form of DoS attack is Distributive DoS attack [47] is 
explained in the next section.

5.2.3.9 Storage Attack
The collected information from sensors is stored in the cloud environment 
or storage devices. The attackers exploit the cloud storage and modify the 
correct details is called storage attack.
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5.2.3.10 Exploit Attack

This attack is the substandard form DoS attack in which the attacker probes 
the devices, system configuration, protocols, and extracts the vulnerabil-
ities in the system. Therefore, the attackers gain control and breach the 
security limit [48].

5.2.3.11 Man-In-The-Middle (MITM) Attack

It is similar to Replay attack such that an intruder gains the control between 
communications of two nodes as well as fabricate the legitimate infor-
mation with vulnerable source codes like worms, virus, trojans, etc. The 
attacker hides his presence and lets the participating devices to believe that 
information is from authenticated sources [49].

5.2.3.12 XSS Attack

It is a form of attack scenario that allows attackers to embed a malicious 
client-side script into a popular website. Thus, attackers could change the 
contents of the application and use the application in an illegal manner 
[50].

5.2.3.13 Malicious Insider Attack

This type of attack is rare but possible. It happens from the compromised 
user of IoT environment to do illegal activities. That is, authorized user 
being an attacker malfunctions the complete IoT ecosystem from inside 
[51, 52].

5.2.3.14 Malwares

The main motive behind the injection of malware into IoT is to steal the 
confidentiality of information [53]. That is, applying worms, viruses, spy-
wares, trojans, adwares, etc., to interact with the system.

5.2.3.15 Zero-Day Attack

This refers to a security flaw in an application that the vendor is unfamiliar 
with. As a result, the intruder uses it to gain power without the user’s per-
mission or understanding [54, 55].
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Table 5.1 Attacks in every layer of IoT architecture.

Attacks Layer involved Impact

Node Capture [18] Perception Memory leak

Playback attack [19] Perception Repudiation

Fake node Augmentation Perception Blocking real node data 
transmission

Timing attack [20] Perception Indefinite delay in data 
transfer

Bootstrapping attack [21] Perception Illegal intrusion and 
exploitation

Jamming attack [22, 23] Perception Blocking of wireless channels

Kill command attack [24] Perception Disabling RFID tags

Denial of Service attack [25] Network Resource Exhaustion, device 
crash

Storage attack Network Modification of original 
information

Exploit Attack [26] Network Improper functionality of 
protocol

MITM attack [27] Network Repudiation

Cross site scripting attack [28] Application Illegal modification of 
contents in application

HTTP flooding attack Application Severe congestion, Resource 
exhaustion

Regular expression attack Application Exhaustion of resources

Hash collision attack Application More collision in hash tables

Reprogramming attack Application Illegal code modification in 
application

Malicious insider attack  
[29, 30]

Support Authorized user with illegal 
activities

Malwares [31] Processing Loss of confidentiality

Zero day attack [32, 33] Business Unpredictable
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All types of attacks are harmful, and measures should be taken to pre-
vent or avoid these attacks. Out of many attacks which we discussed, the 
most significant, dangerous, impactful attack over IoT environment is 
Distributed Denial of Service Attacks (DDoS). The next section deals with 
the DDoS attack over IoT in a significant manner. 

5.3 Taxonomy of DDoS Attacks and Its Working 
Mechanism in IoT

The Internet Telecommunication Union (ITU-T) defines DDoS as “pre-
vention of authorized access to resources or delay of time-critical opera-
tions”. This is a massive coordinated attack on the availability of victims’ 
or active network services, which is covertly launched through many com-
promised nodes [56].

DDoS attacks are not specific to IoT; Even before the advent of IoT, DDoS 
menace exists in Internetworks from the year 2000 onward. However, the 
arrival of IoT makes the DDoS attack more complex and powerful than 
ever. Most of the attacks, including DDoS, understand the following secu-
rity issues on the Internet and perpetuate a variety of threats over it.

(a) Internet is interdependent: It makes no difference how 
protected the victim is; its vulnerability to DDoS attacks is 
determined by the protection of the rest of the Internet. 

(b) Limited resources: The Internet entities like hosts, network, 
services, etc., have limited resources that can be saturated 
by attackers.

(c) No accountability: An IP packet contains field like source 
IP and Destination IP. The entities like routers, gateways 
simply process the source IP, destination IP entries with-
out validation. Thus, attacker perpetrates spoofing related 
threats.(d). Distributed control: On the Internet, of course, 
there is no way to deploy a global or centralized security 
mechanism. Every network has its policies defined by its 
administrators. Thus, it becomes a possibility of attackers to 
gain control over some network. The research work in [57] 
proposed Automated Trust Negotiation (ATN) to deal with 
complex components of the Internet, but still, solutions 
against evolving new threats are unaddressed.
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As shown in Figure 5.8, the DDoS attacks should go through the follow-
ing phases to perpetuate its strategy over victim [58, 59].

(i) Recruitment Phase: The attacker scans for vulnerable 
devices in the IoT network. If found, it can be compro-
mised and used for further stages of attacks. Earlier, this 
work was done manually; thereafter, automated tools are 
evolved to scan the entire network for vulnerability in just 
one click.

(ii) Exploitation Phase: The recruited machines with vulner-
abilities are injected with malicious code or software like 
worms, viruses and Trojans to turn it into a botnet. The 
botnetwork is the network of compromised nodes in IoT.

(iii) Communication Phase: The attacker mostly using 
command- and-control infrastructure to communicate 
among botnets. In this phase, all the attack-related infor-
mation like nature, longevity, type of attack, etc., can be 
communicated to botnets.

(iv) Attack Phase: Finally, the attacker commands the botnets 
to target the victim based on the communicated infor-
mation between attacker (master) and botnets (slaves). 
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Figure 5.8 Phases of DDoS attack.
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In modern-day DDoS attacks, most of the attackers spoof-
ing their identity to complicate the traceback mechanism.

5.3.1 Taxonomy of DDoS Attacks

There are lots of classifications of DDoS attacks have been proposed in 
the literature over the past few years. This section presents our improved 
classification of DDoS attacks, which was generated by combining the 
taxonomies proposed by [59–66]. We classified the DDoS attacks based 
on the 12 parameters: Architecture, Vulnerability, Protocol, Automation, 
Impact over the victim, Rate of attack, Persistence of agent set, Victim 
type, Validity of Source address, Scanning, Propagation and Attack traffic 
distribution.

5.3.1.1 Architectural Model

As highlighted in this section, most of the DDoS attack is perpetrated 
using the mechanism called command-and-control Infrastructure [18]. 
Based on this, there are four different types of architecture namely Agent 
Handler model, Internet Relay Chat model, Reflector Model and Peer-to-
Peer model used by attackers to carry out DDoS over victim. 

The Agent-Handler mechanism (Figure 5.9(a)) contains three entities: 
Client, Master (Handler) and slaves (Agents). The client is a device that 
the attacker will use to communicate with agents. The agents (bots) are 
the true perpetrators of DDoS attacks, acting on the client’s and handler’s 
instructions. [62].

The Agent–Handler model is improved by the Reflector model (Figure 
5.9(b)). Like the Agent–Handler model, it has client, handler, agent but 
it has an extra component called a reflector. The reflectors are uninfected 
machines induced by handlers to perpetrate attack over victim; instead of 
agents. That is, agents, spoof the IP address of the victim and intention-
ally send the request to the reflector with spoofed source IP address of the 
victim. As a result, reflectors flood the response to the victim, which leads 
to a crash of the target. This type of DDoS is also called as “Distributive 
Reflective Denial of Service” (DRDoS) [67, 68].

The Internet Relay Chat (IRC) based model is very similar to Agent-
Handler except that IRC protocol is connecting client and bots (Figure 
5.9(c)) and it has advantages in attackers’ point of view like high invisibil-
ity, low traceability and high survivability [69].

The Peer-to-Peer (P2P) based model differs from C&C infrastructure 
(Figure 5.9(d)) such that attacker issues commands to botnets relying on 
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P2P network, not on C&C based network. As a result, the attacker has 
some benefits like robustness, fault-tolerance compared to C&C model.

5.3.1.2 Exploited Vulnerability

Based on the vulnerability in the network, DDoS attacks are classified into 
two different categories [18, 61, 63, 66]: 

Clients
Clients

Client Client

Attack Traf f ic
Control Traf f ic

Handlers

Handlers

Agents

Agents

Agents

Agents

(Primary) Victim

(Primary) Victim
(Primary) Victim

(Primary) Victim

(a) Agent Handler Model

(c) IRC based model (d) Agent Handler Model

(b) Ref lector Model

Ref lectors

Figure 5.9 (a) Agent-Handler Model; (b) Reflector Model; (c) IRC based model; (d) Peer-
to-Peer model.
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• Resource Depletion
• Bandwidth Depletion.

When a resource is depleted, malformed packets or mechanisms that 
exploit an application are used to deny service. That is, either by exploiting 
the vulnerabilities in the protocol like TCP-SYN, PUSH and ACK or tam-
pered IP packets are used to harm the network resources.

In bandwidth depletion attacks, the focus is clogging the network band-
width, CPU processing time, memory with the huge number of legitimate 
traffic either through flooding or amplification mechanism [18, 59, 60, 66, 
69–71].

5.3.1.3 Protocol Level

Based on the attacks on protocols of different layers of the TCP/IP model, 
DDoS can be classified into two categories:

• Network-level
• Application-level.

In the network level, protocols in the network or transport layer like 
TCP, UDP, ICMP, etc., are exploited to conduct the attack and block the 
services. On the other hand, application layer protocols like DNS, HTTP, 
SMTP, etc., are used for flooding and amplification attack [71–73].

5.3.1.4 Degree of Automation

Based on how the attack is initiated, it can be classified into three categories 
[18, 58, 59]:

• Manual
• Semi-automatic
• Automatic.

Nowadays, most of the attacks are fully automated so that impact is 
severe and traceability is difficult.

5.3.1.5 Scanning Techniques

DDoS attacks can be classified into four groups based on how the attacker 
searches the network for vulnerabilities and recruits bots for attacks [18, 
58].
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• Random Scanning
• Hitlist Scanning
• Permutation Scanning
• Local subnet Scanning.

In random scanning, no specific technique is used by the attacker to 
scan the devices in the network for vulnerability. The attacker randomly 
scans the IP address space and finds vulnerable hosts. The process of scan-
ning the list of hosts based on the known facts about the devices and its 
vulnerabilities is called Hitlist scanning. In permutation scanning, identi-
ties of objects are found out by pseudo-random permutation of IP address 
space.

5.3.1.6 Propagation Mechanism

Based on how the attack code is injected into devices, DDoS can be catego-
rized into three classes [18, 58]:

• Central Source Propagation
• Back-Chaining Propagation
• Autonomous Propagation.

In the central source propagation, the handler or malicious package is 
stored in a central server. After recruiting vulnerable hosts, the attacker 
injects the malicious code from the centralized source. However, there is 
a possibility of a point of failure of centralized infrastructure. The attack 
code is downloaded from the host and used to hack the device in the Back-
chaining technique. On the other hand, most of the modern-day DDoS 
attackers make use of the autonomous propagation such that malicious 
codes are directly injected into the host at the time of infection itself. This 
is completely automated and no need for any third-party intervention. 

5.3.1.7 Impact Over the Victim

Based on the impact of DDoS attacks over the victim [58, 59], it can be 
categorized as:

• Disruptive
• Degrading.

DDoS attacks that interrupt the victim’s services to legitimate users for 
an extended period of time are known as disruptive DDoS attacks. Anyhow 
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recovering from this disruptive attack depends on the sustenance of victim 
infrastructure as well as the nature of DDoS attack. The Degrading cate-
gory means the motive of the attack is not to disrupt all the service alto-
gether, but stopping the most critical service in IoT for a significant period. 

5.3.1.8 Rate of Attack

Depending on the attack rate over the victim, the DDoS attack can be clas-
sified into the following: 

• Constant Rate
• Variable Rate.

Constant rate DDoS attacks are described as attackers continuously flood-
ing packets towards the victim at peak rates. Variable-rate DDoS attacks 
occur when the rate varies over time. Though the constant rate has a large 
impact, the variable rate is better at hiding the existence of a DDoS attack.

5.3.1.9 Persistence of Agents
The attackers use the same set of recruited agents during the attack period 
or sometimes randomly vary the agents’ availability in order to complicate 
the traceability. As a result, DDoS can be classified as either a constant agent 
set or a variable agent set, depending on how the agent sets are deployed.

5.3.1.10 Validity of Source Address
Depending on the source IP address of agents, DDoS can be classified as 
spoofed source DDoS and Valid source DDoS. In spoofed source IP, the 
attacker hides his presence under the mask of any random host IP, and it fur-
ther complicates the traceability features. It is an infrequent occasion in the 
modern-day scenario that attackers are using actual valid source IP address.

5.3.1.11 Type of Victim
Based on the target victim to be attacked, DDoS can be classified as Host, 
Application, Network and Infrastructure based DDoS attacks.

5.3.1.12 Attack Traffic Distribution

The traffic rate can be either similar or dissimilar during the attack period. 
Based on the traffic of packets distribution, DDoS can be classified into 
following [65, 74]:
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• Isotropic
• Non-Isotropic.

In the case of Isotropic DDoS, the traffic distribution is uniform 
throughout the attack duration. But in Non-Isotropic DDoS, it varies at 
specific devices.

5.3.2 Working Mechanism of DDoS Attack

The overall scenario of modern-day DDoS attacks is represented in Figure 
5.10. In general, the working mechanism of DDoS attack can be divided 
into three phases: Attacking phase, Handling phase and Target phase.

The two crucial components in the attacking phase are bots and botmas-
ter. A bot is a malware package that includes rootkits, scanners, SQL tem-
plates, image scripts, and other components and serves as a command and 
control server. Based on the nature of attack and functionality, botmaster 
selects a specific set of the botnet [75, 76]. With the help of agents, the 
attacker (botmaster) understands the various loopholes in terms of secu-
rity and its related features and left those security holes to remain open 
for further phases. The attacker will find more and more vulnerable IoT 
objects by consistently searching the web with bots.

The handling phase has three essential components, namely C&C server, 
loader and report server. A database (MySQL) of infected devices and 
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Figure 5.10 Working mechanism of DDoS attacks.
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related information is held on the C&C server. Most of the DDoS attackers 
communicate with C&C server and agents through IRC mode, whereas 
recent studies show HTTP botnets are also popular [77, 78]. That is, HTTP 
protocol is used for communication between the attacker and C&C server. 
Later, the control panel of the C&C server is installed in the infected 
machine so that attacker can exploit whatever in those IoT devices without 
the knowledge of the owner of the device. Since the victim host interacts 
with the C&C server at this stage, agents can easily carry out attacks. 

The target process consists of two components: newly infected devices 
and the target server. Following the injection of malicious code into hosts, 
all of the victim’s actions and original files are added to key generators, 
which are then executed alongside the victim’s other applications. When 
a user fills out a request, the username and password are communicated 
automatically to the C&C server. After confirming the botnets’ active 
status, the attacker directs the agents to attack the victim. The command 
includes significant parameters like nature of the attack, duration, time-to-
live (TTL) and port number, etc.

5.4 Existing Solution Mechanisms Against DDoS 
Over IoT

An extensive literature study has been conducted with respect to solution 
mechanisms against DDoS in IoT, and the findings have been categorized 
into detection and prevention strategies. That is, some work is focusing 
only on how to detect variable rate DDoS attacks low-rate DDoS and its 
related variants. Meanwhile, some researchers proposed prevention mech-
anism against DDoS. Hybrid strategies include both detection and preven-
tion mechanisms. This section elaborates the literature details on existing 
countermeasures against DDoS in IoT and compares the pros and cons of 
the work.

5.4.1 Detection Techniques

In [79], the honeynet solution is proposed against the effortless detection 
of DDoS attacks. Honeypots are the decoy systems which lure the attacker 
to probe the system [80]. This work combined the honeypots and proposed 
a system called “Honeycloud”. These honeypots fingerprint the attacker’s 
activities whenever suspicious known attack or blacklisted IP contacted 
the IoT devices. Based on this, further processing can be done to avoid 
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DDoS impact. It is effective only if the attacker is unaware of the presence 
of honeypots. Otherwise, this technique itself is a serious threat to existing 
IoT devices.

Many researchers proposed mechanisms to improve processing time 
and scalability to counter the malicious attacks. In either case, attackers’ 
state-of-the-art strategies nullify the proposed mechanisms and increase 
response time due to long latency. In the continuation of such effort, [81] 
used Fog computing techniques to withstand DDoS attacks. The authors 
proposed a model called “FOCUS—Fog Computing based Security 
System” which provides two-level protection system. That is, a VPN is used 
to secure the communication medium at the first level, followed by the 
challenge–response authentication approach to detect illegitimate traffic 
from a DDoS attack at the second level. The advantage of this mechanism 
is less response time compared to other techniques and less bandwidth 
consumption. However, accurate network traffic classifier is essential for 
the second level (challenge–response mechanism) to detect a DDoS attack 
with zero false-positive rates.

[82] proposed an innovative Intrusion Detection System based on 
Artificial Neural Network. This ANN-IDS can be used as an offline frame-
work to capture and analyze traffic between multiple IoT devices, as well 
as to detect DDoS attacks in the IoT network. The experimental demon-
stration showed that this mechanism is 99% accurate in classifying legit-
imate and malicious traffic. However, it is not effective against real-time 
responses.

In [83], the detection mechanism for both high-rate and low-rate DDoS 
attack is proposed. In general, high-rate DDoS causes a sudden surge in 
prompt traffic and low-rate DDoS happens at aperiodic intervals so that 
it is complicated to detect. The authors proposed a two-layer approach to 
detect these two variants of DDoS attacks. The metrics are passed through 
the Detection with Average Filters unit in the first stage to filter out the 
high-rate DDoS traffic (DAF). The remaining metrics are passed through 
Detection with Discrete Fourier Transform (DDFT) to detect low-rate 
DDoS traffic at the second stage. The main drawback of this approach is 
high overhead and ineffective when high-rate and low-rate malicious traf-
fic are close enough.

Adeilson et al. [84] proposed a real-time DDoS detection system for 
the Internet of Things (IoT) based on the rapidly increasing technology of 
“Complex Event Processing” (CEP). This CEP architecture consists of three 
main layers: Event filter, Event processor and Action Engine. The event 
filter tests and tracks network traffic when the IoT system experiences 
traffic flooding. The packet analyzer and attack detection tools modules in 
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the Event processor evaluate the type of DDoS attack and record its exis-
tence and properties. The action engine—the final layer—deals with sus-
picious attack traffic and blocks links to relevant resources. This technique 
is advantageous in detecting the attack traffic with high accuracy, but the 
false positive rate is computed as around 8%, which is unacceptable in a 
real-time scenario. 

The research work presented in [85] is about detecting the botnets based 
on Power Spectral Density (PSD). The authors presented a model called 
PsyBOG—a signal processing technique that finds the main frequencies 
by using botnets’ periodic DNS queries. By observing the simultaneous 
behavioral pattern as well as the periodic behavioral pattern of DNS traffic, 
the botnet traffic, legitimate traffic and infrequent traffic can be separated. 
The simulation-based experiment results showed that this approach is via-
ble for large-scale IoT systems as scalability is not affected by voluminous 
traffic. 

In [86], the use of machine learning techniques to detect malicious 
traffic is proposed. This work presented a model called T-IDS: Advanced 
Traffic-based Intrusion Detection System, which uses a network traffic fea-
ture collection, feature selection techniques, and a randomized data parti-
tioned learning model to detect intrusions (RDPLM). Voronoi-based data 
partitioning and clustering is preferred for data reduction after the dataset 
has been collected and preprocessed. Finally, based on the input dataset’s 
heterogeneity, a meta-learning prototype with multiple randomized trees 
is developed. This makes it easier to detect malicious traffic, but the down-
side is that when dealing with large sets of data, the running time and com-
puting capability of this model grows exponentially.

In [87], the behavioral study of DNS registration is used to detect the 
botnets. This approach focuses on early detection by analyzing the bots 
during DNS registrations as well as communication with C&C servers. 
By using the domain name generating algorithms and other tracking ser-
vices, the suspicious bots should be blacklisted. Since this methodology is 
entirely focused on botnet datasets, such datasets must be provided with 
care. 

The detection of mobile botnet is a bit complicated than static botnetworks. 
[88] proposed signature-based mobile botnet detection. This approach has 
three modules, namely the multi-agent system,  signature-based detection 
and decision-action module. The multi-agent system manages traffic and 
gathers information from various Android devices. The detection module 
gathers data from the central server and uses pattern-matching algorithms 
to identify known botnets. Finally,  decision-module decides the eviction 
of botnets from IoT. The main drawback in this approach is it is ineffective 
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against new variants of botnets. It is limited to discover only known bot-
nets, not new attacks.

The DDoS attacks over the android platform are significantly increased 
from the last 3 years. The authors of [89] suggested a structure analysis test-
ing framework-based methodology. This approach comprises of five mod-
ules with the objective of detecting DDoS attacks on android platforms 
only. The first module collects the normal as well as botnet applications 
installed among all IoT devices to perform structured analysis. The sec-
ond module uses the Android Asset Packaging Tool (AAPT) to remove the 
android manifest file and decompress the.apk file. The rest of the modules, 
segregate botnets from the legitimate applications by applying machine 
learning algorithms. The experimental results showed that it is very effec-
tive in case of DDoS over android platforms than previous strategies.

Natarajan et al. [90] presented a detection technique of stegabots based 
on analysis of image entropy. It is useful because the change in entropies 
shows a massive difference in the botnet binaries before and after the 
image. However, scalability is a problem with this method. Anitha et al. 
[91] extended this image entropy-based detection to check whether a user 
is a bot or not. This work focuses mainly on detecting stegabot in social 
media networks.

The real-time DDoS detection protocol is proposed by [92] for 
 connection-oriented service in the network. The authors proposed a novel 
system called sliding-mode observer, which is installed in gateway routers 
and firewalls that diagnose attack traffic based on real-time queue length. 
NS-2 based simulation experiments show that this approach is practical.

5.4.2 Prevention Mechanisms

Senie et al. [93] suggested ingress–egress filtering as a packet filtering tech-
nique. That is, filtering out the incoming and outgoing malicious packets 
with the spoofed IP address. This mechanism gained popularity at the early 
stages, but it was failed when DDoS attackers using legitimate IP addresses. 
Lee et al. [94] presented a score based packet filtering technique to drop 
malicious packets. That is, based on the traffic features of both incom-
ing and outgoing packets, a score count is assigned to it. If the difference 
between the measured and threshold scores is greater than the threshold, 
the packet is considered an attack and is discarded. In real-time DDoS, this 
feature predicted the malicious packets and dropped them with the success 
rate of 80%.

A weight-fair throttling mechanism is proposed in [95] to avoid DDoS 
attacks on the web server at the upstream router. The leaky bucket algorithm 



Security Issues and DDoS Attacks Over IoT 109

at the upstream router regulates the packet flow towards the web server. If 
the voluminous traffic more than the capacity of the server reaches the 
edge router, this mechanism throttle the flow and prevent the crash of the 
web server. Secure Overlay Service (SOS) is also once considered as a pre-
vention mechanism against DDoS, but its scope is narrow, and it is ineffec-
tive against new routing protocol having in-built security loopholes. The 
working mechanism of SOS is presented in [96].

Nowadays, DDoS attackers are exploiting the features of Software 
Defined Networking (SDN) and making it as a source platform for con-
ducting DDoS attacks over IoT environment [97] introduced the S-Flow 
technique, which combines the potential of SDN with traffic flow and 
defines a metric called DCN to quantify packet flow distribution and inten-
sity. As an extension of this work, [98] presented floodlight-based guard 
system in which anti-spoofing module of source IP and S-Flow technology 
is combined to make sFlow-RT is efficient against IP spoofing based DDoS 
attacks in SDN.

The work presented in [99] is exclusively for Service Oriented 
Architecture of IoT to deal against DDoS attacks. The authors proposed a 
model called Learning Automata to thwart DDoS in SOA based IoT plat-
forms. The significant feature in this approach is that it builds on the top of 
cross-layer technology and so it is instrumental in capturing attack packets 
with less overhead. The more in-depth analysis of this working mechanism 
is found in [99]. 

To minimize the effect of DDoS attacks, [100] proposes a construc-
tive auto-responsive honeypot architecture. The main goal of this system 
is to keep the network stable by making resources inaccessible to DDoS 
attackers. The NS-2 based simulation results proved that this technique 
had reduced the false-negative rate. But the main drawback is more over-
head in the network.The classifier System DDoS is introduced in [101] as a 
way to detect and prevent DDoS attacks by sorting incoming packets and 
making an inference using classifiers. The authors proposed four different 
classifiers to segregate and blacklist malicious traffic with the assumption 
that IP spoofing is not involved. Therefore, it is working only for legitimate 
IP packets, not for spoofed IP addresses. The experimental results were 
tested using k-fold validation, which showed that it is 97% accurate with a 
kappa coefficient of 0.89 under single attack and 94% accurate with a kappa 
coefficient of 0.9 under multiple attacks. 

The collaborative efforts by IBM and Akamai lead to the development 
of multi-faceted prevention mechanism against DDoS attack called “Kona 
Site Defender”. This is robust in handling DDoS attacks in such a way 
that request traffic load is redirected to various geographically distributed 
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servers and filters the attack traffic from the incoming traffic flow [102]. 
Table 5.2 summarizes the merits and demerits of existing solution 
mechanisms.

5.5 Challenges and Research Directions

Though IoT supports and benefits multiple sectors, it faces more challenges 
than its outputs. The section focuses on addressing the critical challenges 
in the IoT environment in security aspects so that the new researchers in 
the domain explore it for a further step towards a secure IoT environment. 

• Naming and Identifying the objects in the IoT environment 
is a bit complex. IPv4 was initially used to give IoT devices 
a unique address. Later, it was replaced by IPv6 because of 
increasing demand and spoofing problems in IPv4. Further 
research exploration is necessary in terms of benchmark-
ing the naming and identifying techniques of IoT devices 
dynamically in the network.

• Trust, and Privacy management is the need of the hour of 
IoT. Its scope is more prominent than security because users 
are providing their private or personal information to IoT 
objects. Therefore privacy must be entirely ensured to the 
dependents of IoT. Researchers have suggested a number 
of strategies to provide trust and privacy, but there are still 
some problems. Hence it is the most crucial priority in the 
research domain to ensure holistic trust and privacy.

• As per estimation, by 2030, around 100 billion devices could 
be part of IoT. These objects collect and store an enormous 
amount of information. Unless we have an efficient big-
data processing mechanism, managing the vast knowledge 
and its computation become a big issue. Hence the focus is 
needed in this dimension.

• Another issue in the IoT environment is authentication, 
followed by authorization. The usual way of authenticat-
ing the objects by username and password are replaced by 
access cards, retina scan, fingerprints, and voice recognition. 
Accessibility of resources should be given to only authenti-
cated objects. Much effort is required in this area because this 
is the entry point of most of the attacks. Attackers imperson-
ate themselves as legitimate objects in IoT and collapse the 
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applications. Although research has attempted the solution 
for authentication and authorization problems in IoT [103, 
104], still the loopholes persist. Thus, attention is needed in 
this path.

• The main reason for the threat prone environment of any 
Internet-based technology or network is, the focus is always 
on functionality than security—the manufacturers’ devices 
for IoT with the emphasis only on providing full-fledged 
services at the user end without considering. 

• As security practitioners, attackers are also continuously 
doing research on developing botnets and malwares spe-
cific to IoT. The popularity of DDoS-capable malwares is 
very much from 2016 onward because of dangerous mal-
ware called “Mirai” that compromised around 500,000 IoT 
devices and paved the way for the biggest DDoS attack of 
1.2Tbps [21, 22, 105]. It is estimated that from 2012 to till 
date, 3 to 4 new malwares are developed by attackers that are 
compromising IoT devices [6]. The details of the malwares 

Table 5.3 DDoS capable malwares.

Malware DDoS-architecture Source - code

Linux.Hydra IRC-based Open Source

Psybot IRC-based Reverse Eng.

Tsunami IRC-based Reverse Eng.

Kaiten IRC-based Reverse Eng.

Chuck Norris IRC-based Reverse Eng.

Zendran IRC-based Open Source

Aidra IRC-based Open Source

Bashlite Agent–Handler Open Source

Torlus Agent–Handler Open Source

XOR. DDoS Agent–Handler Reverse Eng.

Remaiten IRC-based Reverse Eng.

Mirai Agent–Handler Open Source
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and its features are represented in Table 5.3. Hence it is very 
essential to develop techniques to nullify the impact of those 
malwares over IoT environment.

5.6 Conclusion

The impact of IoT in the upcoming years is unstoppable. This technol-
ogy would be the driving force of bringing automation to the next level. 
Meanwhile, the security issues and loopholes are also tightly binding with IoT 
architectures. As a result, dangerous attacks like DDoS, botnet based attacks, 
etc., are causing havoc to well-developed IoT application. Unless it is dealt 
with needful research in the critical time, IoT becomes “Internet of Threats”. 
Motivated by this exacerbated situation, we have articulated the security loop-
holes in the layered architectures of IoT. In specific, we have chosen 

Distributed Denial of Service (DDoS) attacks, and its menace over the 
IoT infrastructure is analyzed extensively along with its up-to-date taxon-
omy. From the detailed survey of the existing solution mechanism against 
DDoS over IoT environment, the general issues are identified, and critical 
challenges are sorted out for further research. Therefore, it is an urgent 
requirement to standardize the protocols compounding the security of IoT 
to create robust post-quantum IoT paradigm. 
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Abstract
Dependency concerning on-line applications is increasing time by using day. 
Due the speedy evolution of the internet users, security plays a foremost role in 
this internet world. Internet security threats are kept on rising due to the sev-
eral vulnerabilities and numerous attacking techniques. The swindlers who take 
skills over the vulnerable on-line services and get admission to the information of 
genuine people thru these virtual features are early and late expanding. Utilizing 
the modern-day skills about the net, they are discovering innovative procedures 
according to gather confidential records regarding the customers certain as much 
profile identification ’s, PINs, credit or debit visiting card particulars, etc. One on 
the near frequent cyber security risks is the phishing attack.  Identifying various 
network related attacks, especially phishing attacks, unforeseen attacks, network 
hidden abnormal behavior is a technical issue. The delivery note detects numerous 
categories of phishing attacks or deliberates the current state concerning the art 
options for many phishing attacks. Security should use to prevent phishing attacks 
and to offer the availability and confidentiality. Many researchers developed vari-
ous phishing detection systems in the past to recognize and find the intruders. In 
this chapter, explored the phishing attack detection using the machine learning, 
deep learning, and neural networks.
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6.1 Introduction

The net service is some over the well-known inventions, but its effect on 
concerning human beings is very flagrant [1]. The Internet plays a crucial 
role for individuals and organizations, are imparting internet trade, e-  
business, or functions [2]. The number of Internet customers has grown 
exponentially [3]. Data safety performence is an indispensable role, and 
the major aim is preserving the privacy, reliability, and accessibility of aid 
facts constructions [4]. Internet fraud in opposition to persons is devel-
oping age with the resource of length and endure emerge as a world chal-
lenge [5]. With the invention on the modern-day utilized sciences over the 
internet, humans are getting more than one chances as like properly so a 
fraud from the fraudsters and due to the fact of current loopholes between 
the web sites security system, data breaches are happening. By making use 
of pragmatic advancements, the phishes make use of its developments to 
extract the touchy yet non-public files over expert customers such as secret 
code, card number, bank credentials, etc. Spoofing is a purchaser special 
confrontation, and there is the want in accordance to supply protection 
at the consumer level. We intend at advent the ant phishing machine in 
accordance with choosing out the phishing URL or conscious the cus-
tomers touching the safety threat. Whenever the latter URL is identified 
the model database is updated. There by way of imparting safety in accor-
dance with the dependable users, then such saves the customers past the 
fraudsters. This demand consignment geared up as like follows. Section 6.2 
summarizes a variety of phishing mechanisms identified by the literature. 
Related work is mentioned in Section 6.3. Section 6.4 assesses the phishing 
attack procedures for internet website phishing recognition. Section 6.5 
gives the Assessment Information.

6.2 Phishing Threats

In this section, we examine different phishing systems utilized by the 
phishers. 

6.2.1 Internet Fraud 

The internet commercial enterprise is growing [6]. As indicated by means 
of the measurable reports, the volume of casualties is increasing inter-
nationally [7]. Fraudsters collect a large measure of consumer records 
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from online organizations, for example, online web-based media profile 
data, search history, and internet perusing conduct, fraud of labeled and 
non-public records [8]. Various kinds of online fakes are electronic mail 
extortion [9], online sale extortion [10], and economic extortion [11]. 
There are quite several varieties of misrepresentation and the techniques 
to distinguish misrepresentation, examined in [12]. Extraordinary mis-
representation and their lessons will be examined in the accompanying 
segments.

6.2.1.1 Electronic-Mail Fraud
Imposters ship messages to bait authentic clients. The purpose is to collect 
the secret and non-public information of actual clients, who react to their 
messages. Table 6.1 represents various categories of Electronic-mail fraud.

Table 6.1 Categories of electronic mail frauds.

Category Explanation

Improvement 
Charge

The electronic mail requests the receivers to ship a 
charge in increase previous than getting a benefit

Nigerian An email from isolated areas asks the 
recipient to aid move cash out of the state. 
Spoofers obtain reliable person financial institution small 
print or ask for a minor charge in develop to drop out 
the excise to move cash

Work-at-home An email including a note that the receiver can operate 
and get cash from their cost vicinity and for becoming 
a member of the organization, the receivers must pay in 
early payment.

Greeting card An electronic mail comprising a meeting invitation 
which urges to connect on a hyperlink and 
this hyperlink comprises of malware.

Bank-loan or 
credit-card

An email comprises of a note for authorization for a bank 
loan or deposit card and requests the recipient economic 
institution particulars.

Service-
provider

An e mail comprises of a note to persuade the recipient 
to compensate instantly. If Not, the individual 
specific company will be at stake.

(Continued)
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6.2.1.2 Phishing Extortion
Fraudsters get subtle and categorized records of real customers like secret 
code, card number, bank credentials, etc. via imagining as a reliable indi-
vidual. The precept purpose is to introduce malware on the PCs of net 
clients, pastime money to tackle the problems grown due to the malware. 
Table 6.2 represents various categories of phishing extortion.

Table 6.1 Categories of electronic mail frauds. (Continued)

Category Explanation

Reward An e mail illuminates that association is rewarding a 
few humans and the receivers identify is in that file and 
request for the receiver individual details.

Assistance An e-mail persuades to hand over endowments 
to faux charitable trust and organizations.

Cancelled-fraud An e-mail includes a hyperlink to a phishing website 
online to keep on going their services

CEO-fraud An e-mail detect of misspelled expressions of 
a detailed business enterprise CEO guides a message to 
the greater experts in that employer who must cope with 
money to switch cash to a specified account.

Insurance-fraud An e-mail asking the old age people want a pension 
or lifestyles coverage plan strategy

Table 6.2 Categories of phishing extortion.

Category Explanation

Bogus 
antivirus

Pop up window educating the net customers to transfer the 
antivirus software

False internet 
site

A generation of sincere or consistent web sites is used and 
requesting net customers to submit private data credentials

SMS A message may furthermore include a hyperlink which 
consists of malware to achieve private indicators of 
the net users.

Duplicate 
phishing

Fraudsters imitate the earlier legit message and generate 
a new one by using subsequent the duplicated 
mail and this message comprises of hyperlink 
within contains mischievous software.
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6.2.1.3 Extortion Fraud 

In blackmail misrepresentation, the ill-conceived purchasers paint the 
story in a way that the genuine purchasers give the amount to the spoofers 
within a short duration. Table 6.3 represents various categories of extortion 
fraud.

6.2.1.4 Social Media Fraud 

By progressions with the innovation, online channels permit folks to talk 
about and also change data. Fraudsters are arriving at actual consumers 
via web-based media [83] with ease and much less exertion. The chance of 
misrepresentation, statistics fraud, and absence of safety for man or woman 
report is expanding. Table 6.4 represents various categories of social media 
fraud.

Table 6.3 Categories of extortion fraud.

Category Explanation

Ransomware  Spoofers latch user’s pc the use of certain package program 
till sufferers give amount

Extremist 
Intimidation

I Spoofers send a mail comprising of threating note to 
sufferers that the organization head will live if they give 
money to them

Blast Warning Spoofers send a mail that to customers that there is an 
explosive in specific constructing, and only be detached 
by giving money to them

DDOS-Attack Spoofers goal a specific organization, create the fake online 
jam. By this incident it may be either slow down or 
closing the net host facilities and demand the sufferer a 
big amount to set right the net server and the situation.

Hit man Spoofers send a mail that they appointed a hiding person to 
kill the sufferer and they provide the crucial information 
about their personals and demand them to give a bulk 
amount to withdraw that specific person. These spoofers 
will collect all the individual’s data from online media 
and demand for bulk amount.
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6.2.1.5 Tourism Fraud 

Genuine humans format their entire get-away bundle by using on-line like 
reserving tour tickets, reserving lodgings beforehand of time. Phishes carry 
as a confided in company to draw guiltless with their offers, and several 
persons have completed their tour with counterfeit appointments. Table 
6.5 represents various categories of travel fraud.

Table 6.4 Categories of social media scam.

Fraud type Description 

Work Extend Spoofers provide a work simply an alleged commercial 
business and request some cash for verifying the job.

Impersonation Spoofers create a certain false summary of some web 
customers. They call the sufferer’s buddies or household 
to divulge and command cash to solve.

Fraud news Spoofers generate faux film star information, and this 
information carried on social media. Professional 
customers start using hyperlink to analyze that 
information, by means of that activity, spoofers 
collects the consistent customer’s internet community 
personal details and their ids important points and 
get complete data of the genuine internet community 
consumer accounts.

Table 6.5 Categories of tourism fraud.

Category Explanation

Concession Spoofers send a mail that the unique person earned a 
trip advance to proclaim the advantage, they must 
compensate a trivial cost.

Voyage vouchers Resell Spoofers send a mail that deliberate a journey because 
of personal reasons and urgency, cancelling the journey 
and choose to promote vouchers with using cheap prices

Holiday Leasing Spoofers send a mail that small condo rooms at a 
unique place and they ask to hire in advance.

Points Scam Spoofers send a mail, a particular individual earned vast 
journey points. As an alternative of journey, will adjust, 
and request the small imprint to announce the sum.
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6.2.1.6 Excise Fraud 

Spoofers make an effect on cost bargain or cutoff time for Income Tax 
documenting time is approaching. Spoofers send a URL with incorrectly 
spelled sentences, e.g., as an alternative than the expression e-filing, send 
like e-filling with different expression The residents stake their account 
numbers, Master card, credential information to the phishes. Table 6.6 
represents various categories of travel fraud.

6.2.2 Phishing

The phrase phishing was coined in 1990 and was derived from the phrase 
“fishing” [13]. Phishing is an endeavor that takes others’ exceptional data 
with the resource of the use of the entrenched internet address, cyber bug, 
and faux web sites [14]. By phishing, unacknowledged persons send a sus-
picious phishing URL, and the purchaser makes use of the equal hyperlink 
for doing businesses operations, considering that it is a legit transaction. 
Unrecognized individuals acquire the individual private information of 
reputable customers with the resource of pretending as a relied on 1/3 
birthday social gathering [15]. Unrecognized individuals send the suspi-
cious hyperlinks or the URL by phone messages or WhatsApp messages, 
electronic mail, categorized commercials and suspicious forums, including 

Table 6.6 Categories of excise fraud.

Category Explanation

Bogus Inspection Spoofers send a mail to the reliable suffragist, just like 
from the excise agency, and an inconsistency insist the 
on-the-spot charge with the chance of imprisonment 
or some different intimidations.

Bogus 
Repayment

Spoofers send a mail to trustworthy suffragist that  
comprises of a hyperlink to proclaim the 
corresponding compensation.

Flawed 
Compensation

Spoofers create an electronic mail on just like from 
the excise corporation and pay back dumped to the 
e-mail beneficiaries that request the suffragist to pay 
back the total to the organization.

Income Tax 
activist

Spoofers s send a mail that no want to give the excise 
amount to attract concerns to the upright suffragist.
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the suspicious hyperlinks or the website links [16, 17]. Phishes utilize 
greater than a few techniques to appear as authentic with the clients with 
the useful resource of the use of SSL Certificate [18], the use of URL cap-
ture methods like typo squatting [19] to obtain private statistics from the 
customers. Female victims for phishing are larger than guy sufferers, and 
the phishing fatalities are greater beneath the period crew of 18–24 due to 
absence of focus about the unrecognized individual events [20, 21]. Many 
spoofing recognition strategies have been projected and these techniques 
depend on the sides obtained from a range bases like web crawlers [22], 
internet dependent techniques like Search engine net web forum [24], 
blacklists [25], Domain Name System data [23], hyperlinks and inter-
net pages [26–29], case mainly based totally reasoning [30], two stage 
authentication approach [31, 32], detecting assault surfaces [33], pattern 
method [34], intrusion detection [35], similarity [36, 37]. There are many 
cutting-edge methods to defend from the phishing assaults like Phishnet 
[38], lexical primarily based completely approach [39], proactive phish-
ing identification technique [40], and CatchPhish [41]. Machine gaining 
expertise of techniques current the great over the normal rule-based algo-
rithms [13] and the phishing detection procedures are stepped ahead via 
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the pc getting to know components [2]. Many computer gaining know-
hows of techniques hear on the internet form to end up conscious of phish-
ing URLs [42–53]. There is a wide variety classifier in laptop getting to 
know that provides immoderate correctness for hyperlinks [54, 55] and all 
the machine learning algorithms set up computer gaining information of 
algorithms like naive Bayes and support vector machines [56]. Internet uti-
lization is accomplishing breakthrough, so the safety tasks for online deals 
or networks grew to emerge as vital. Masquerading is utilized to accumu-
late confidential data from customers such as credit card numbers, ATM 
code, OTPs, etc. This study considers the awesome sorts of masquerading, 
one-of-a-kind varieties of online frauds, exceptional techniques for fraud 
recognition and comparison of quantity suspicious activities identification 
techniques. The forecast of the spoofing assaults is a large task due to the 
truth of its complexity. Gender smart spoofing sufferers are validated in 
Figure 6.1a, age sensible spoofing sufferers are confirmed in Figure 6.1b, 
diverse bases are the use of the useful resource of phishes to entice the first-
rate clients are tested in Figure 6.1c and phishing assaults with the use of 
HTTPS protocol from 2016 to 2020 are established in Figure 6.1d.

6.3 Deep Learning Architectures
Deep learning techniques are applied in various engineering and scientific 
areas, where bioinformatics and computational system have comprised the 
initial submission areas of deep learning. Deep learning is a subcategory 
of machine learning and implies the request of a set of procedures called 
neural networks and their alternatives. Various categories of deep learning 
neural networks are tabulated in Table 6.7. 

6.3.1 Convolution Neural Network (CNN) Models

Convolution neural networks are used to analyze and classify the images 
and object recognition. Different architectures of the convolution neural 
networks are tabulated in Table 6.8. 

6.3.1.1 Recurrent Neural Network 

Recurrent neural network (RNN) [72] is a classification of deep learning 
models and used to model time series. The main advantage of the recurrent 
network is it maintains a feedback loop which helps to output from the 
previous step and fed as input to the current step. Some RNN variants are 
tabulated in Table 6.9. 
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Table 6.7 Deep learning architectures.

Model Description Applications

Radial Basis 
Network 
(RBN)

A sigmoid function provides 
the result between 0 and 1

Event Estimate. Time 
series Forecast. 
Categorization. System 
Management

Deep Feed 
Forward 
Network

By adding more hidden layers, 
reduces overfitting and 
generalization

Data Firmness. Pattern 
Recognition. 
Computer Vision, 
Financial Forecast.

Recurrent 
Neural 
Network 
(RNN)

distinction to feed-forward 
(FF) networks. The neurons 
accept an input with pause 
in time.

Time Series Forecast. 
Speech Recognition. 
Speech Synthesis. 
Time Series Anomaly 
Recognition. 

Long Short-Term 
Memory 
(LSTM)

Long memory is introduced and 
by using this the data can be 
stored for long time

Speech Recognition. 
Writing Recognition

Gated Recurrent 
Unit (GRU)

Alternative to the LSTM and 
gives the best results than 
the LSTM

 Speech Signal Modeling. 
Natural Language 
Processing.

Generative 
Adversarial 
Network 
(GAN)

The main scenario of GAN is 
creating the deep fake images

Create Innovative 
Individual Models. 
Photos to Emojis. Face 
Maturing.

deep residual 
network

Precludes mortification of 
results,

Image Classification. 
Object Detection. 

Deep belief 
network

correspond to DBNs as grouping 
of Restricted Boltzmann 
Machines (RBM) and 
Autoencoders (AE).

Reclamation of Files or 
Illustrations. Nonlinear-
Dimensionality 
Lessening.

Deep 
convolutional 
network

Works in the opposite process 
of the CNN

 Optical flow evaluation.

SVM Using to perform the binary 
classifications.  

Face Recognition. Text 
Classification. Writing 
gratitude.



ML and DL Techniques for Phishing Threats 133

Table 6.8 CNN models.

Model Description Parameters Depth

LeNet categorizes digits and to 
distinguish hand-written 
numbers spatial correlation 
decreases the evaluation and 
number of considerations.

60,000 5

Alexnet Introduces regularization 
concept and provides an idea 
of deep and comprehensive 
CNN architecture

60 Million 8

VGG Establishes active receptive field 138 Million 19

GoogleNet/
Inception-v1

Created the Multiscale Filters 
within the layers, applied 
the model of global average-
pooling at final layer and 
sparse Connections, use of 
auxiliary classifiers to improve 
the convergence rate

4 Million 22

Resnet reduced the error rate for deeper 
networks, Created the notion 
of residual learning.

25.6 Million 152

Inception-v3 demoralized asymmetric filters 
and bottleneck layer to reduce 
the computational cost of 
architectures

23.6 Million 159

Xception Introduces the varying size filters 22.8 Million 126

WideResnet enhances the width of ResNet 
and reduces its depth, enable 
feature reclaim

36.5 Million 28

Squeeze and 
Excitation 
Networks

Created the generic block 27.5 Million 152

PyramidalNet Enhances the width gradually 
per unit

116.4 Million 200
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6.3.1.2 Long Short-Term Memory (LSTM)

Long short-term Memory (LSTM) [78] is an enhanced model of recurrent 
neural network (RNN) which is a good at forecasting time series events. 
LSTM solves the vanishing gradient problem. LSTM variants are tabulated 
in Table 6.10. LSTM uses the long term memory which helps to store the 
data for a long time.

Table 6.9 RNN variants.

Model Description Database

QRNN [73] computationally effective 
hybrid of LSTMs and CNNs.

IMDb movie 
review dataset, 
PTB dataset, 
IWSLT data set

BRNN: Bidirectional 
recurrent neural 
networks [74]

contemplates all input 
sequences in together with 
the past and future for 
assessment of the output 
vector

TIMIT

MDRNN: 
Multidimensional 
RNNs [75]

expanding the pertinence of 
RNNs to n-dimensional 
data. 

Air Freight, MNIST 
database

Deep RNN [76] an option deeper design, which 
indicates to numerous 
deeper alternatives of an 
RNN

Nottingham, JSB 
Chorales and 
Muse Data 
datasets

Pixel RNNs [77] discrete prospect of the vivid 
image element values and 
establishes the entire set of 
requirements in the image 
and take account of rapid 
two-dimensional recurrent 
layers and significant usage 
of residual connections in 
deep recurrent networks

MNIST, CIFAR-10 
and ImageNet 
datasets
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6.4 Related Work

This section discusses the cutting-edge anti phishing techniques with 
the resource of the use of the algorithms of laptop learning, deep learn-
ing, and neural neighborhood strategies to take care of the phishing 
websites.

6.4.1 Machine Learning Approach

Table 6.11 affords a unique assessment of computer mastering method for 
phishing detection.

Table 6.10 LSTM variants.

Model Description Database

Grid LSTM 
[79]

A network that is arranged in a grid 
of one or more dimensions. Works 
on vectors, sequences, or better 
dimensional information such as 
images

Hutter challenge 
Wikipedia dataset

Associative 
LSTM 
[80]

established on complex-valued 
trajectories and is closely 
associated to Holographic Reduced 
Representations and LSTM. 

own dataset, English 
Wikipedia dataset

Siamese 
LSTM 
[81]

improve the discriminative capability of 
the local characteristics

Market-1501, 
CUHK03, VIPeR

DECAB-
LSTM 
[82]

extensive basic LSTM by integrating 
an attention mechanism to study 
the significant part of a sentence 
for a known feature for the text 
classification

1852 biomedical 
publication 
abstracts from 
PubMed journals
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6.4.2 Neural Network Approach

Table 6.12 offers a designated contrast of neural community method for 
the phishing detection system.

Table 6.11 Machine Learning approach.

Source Description Metrics Dataset

[43] Implements a content-
based method to 
realize phishing net 
pages via the use of a 
laptop getting to know 
technique.

TPR, FPR Phish tank, 
legitimate web 
pages

[57] Detects phishing and 
affords tight security

TP, FP, 
authentication

Phish tank

[58] Detects phishing URLs 
the use of the hybrid 
strategy with clustering 
and classification

Accuracy Phish tank, 
DMOZ

[59] Phishing detection is 
carried out the usage 
of the URL aspects and 
net web page ranking

Accuracy, RMSE Phish tank, 
DMOZ

[60] Detection of internet 
phishing the usage of 
the heuristic function 
known as area pinnacle 
web page similarity

Accuracy, 
precision, 
f-measure, 
error rate

100 login forms, 
clean mx

[38] Improving the URL 
blacklisting by means 
of the usage of 2 
components

Cumulative 
distribution

 DMOZ, yahoo, 
spam scatter
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Table 6.12 Neural network approach.

Source Description Metrics Dataset

[49] Neural community 
primarily based 
internet site 
classification the 
use of a secure MC 
(Monto Carlo) 
algorithm

True Positive Rate, 
False Positive 
Rate, accuracy, 
precision, recall, 
f-measure

Google SEARCH

[61] Classify the 
phishing UPL’s 
the usage of the 
back-propagation

Accuracy, MSE Phish tank

[62] Detecting phishing 
web sites based on 
the URL features

True Positive, True 
Negative, False 
Positive, False 
Negative, RMSE, 
accuracy

Phish tank

[63] Detects phishing 
internet pages the 
usage of synthetic 
neural community 
based totally on 
self-structuring 
neural networks

accuracy Phish tank, smiles, 
yahoo

[64] Fast appearing 
proactive phishing 
URL detection 
gadget

Accuracy, recall, 
precision, 
f-measure

Phish tank
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6.4.3 Deep Learning Approach

Deep learning makes use of computers by becoming aware of algorithms 
dependent on neural networks utilized to function supervised, unsu-
pervised and semi-supervised learning. Deep analyzing version gets an 
extended period for preparation as they involve limitless layers of neural 
network. By allowing the broad range of layers, the mannequin correctness 
and general overall implementation can be improved. Table 6.13 gives a 
precise evaluation of deep analyzing strategy for the Spoofing recognition 
system.

Table 6.13 Deep learning approach.

Source Description Metrics Dataset

[65] Detects phishing web pages 
the use of the MD5 
approach

Md Financial 
institutions 
spam data, 
phish net

[66] Phishing internet site 
detection method 
primarily based on 
multidimensional points 
the use of deep gaining 
knowledge of soft-max 
classifier

Accuracy, FPR, 
FNR

tweets

[67] Classifying phishing web 
sites the usage of swarm 
talent with modified 
bat and hybrid bat 
algorithms

accuracy, 
median

Phish tank, UCI

[68] Identification of phishing 
web sites the usage 
of deep studying 
procedures, i.e. deep 
neural and stacked auto 
encoder

Accuracy Phish tank
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6.5 Analysis Report

According to the anti-phishing working crew (APWG) survey APWG 
(2020), the phishing assaults in 2020 have been 350 shares up. File much 
less malware extended and the crypto mining assaults go up in 2020. In 
2020, an increase of 90% online fraud of far-flung spoof recognition activ-
ities was recognized. This paper converses the one-of-a-kind of online 
fraud. The forecast of spoofing net web sites is a quintessential assignment. 
A momentary critical evaluation has been done on the spoofing assaults 
using computing device learning, neural networks and, deep getting to be 
aware of methods. The figures given below illustrate the range of articles 
posted in modern years especially on the phishing assaults with the use of 
the above cited three techniques. Figure 6.2a suggests the evaluation of the 
three techniques from 2008 to 2020 and the extent of articles posted up 
to 2020 as tested in Figure 6.2b. Content-based spoofing assaults use the 
internet web page textual content material data, which makes use of the 
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desktop gaining information of method. A spoofing website online com-
prises of totally snap pictures that are hard to pick out the assault. The dis-
tinction of the range of articles posted based totally on content-based and 
image-based spoofing assaults are in Figure 6.2c. According to the APWG 
file APWG (2020), the founded vicinity in 2020 is the cost sector. The sec-
ond diagram suggests articles posted up to 2020 on more than a few online 
phishing attacks.

6.6 Current Challenges

6.6.1 File-Less Malware

File much less malware is a malware that operates on barring putting 
executable files on the victim’s machine. Malicious code is now not file 
primarily based but exists in memory only. According to the APWG doc-
ument APWG (2020), 77% of successful cyber assaults used file much less 
techniques. [30] mentioned the faux anti-virus getting into the pc with the 
aid of clicking the malicious URL hyperlinks.

6.6.2 Crypto Mining

Cryptomining (also referred to as crypto jacking or malicious crypto min-
ing) is an online danger that hides on a pc or cellular units and makes use 
of the machine resources to collect the records of online cash transactions. 
[69] mentioned the dangers about online shopping, paying consignment 
via the usage of the single wi-fi connection interior of a construction. [70, 
71] mentioned the protection chance for the transaction on open and allot-
ted environment. McAfee Labs Threats Report cited that crypto currency 
malware increased by 4,000 shares in 2020.

6.7 Conclusions

In this digital age, security  is quintessential not depending on security 
challenges. Phishing assaults are inevitable. Fraudsters strive or use a vari-
ety of potential to gather individual or monetary data of professional cus-
tomers. In this paper are presented the particular of spoofing mechanisms 
in the internet forums. Spoofing recognition strategies that alleviate the 
spoofing assaults are studied.
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Abstract
Cyber security is now a global and heated debate. Man-in-the-Middle Attack is 
a type of cyber-attack in which an unauthorized person enters the online net-
work between the two users, avoiding the sight of both users. The recent Chinese 
cyber-attack has prompted India to ban 59 Chinese apps, the issue is acute, and the 
system is likely to be threatened/hacked by this malware without adequate authen-
tication security, this can cause a lot of potential data loss. This paper is mainly 
aimed at understanding the term ‘man in middle attacks’, along with various tech-
niques such as rogue access points, Address Resolution Protocol (ARP) spoof-
ing, Domain Name Server (DNS) and multicast Domain Name Server (mDNS) 
spoofing etc. The authors devised algorithms for detection and prevention of any 
potential data loss from such attacks. The algorithms devised were implemented 
on virtual servers and machines to replicate the real time scenarios. The scripts 
developed successfully defended the deployed virtual machines from the Man in 
the Middle Attacks. Also, it was observed that the user was also alerted if an attack 
was happening so that the vulnerability can be secured in the future. The main 
purpose behind this topic is to make readers aware of the title of the paper and to 
be beware of cyber-attacks.
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7.1 Introduction

A cyber-physical (CPS) system is a computer system in which a computer- 
based algorithm controls a process. Physical and software elements in 
cyber-physical structures are deeply consolidated, able to act on a range of 
spatial and temporal levels, displaying many more special modes of action, 
as well as individual communication with others. Smart grids, stand-alone 
automotive systems, medical supervision, industrial control systems, auto-
mation and automatic pilot avionics are some of the examples of CPS. All 
these systems communicate with networks, and these connections can be 
intercepted by people in man in the middle attacks, and the safety of these 
systems can be affected.

In 1992 the National Aeronautics and Space Administration (NASA) 
first proposed the concept of cyber-physical systems (CPSs), and it was 
detailed by Baheti and Gill [1], respectively. Now, in the next phase of the 
Industrial Revolution [2], they became the core technology, and a num-
ber of works to show their value have been done, such as the Top-Eight 
Intelligence Technologies [3], German Industry 4.0 [4], US Industrial 
Internet [5], Artemis [6] and CPS European Roadmap and Strategy [7].

CPS is widely applied in industrial control systems, advanced commu-
nication, smart grids [8], transportation systems [9] and social vehicle net-
works [10, 11]. In order to track and control processes [13, 14], computing, 
communication and control (3C) technologies [12] are incorporated into 
CPS, and their overall structure is shown in Figure 7.1. A CPS may arise, 
depending on the outline. It can be split into three layers: layer of per-
ception execution, layer of data transfer, and layer of application control 
[15, 16]. The perception execution layer consists of mainly physical com-
ponents like sensors, etc. User services are provided by the application con-
trol layers which consist of various services for users. An intermediary for 
transfer of data between these two layers is data transmission layer which 
consists of a communication array for smooth transfer of data.

The MITM is a cryptographic and computer security attack in which the 
attacker secretly relies on, and may be intercepting, messages between two 
parties that believe they are communicating directly with each other. An 
example of an MITM attack is an active wake-up call where the attacker con-
tacts the victim independently and discovers that they are talking to each 
other directly through a private network, while the attacker is monitoring 
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the whole conversation. All relevant messages passing between the two 
victims must be intercepted and new injections made by the attacker. It 
is simple in some cases; for example, an intruder may insert itself in a 
non-encrypted Wi-Fi port as a man in the receiving portfolio [17]. 

MITM attacks can be avoided or detected using two methods: authenti-
cation and detection of manipulations. Authentication ensures that a spe-
cific message comes from a valid source. Tamper detection is the only sign 
that the message has been changed.

The main objectives of this paper are:

1. Understanding what Man in the Middle attacks are, analyz-
ing its different types and techniques used in each one if it.

2. Developing techniques and algorithms to detect the attacks 
and prevent them from stealing any data or harming the 
client.

Sensors Actuators

Perception
Execution

Layer

Physical Environment

Communication
Array/NetworkData Transmission

Layer

Application Control
Layer

Application Services

Figure 7.1 Different layers in a cyber-physical network.
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3. Various algorithms were developed that were implemented 
in form of scripts on virtual servers and machines and were 
attacked to check the working efficiency of the algorithms 
proposed.

4. Deploy Test websites to validate the DNS spoofing attack 
prevention technique.

Organization of the Chapter
Section 7.2 presents a literature review regarding studies and research pre-
sented by various researchers in past years about different types of analysis 
on Man in the middle attacks and cyber-physical systems and how different 
techniques are used to bypass the security in these systems. Section 7.3 first 
discusses the various techniques that are implemented in different layers of 
the cyber-physical system and also various attacks on a particular layer of 
such systems which involve attacks like ARP (Address Resolution Protocol) 
Spoofing, DNS Spoofing, SSL Stripping, etc. deployed by the attackers in 
such systems and networks to implement such attacks. Section 7.4 discusses 
the proposed algorithms to prevent the attacks along with the real time 
deployment of the scripts. Section 7.5 presents the results achieved from the 
algorithms and the research. The paper concludes with Section 7.6.

7.2 Literature Review

Zegzhda et al. [18] discussed in their article how powerful rogue access 
points can be and how popular they are becoming as a method to attack 
clients. Even having WEP (Wired Equivalent Privacy), WPA (Wi-Fi 
Protected Access), and WPA2 security protocols, no protocol is there to 
check the AP (Access Point) and the enterprise version makes it easier to 
add another access point due to availability of multiple APs. They also ana-
lyzed that there are multiple ways by which a Rogue AP can be setup.

Yang et al. in their paper discussed how man in the middle attacks are 
used widely to gain potential information. In detail the authors discussed 
how evil twin attacks, a version of rogue access point attack, are used widely 
now-a-days. They mainly classified the attack in two different categories, 
one of which monitors the Radio Frequencies while the other monitors the 
traffic on the network [19].

Ramachandran and Nandi discussed in their paper how ARP spoofing 
attacks are imminent and how it is a main and foremost attack to imple-
ment man in the middle attack. They also discussed various already imple-
mented techniques to detect the attack, what are the lags in the existing 
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techniques and how important it is to detect the attack and prevent it from 
happening [20].

Nam et al. [21] in their paper suggested how to mount attacks on ARP 
poisoning, like DoS (Denial of Service), Spoofing and other MITM attacks, 
by means of ARP poisoning. He also talks about various tries to address 
the problem of poisoning ARPcache. Dynamic ARP (DAI) inspection con-
ducted on the Ethernet switch may prevent spoofing and poisoning of the 
ARP but requires the network manager to manually configure the network 
and will not protect the network part of the Can-incapable DAI Ethernet 
switch.

Maksutov et al. [22] addressed that, people transmit data across the net-
work, which is of great benefit. Shopping in online stores, paying the fine 
and booking a ticket in the theater—all these include transmitting private 
data through the network, such as passport or credit card details. They 
studied how DNS spoofing can affect and rob these data, and what role SSL 
stripping plays in this. 

Wander et al. [23] analyzed the strength of DNS attacks happening 
worldwide and how these attacks affect the security of a country and com-
promise confidential information. They analyzed despite various measures, 
how attackers steal information using different techniques. Also, they dis-
cussed DNS injection which is used to bring firewalls down giving access 
to private information. They mentioned how these attacks affect third par-
ties and individuals. They also discussed how particular domains are tar-
geted from which users are targeted to gain access over the whole network 
thus proving how social engineering is effective in such attacks. 

In their chapter, Prowell and others discussed how deadly cyberattacks 
can be like man in the middle attacks, and what strategies are now used to 
execute various variations of the same attack to circumvent security proto-
cols, and how potential data is lost every second to these attacks [24].

Khalif et al. proposed a new man in the middle attack on hardware 
devices. They have introduced a new PCIe attack vector based on man-
in-the-middle hardware. This device allows for real-time data processing, 
data-replay, and a shadow-copy affected copy technique [25].

Sandhya and Devi proposed a method to implement man in middle 
attacks in Bluetooth networks, thus increasing the area of attack but reduc-
ing the attack range [28].

Deng in the paper discussed how DoS attacks are done in cyber- physical 
systems, what are the effects on the system and proposed a method to pre-
vent such kind of attacks [29].

Li et al. [30] reviewed the intensity of attacks that happen on cyber- 
physical systems and how it interferes with proper functioning of the 
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system and what were some of the drastic attacks that happened and why it 
is important to develop methods to prevent such attacks.

All the researchers conclude that the intensity of attacks on the 
cyber-physical system is increasing day by day. The protection measures 
used in the systems are not capable of defending against such attacks like 
ARP Poisoning, DNS Spoofing, DDoS attacks, etc. These allow an attacker 
to exploit an application to reveal sensitive data such as technical details of 
the application, developer comments, environment, or user-specific data. 
An attacker may use this sensitive data to exploit the target application, its 
hosting network, or its users. The authors addressed these issues to develop 
some scripts to defend against these attacks.

7.3 Classification of Attacks

Currently, three kinds of CPS network attacks are based on Figure 7.1. 

1. Network attack on the perception execution layer
2. Network attack on results, i.e.

a. Network attack on the transmission layer 
b. Network attack on the application control layer [15].

7.3.1 The Perception Layer Network Attacks 

There are various sensor and actuator nodes in the perception execution 
layer where physical components are data received and controls are trans-
mitted from the control center. Most nodes in this layer are deployed in an 
unsafe environment. So, it’s safe to be a victim of the assailant.

Work on network assault in the layer of perception mainly focuses on 
safety issues for sensors and actuators. In essence, the perceptual execution 
layer contains four types of network attack: Actuator Enabled (AE Attack), 
Actuator Disability (AD attack), Sensor Erasure (SE Attack) and Sensor 
Insertion (SI-Attack) Attack [31, 41]. Unless the sensor or actuator is tar-
geted, plant information or instructions to be implemented may be flawed. 
Therefore, the device may be damaged in an unstable state. Other common 
attacks are attacks by manipulation, powerful attacks on pole dynamics, 
covert attacks and powerful attacks.
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7.3.2 Network Attacks on the Application Control Layer

This layer consists of different user program applications and some con-
trollers. This layer makes a decision based on the data received from the 
data transmission layer, it will execute some commands and it would give 
the results to the physical unit of the network i.e. the perception execution 
layer via the intermediary data transmission layer. The actuators perform 
the relevant operations on the basis of information received.

Personal data of users including their usage habits of the network is 
stored in this later. An attacker can simply inject a script to kill the database 
or can gain unauthorized access to the system via a reverse shell which can 
severely affect the application control layer, also jeopardising user privacy. 
A single security strategy is difficult to satisfy the security needs of these 
layers as it is based on multiple applications systems thus requiring differ-
ent security layers to protect the user’s data.

7.3.3 Data Transmission Layer Network Attacks

In order for data to be transmitted between these two levels, the transmis-
sion layers include the perception execution and application control layers. 
A network of contacts is the central carrier network of the data relay layer. 
Through communication networks like the Internet, a private network or 
a LAN (Local Area Network), this layer is used to transmit data between 
them. These communication networks consist of various vulnerable points 
as they have access to the equipment’s, the system design and several secu-
rity procedures this presenting with certain risks to the CPSs. 

The layer has the ability to process big data and handle it. It is possible 
to transmit large amounts of data across the data transmission layer of the 
network, so the CPS will be vulnerable to network attacks.

When an intruder is hard to attack the data transmission layer, the 
attacker may alter the information transmitted on the network channel 
freely after the attacker passes the data channel successfully. Man-in-the-
middle attacks [32], one of the most effective network attacks against a 
data layer, observe, hide and even change information transmitted from 
one computer to another through communications channels [33]. In other 
words, an attacking party collects false information and then pushes the 
CPS into an unstable state that harms the system.

DoS (Denial-of-Service) [34–36] is an attack to reduce resources which 
exploits protocol/software errors in the network or too many unprofitable 
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requests to redirect assets of an object for the Send Attack. Finally, the 
server or network of contacts cannot be provided with services [37].

In CPSs, malicious software uses a DoS attack to consume contact 
bandwidth to prevent the controller and the actuator from communicating 
information. DoS attacks are mostly triggered by malicious attacks. These 
attacks would interrupt the communication between the controller and 
the actuator, so the controller cannot receive the data input in time. The 
routing and server resources will be consumed by large numbers of invalid 
service requests [37], finally deteriorating and even collapsing outputs. No 
message is sent or sent on the channel during a DoS attack.

7.3.3.1 Rogue Access Point

In essence, the rogue access point is an access point linked to the CPS net-
work, without anyone knowing it. The individual is not fully mindful of 
his presence there. This is a kind of scenario, especially if no one interacts 
with it and manages it perfectly, that can create a type of back door. With 
considerable security concerns, it is an access point. This is because the 
wireless access point can be very easily plugged in. If a network user does 
not execute a protocol to control access to a network, it is very easy to 
attach extra workstations and access points to a network.

1. Client connects
to a valid AP

VICTIM

3. Client connects
to the rogue AP

Rogue AP
SSID: TEST

Valid AP
SSID: TEST

ATTACKER

2. Attacker sends deauthentication
packets to the AP

4. Attacker intercepts
the traf f ic, carries out further

attacks etc.

Figure 7.2 Attacker creating a rogue access point with the same SSID and forcing the user 
to connect to it by DE authenticating the user from the valid access point.
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 The attacker usually names the access point to be hacked, and it is shown 
in Figure 7.2 with various packets because there are many access points in 
the company, customers and machines that cannot connect to that access 
point, So the hacker sets its access point with the same name so that things 
are not suspicious, and the hacker becomes the middleman when custom-
ers enter and can now steal information and control the entire network.

The danger is that unauthorized wireless access points may be used out-
side of the organization to leak sensitive data, including passwords and 
cardholder information. The local administrator does not approve this, but 
works on the network anyway. This can be installed by a naïve user who 
has no malicious intent or who may be purposely installed for testing or 
for some other purpose by internal IT staff. A hacker who is supposedly 
attempting to carry out an attack can also mount it. For outsiders, a rogue 
access point offers a wireless backdoor channel into the private network. It 
can bypass firewalls and other security devices on the network and open up 
attacks on the network. In any event, a rogue access point may pose a seri-
ous safety danger or even a personal home network to large corporations 
because anyone who reaches this access point uses private networks, what 
can be downloaded, and even misleads the user. Inform the hackers of web-
sites of hazardous information. It may also lead the user to a website which 
would cause him/her without the user to download the malicious software.

7.3.3.2 ARP Spoofing

Spoofing of ARP is a kind of network assault where an incorrect message 
is sent to a local area network by a malicious user/hacker. It is applied to 
the MAC (Media Access Control) address of an intruder, along with the 
IP address (Internet Protocol) of a valid network device or server. The 
attacker can start collecting any data for that IP address when the attack-
er’s MAC address is associated with a valid IP address. ARP spoofing may 
allow inter-transit, modification or even interception of transit data by 
malicious parties. ARP spoofing attacks can only occur on local area net-
works that have protocols of address resolution. A typical network con-
necting hackers and victims to the same gateway is shown in Figure 7.3. 
The network is scanned for attacks on IP addresses using a basic network 
scanner. If found, the hacker robs the gateway by retaining the IP address 
of the victim and telling the victim that he or she has the IP address of the 
gateway, as shown in Figure 7.4. The hacker becomes the middleman after 
this spoof, and all requests and answers start to flow through the hacker, as 
shown in Figure 7.5. The attack can be transmitted to all devices connected 
to the network, too.



156 Cyber-Physical Systems

ACCESS POINT

REQUESTS

ATTACKER

RESPONSES

RESPONSES

RESOURCES

REQUESTS

VICTIM

Eg: INTERNET

Figure 7.3 Diagram showing a typical network with two different devices connected to an 
access point.

ACCESS POINT

IP: 10.0.2.1

RESOURCES

Eg: INTERNET

ATTACKER

I am at 10.0.2.7

I am at
10.0.2.1

VICTIM
IP: 10.0.2.7

Figure 7.4 Diagram showing attacker spoofing the access point as the victim and 
spoofing the victim as access point placing itself in the middle of the connection.
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For enterprises, the results of ARP spoofing attacks may have significant 
repercussions. In its most fundamental implementation, ARP spoofing 
attack is used by the extraction of confidential information to take control 
over the entire CPS network. Furthermore, to simplify other attacks, ARP 
spoofing attacks are also used, such as:

• Service-related attacks: DoS attacks mostly use ARP spoof-
ing to connect multiple IP addresses to the same target MAC 
address. The destination traffic is then sent to the MAC 
address of the destination for several different IP addresses, 
which is then overloaded with traffic.

• Session hijacking: ARP spoofing can be used by Session 
Hijacking to steal session IDs, giving private systems and 
attackers access to data.

• Change contact, such as pushing a malicious file or website 
to the workstation.

7.3.3.3 DNS Spoofing

Clients have the IP address linked with the domain name on the DNS reso-
lutioner/server. They take addresses from human-readable sites, for exam-
ple abc.com, and convert them into machine-readable IP addresses. Your 
operating system would search for a DNS resolver if a user is interested in 

ACCESS POINT

REQUESTS

RESPONSES
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N

SES
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VICTIM

RESOURCES

Eg: INTERNET

Figure 7.5 A spoofed network with attacker as man in the middle hijacking every request 
and response made by the victim.
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accessing a website. As shown in Figure 7.6, the DNS solver responds to 
IP address and the web explorer takes that address and starts loading the 
website.

The user requests the IP address from the DNS server by assigning it 
a domain name, receives the IP address in return, and routes the user to 
that same IP address, as seen in Figures 7.7 and 7.8. Domain Name System 
(DNS) Spoofing is an attack that redirects internet traffic to a bogus web-
site that matches its intended destination using the changed DNS record.

When users are asked to sign in (which they believe) to their account, 
allowing the perpetrator the ability to steal their access credentials and 
other confidential information.

Furthermore, a malicious website is also used to install a worm or virus 
on a user’s computer, providing long access to the attacker and the data 
he or she stores. The DNS cache server can be poisoned by DNS cache 

Bing.com A

AFacebook.com

204.79.197.200

194.44.21

DNS SERVER

Figure 7.6 A typical DNS server with records stored to resolve domain names to their IPs 
along with certificates.

Bing.com

USER

DNS SERVER

Facebook.com Web Server
195.44.2.1

Bing.com Web Server
204.79.197.200

Figure 7.7 Diagram showing how every request made by any user is first redirected to the 
DNS server to resolve the IP of that domain.
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attackers by a request for a DNS resolver, a request for a DNS resolver, and 
then pressured to react when a name server queries the DNS resolver. This 
is possible because UDP instead of TCP is used by DNS clients, and because 
there is actually no validation of DNS information. Usually, by ARP spoof-
ing, the first attacker to carry out this assault will be a middleman. If this 

Facebook.com Web Server

195.44.2.1

Bing.com Web Server

204.79.197.200

DNS SERVER

USER

204.79.197.200

204.79.197.200

Figure 7.8 DNS server responding with a redirection request to the user for the requested 
domain and user redirected to the server of that domain.

Facebook.com Web Server

195.44.2.1

Bing.com Web Server

204.79.197.200

DNS SERVER Hacker’s Web Server

10.0.2.16 ATTACKER

USER(Resp
onse)

10.0.2.16

Bing.com

(Request)

Figure 7.9 Attacker using DNS spoofing to redirect any request by the user to its own 
web server and thus gaining potential information using spoofed pages.
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attack is successful, user requests are spoiled by the attacker and stopped 
from flowing to the DNS domain, as seen in Figure 7.9, the attacker begins 
their site with a spoof of those pages. The UDP or datagram protocol allows 
all communicators to start communication and perform a handshake to 
check system identity instead of using TCP. In addition, it is a UDP that 
allows all the communication parties in this process. UDP does not ensure 
a connection is open, that the receiver will be pleased to receive or that 
the sender will be who it believes to be. This is why the UDP is susceptible 
to forging. By forging header data, an attacker can send a message over 
UDP and claim to be a reaction from a legitimate server. Instantly, the cus-
tomer is routed to the spoof page rather than to the official website. Now 
since it is an intruder’s server, stealing all the information entered into it is 
straightforward.

7.3.3.4 mDNS Spoofing

A protocol that uses, but utilises otherwise, the same API as Unicast DNS 
system is Multicast DNS (mDNS). Each of the machines on the LAN stores 
their respective DNS record list (such as A, MX, PTR, SRV, etc.), and is 
named if both the IP address of the PC and the recording are to be known 
from the mDNS client. With its IP address, the PC responds.

Unless the attack is performed on a network where DNS requests cannot 
be sniffed at and eventually modified by attackers, mDNS spoofing attacks 

Broadcast
DNS SERVER

1. Who’s is
f ilesrvr.

2. I don’t
know.

3. Is anyone f ilesrvr?

4. Yes, it is me

6. Sure, enc. This challenge with your password hash.

8. Error message : Something went wrong!

5. I’d like to log in.

VICTIM
7. Here’s enc. Challenge reponse.

ATTACKER

Figure 7.10 mDNS spoofing attack by capturing every broadcast request and spoofing 
the user into believing that the attacker is the file server.
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are likely because it makes a difference. No matter what kind of transpor-
tation. mDNS spoofing attacks impact several items like not just iTunes, 
Firefox, Xbox 360, different routers, most printers, and more. Figure 7.10 
demonstrates that the request is transmitted when no server is identified 
and the attacker with the mDNS spoofing attack convinces the user that 
it is the file server because it has collected all requests on each server and 
hence the hacker has become a man in the middle of it. Now that can esca-
late this situation into any attack.

MDNS can be queried at a multicast address by an mDNS enabled client. 
In return, all clients listening to that address will answer with their name. 
Today, if we have two same-name clients, they are always the first, they win. 
For example, if your word processing program tries to print a document by 
searching for printer. Local, a false response to that DNS query is easy for 
attackers to upload, enabling them to search for a printer that has a differ-
ent IP address. Gives directions. Thus, the local name is essentially stolen/
poisoned for a period of time.

This method of attack is not as successful on a WiFi network as it is easier 
to fire DNS packets and to forge DNS answers, so mDNS attacks are very 
useful in occasions. A case of this kind happens when you estimate. Since 
most devices support MDNS to one degree or another, attackers can learn 
a variety of useful objects, such as user-friendly versions and tool forms, 
administrative URLs and user email addresses, support information, etc.

7.3.3.5 SSL Stripping

SSL/TLS is a static protocol that is used to share confidential data. This pro-
tocol is used, for example, for sharing private documents, such as banking 
and email communications. The protocol is protected through the creation 
of an encrypted connection between two parties (typically a client applica-
tion and a server). This protocol is also used by browsers and web servers 
when a secure connection is required. In most circumstances, the follow-
ing accidents occur when a stable link is established:

1. An unsecured HTTP request is submitted by the user.
2. The server responds via HTTP and forwards the user to a 

secure protocol (HTTPS).
3. A secure HTTPS request is submitted by the user, and the 

secure session begins.

SSL striped or down gradable attacks on websites that are capable of 
removing the safety measures imposed by Secure Socket Layer (SSL) 
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certificates are attacks on HTTPS (Hypertext Transfer Protocol Protected) 
sites. SSL stripping is a technique which reduces your HTTPS—Hypertext 
Transfer Protocol connection from a secure HTTP, which makes the con-
nection unsafe and makes your data easy to handle. The attacker redirects 
the attacker to a secure HTTP to strip SSL. The HTTPS protocol receives 
a user request to the server. The attacker would then establish an HTTPS 
connection between him and the server and, as a bridge, unsecured con-
nections with the user.

The SSL strip benefits from accessing SSL sites for the majority of users. 
Most visitors connect to a web page that redirects to the SSL page with a 
302 redirect or through a link to a non-SSL domain. For instance, if the user 
wants to buy a product and enter the URL www.abc.com in the address 
bar the browser connects to the attached device and the server awaits the 
response. In short, the assailant sends the victim’s application on the online 
store server in the SSL strip and receives HTTPS secured payment tab. For 
starters, https://www.abc.com. At this point the intruder is fully controlled 
by the secure payment page. It downgrades and returns it to the HTTPS 
browser of the victim. You have now redirected your web to http://www.
abc.com. From now on, all the data from the victim will be sent in plain 
text format and interrupted by the intruder. In the meantime, the server on 
the website should assume that it has successfully created a stable link on 
the machine of the victim, but not to the attacker.

The KRACK attack ultimately showed that the media connecting com-
panies with the Internet cannot rely blindly on the consumer. It shows that 
encryption, even though the website requires HTTPS, can be completely 
removed. After the SSL strip attack was successfully performed, victim 
information is sent in plain text format and is avoidable by anyone, includ-
ing the attacker. This violates integrity and confidentiality of PIIs, such 
as login passwords, bank accounts, sensitive business records, and other 
information that is publicly identified. The possibility of this vulnerability 
is obvious and it will have different consequences for your digital presence.

7.4 Proposed Algorithm of Detection and Prevention

7.4.1 ARP Spoofing
Generally, man in the middle attacks happen by changing a property of 
the system like the MAC address of the router, server address or even the 
access point. For the detection of such attacks special scripts can be made 
which will monitor the device while it is running for any such change and 
alert the user and prevent any data loss to the attacker. 
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ARP attacks generally alter the ARP table of the system. In a network,

1. No two IP addresses can have the same MAC address. 
2. When connected to a network the MAC address of the gate-

way cannot change until and unless the network changes. 

Figure 7.11 shows the ARP table of a typical network. Figure 7.12 shows 
the ARP table of a spoofed network.

For detection, avoidance and avoidance of ARP spoofing attacks, the 
following approaches are recommended: 

Figure 7.11 ARP table of a typical network with 192.168.0.1 as the gateway and other 
devices connected to the network.

Figure 7.12 ARP table of a spoofed network with two different IP 192.168.0.1 and 
192.168.0.102 having the same MAC address depicting the attacker’s IP as 192.168.0.102.
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• Filtering packets: packet filters scan packets when sent over 
the network. Packet filters Packet filters are useful in ARP 
spoofing protection because they can filter and block pack-
ets with contradictory source address data (packets from 
outside the network that show source addresses from inside 
the network and vice versa).

• Stop untrustful relationships: organisations should maintain 
at least processes that are trust-dependent. Confidence rela-
tionships only depend on the IP address for authentication, 
so that attackers are able to spoof ARP attacks much easier.

• Tools to detect spoofing of ARP: Applications that support 
organisations in tracking attacks from Spoofing ARP are 
available for most applications. These programmes work 
before the transmission and authentication of data sent and 
authenticated.

• The use of encrypted network protocols is to prevent data 
encryption attacks before transmission and data are han-
dled by the ARP bolster, such as Transport Layer Protection 
(TLS), Secure SSH, HTTP Secure and other secure network-
ing protocols.

For prevention, the script developed works on the theory that when one 
connects to a new network, the ARP table of the system is updated to store 
the MAC address of the gateway. This table gets updated each time a user 
connects to a new network. This new record is then monitored over by the 
script. As soon as the attacker tries to poison the user into MITM attack, 
the MAC address following that IP address will automatically get changed. 
As the IP is being monitored over, as soon as the change happens it is noti-
fied to the user in the form of an alert box, also asking them to discon-
nect from the network they are being connected to and thus prevents any 
information from flowing through to the attacker. Figure 7.13 depicts the 
algorithm used to develop the script.

Figure 7.14 shows that the user is being alerted that there was an ARP 
attack and then he/she is asked if they want to disconnect from the net-
work as shown in Figure 7.15. If the user clicks on OK, then the user gets 
disconnected to protect the information as shown in Figure 7.16. But if for 
some reason the user decides to continue with the network, then a warning 
sign is shown, and no further action will be taken as according to Figure 
7.17. 
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Figure 7.13 The ARP detection script explained using a detailed algorithm with all 
choices taken from the user.
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Figure 7.14 A test web page was developed, when the attacker tries to become man in 
the middle the alert is shown that the user is under attack to prevent loss of potential 
information.

Figure 7.15 Script asking the user if he/she wants to disconnect from the network as they 
are under ARP spoofing attack.
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Also, the script monitors the ARP table for same MAC address as some-
times the poisoning is done through different gateway, and as no two IP 
addresses can have same MAC address, so as soon as the poisoning is done, 
the MAC address of two IP’s become same as shown in Figure 7.14 and the 
script once again alerts the user as above asking with the same protocol. 

Figure 7.16 User disconnected from the attacked network on choosing to disconnect, 
preventing any information loss.

Figure 7.17 No action taken even under ARP attack as the user decided to continue even 
after alerting.
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7.4.2 Rogue Access Point and SSL Stripping

Usually, there are legal APs for hotels, colleges and companies, and an 
intruder may have access to a cellular network. Here, the attacker’s pur-
pose is to provide friends with network access. Instead of exchanging keys, 
the intruder links the AP to the current AP, allowing friends to exchange 
allowed contacts. Since many wired identification systems focus on switch 
port use rules, wireless traffic that does not detect RAP that appears to be 
legitimate will be observed.

This is not only a security concern, but it also limits the business model 
for hotels that offer wireless connectivity. This is because the attacker will 
now be an ISP and sell the link, which is part of the Mac OS, through 
Internet sharing (or users can install Open App on Linux machines).

For detection of Rogue access points, the user can be made aware of 
some of the facts that these access points are generally open with no secu-
rity key as compared to other protected APs with WEP/WPA/WPA2/
WPA2PSK (Wi-Fi Protected Access2 PreShared Key) protection. Also, 
on the network manager’s side a network login page can be administered 
in which each user should have different login information. And HSTS 
(Hypertext transfer protocol Strict Transport Security) should be forced on 
the above said login page. Thus, the authors developed a script which helps 
to force HTTPS on the login page, so all the information transferred will be 
in an encrypted form, and the script developed also runs on the user’s side 
giving them alerts if they try to access a HTTP page so that they should not 
continue with their sign in as the information can be stolen.

The HTTPS force script works in the following way:

1. It has an SSL certificate checker which checks for authentic-
ity of the certificates on the flow.

2. The network login page is strictly directed to HTTPS with 
301 permanently moved.

3. A HSTS header is served under base domain for HTTPS 
requests.

4. Also, all subdomain directives and predictive are specified.
5. All subdomains of the login page are then again covered 

with SSL certificates.

The script works in the way that if during a network connection the user 
is displayed a login page over HTTP instead of HTTPS then the user gets 
alerted. The script monitors the browser for the SSL certificates as shown 
in the algorithm in Figure 7.18.
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7.4.3 DNS Spoofing

DNS spoofing is a serious threat. Fortunately, there are several simple mea-
sures you can take that provide effective protection against DNS spoofing.

1. Using Transport Encryption
 You should at least be able to detect DNS spoofing attacks 

if your links are secured by transport encryption. Since the 
malicious host does not have the security certificate that 
the real host will have, when the connection is created, the 
browser and email client can submit warnings. It provides 
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Figure 7.18 Algorithm for creation of SSL Certificates and its validation to prevent rogue 
access point from doing any damage.



170 Cyber-Physical Systems

you an opportunity to terminate the connection and intro-
duce additional security measures.

2. Encrypt DNS traffic
 If the data transmission is secured by transport encryption, 

the connection to the DNS server is still vulnerable and is 
called the weakest link. On the user side, though, there are 
dedicated implementations for DNS request encryption. 
Furthermore, DNS servers must also support DNS encryp-
tion-related authentication technologies for this to function.

3. Using virtual private networks 
 Using virtual private networks (VPNs) can also help guard 

against DNS spoofing, in addition to transport security 
and protecting DNS service connections. All the links are 
routed into an encrypted tunnel while using a VPN. You 
should bear in mind, though, that the IP address of the DNS 
server will still be stored in most VPN programs. The VPN’s 
defence against DNS spoofing would become inadequate if 
it is a malicious address.

4. Using a public DNS resolver network
 Using a public DNS resolver is one of the most important 

security precautions you24 can take against DNS spoofing. 
The following advantages are offered by the use of public 
DNS solvers:

 ◦ High-speed DNS responses: thousands of servers world-
wide are powered by massive DNS resolver networks. 
The physically nearest servers are still used for name res-
olution thanks to Anycast routing, which is reflected in 
shorter response times. 

 ◦ High data protection and confidentiality level: Many 
Internet service providers sell data generated by DNS 
traffic from their users. Usually, these common pub-
lic resolutions store little or no user data, giving a high 
degree of data protection and confidentiality.

 ◦ Censorship imposes no measures: Laws of state censor-
ship are applicable only inside national borders. Usually, 
Internet service providers work within the homes of 
their customers and are expected to enforce state cen-
sorship. However, without contemplating state-governed 
censorship, a resolute network based abroad will serve its 
networks worldwide.
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 ◦ Supports current norms of security: Specializing in 
responding to DNS requests, wide public DNS resolver 
networks. Using current security protocols like DNSSEC, 
DoH, DoT and DNSCrypt, they are also trailblazers.

 ◦ Blocks malicious domains: Since they hold a blacklist 
of established malicious domains, using public DNS 
resolver networks will help protect against ransomware 
[39] and phishing. Trying to enter these domains would 
result in the redirection of the user to the alert page.

But all these have their limitations and can be broken or by passed eas-
ily so, as in DNS spoofing, as the attacker redirects to the spoofed page, 
the developed script checks for authenticity of the redirected page by first 
checking the domain name as generally the spoofed domain doesn’t exactly 
match the exact domain of the page. So, if there is any change then it again 
alerts the user that it isn’t an authenticated web page as shown in Figure 7.19.  
After which the user can decide to test its server for DNS spoofing attack. 
The spoofing attack can be tested using overloading the request server. The 
script so developed is used in such a manner that it sends an adequate 
number of requests over a very less period. If the server crashes readily 
then it is not a real server but a spoofed one and the user is alerted about 
it, but if the server doesn’t crash then it is of no problem. It works on the 

Figure 7.19 A spoofed login page of Facebook.com but the domain contains three o’s 
which are generally neglected by any user the script alerted the domain was not authentic 
thus preventing information loss.
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theory that a company server is configured to handle multiple requests at a 
single time whereas this feature is not available in a hacker’s or an individ-
ual’s server. So, then the crash time is noted and if that time is less than the 
given time, it means that the user is being DNS Spoofed and is alerted at 
that time as shown in the algorithm developed in Figure 7.20.

7.5 Results and Discussion

Oppliger et al. [26] in their article discussed how all the methods to provide 
security against SSL/TLS attacks fail to provide security with the advanced 
attacks. They also argued how these sessions even running on SSL fail to 
provide security by impersonation of tokens. Zheng et al. [27] analyzed 
various ARP spoof detection techniques and classified them based on 
which part of attack they stopped to protect the system. But these tech-
niques are not yet effective as they work on specific parts which make them 
vulnerable to other attacks.

Authors developed novel scripts that check for different variations of 
cyberattacks mainly man in the middle attacks like ARP Poisoning, DNS 
Spoofing, SSL Stripping, each of which scripts runs in the background pre-
venting a specific type of attack and if any of the attacks happen, the user is 
alerted at that time only to take any necessary actions to prevent potential 
data loss. Though the method of attacking is being advanced day by day, 
these scripts provide a general and novel way to prevent these attacks from 
happening instead of already existing applications to prevent the attack 
which were focused on a specific type of attack thus, not very successful in 
defending the network and machines.

7.6 Conclusion and Future Scope

Although with growing dependence on wireless technology, the threats are 
rising day by day and it is impossible to stop the attacks altogether but 
detection of these in early stages can prevent potential data loss. For each 
attack a different method is designed which monitors the specific com-
ponent which is affected by that attack which helps in detection of such 
attacks. Such as ARP poisoning can’t be done without having two same IPs 
in the ARP table, any method of implementing ARP will result in the same 
MAC address of two different IPs (Internet Protocols), so monitoring the 
base component helps to detect the attack in any form. 
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Every attack has a different script, and these can be packaged into a sin-
gle application which will try to prevent the attacks altogether. Authors 
tried to replicate real time scenarios and it was achieved using virtual 
machines and the scripts were tested on them. It was found that they are 
working properly, and all the figures attached in the paper are the tests per-
formed on these machines. This led to a conclusion that even if the attacks 
cannot be prevented; if the user can be educated enough and these scripts 
are used properly data loss can be prevented. 

Social networking has become an inevitable catchline among teenagers 
as well as today’s older generation. In recent years, there has been observed 
remarkable growth in social networking sites, especially in terms of adapt-
ability as well as popularity both in the media and academia [38, 40, 41]. 
The sharing of sensitive information can be spoofed or changed using dif-
ferent MITM attacks. Thus, the scripts developed by the authors can be 
used in such online social networks on users’ end to increase the security 
and privacy. Also, with the boom in the internet age with the ongoing pan-
demic the need to secure individual and commercial devices from such 
attacks is the most important concern and the scripts developed thus can 
be integrated in the security systems implemented in the PC and laptops 
thus providing a sense of privacy and security.
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Abstract
Switched mode power converters are an important component in interfacing 
renewable energy sources to smart grids and microgrids. The voltage obtained 
from power conversion is usually full of ripples. In order to minimize the ripple 
in the output, certain topological developments are made. Increasing the energy 
storage elements and interleaving them for 180° phase shift reduces the ripple in 
the circuit. This is made possible by controlling the converters using Type II and 
III controllers and the results are compared with PID controller. The performance 
is analyzed and compared in Simulink environment. Transient and steady state 
analysis is done for better understanding of the system.

Keywords: Interleaved fourth order boost converter, higher order converters, 
Type II and III controllers, PID controller, smart grid interface, k-factor 
approach

8.1 Introduction

In the evolving age of cyber physical systems, several technologies and 
algorithms have been developed for automation where human effort is 
minimum. One example of such system is the smart grids. Smart grids 
are evolving faster to accommodate the growing energy demands. These 
grids are well-equipped with systems which can select the power sources 
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considering various real time loses in the system. In order to fully utilize 
the power from different sources, these equipments must reduce the losses 
to minimum. Smart grids and microgrids play a major part in renewable 
energy applications. These systems are employed to harness the energy 
obtained from natural sources such as sun, wind, etc. [1]. In order to effec-
tively utilize the power generated from these sources, an efficient dc-dc 
power converter has to be designed [2–4]. These dc–dc converters are used 
depending on the application like increasing or reducing the obtained volt-
age depending on the load, MPPT (Maximum Power Point Tracking) [5] 
tracking, regulated DC voltage and battery charging applications. 

There are several innumerable topologies which exist in the current 
research literatures which are developed to address this problem [6]. Many 
topologies including the higher order topologies and the tristate converters 
which are used to address the research problems. Higher order convert-
ers are basically required for reducing the ripple in the circuit, as it has 
more energy storing elements than normal dc–dc power converters [7, 8]. 
Interleaved converters have also been researched extensively and their con-
struction is in such a way that the energy storing elements and the switches 
are parallel to one another [9]. So basically, interleaved converter is also a 
form of higher order converter. This is done specially to reduce the ripples 
as well as the size and loses of ripples in the output filter. There are other 
topological modifications such as tristate boost converters which also has 
an extra mode and degree mode of freedom which have been proven to 
remove the non-minimum phase in the boost converter [10]. In this chap-
ter the discussion is about higher order boost converters. Just like other 
boost converters the interleaved boost converter also has a pole in the right 
half of the s-plane [11]. As a result of this non-minimum phase, the closed 
loop bandwidth is restricted [12]. The restriction of closed loop bandwidth 
leads to slower response of the system. The order of the converter is more 
and when PID controller is used, difficulty lies in controlling the output 
voltage during line and load regulation and also amidst parametric uncer-
tainties. So, the PID controller can be tuned to Type II or Type III control-
ler based on the applications [13].

The discussion in this chapter is entitled to two phases interleaved [14–
17] fourth order boost converter [18] each of which is fourth order. The 
characteristics of the interleaved converters apply here as well. The two 
phases are 180° out of phase with each other. This converter is modeled and 
controlled using Type II and III controllers [19–25]. The results obtained 
are compared with PID controller and with each other and a conclusion is 
derived from the comparison.
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Here in this chapter, state space modeling which is more convenient is 
used to model the power converter, and it is derived in Sections 2.1 and 
2.2. The state space averaging techniques and the small signal analysis are 
discussed in Sections 2.3 and 2.4 respectively through which the transfer 
functions of the plant are derived. After modeling is done, various con-
trollers suited for the converters are analyzed and discussed in Section 8.3. 
The responses of the designed power converter are analyzed and the result 
obtained from the simulation is compared for the two types of controllers 
designed in Section 8.4. Section 8.5 is the conclusion derived from this 
virtual simulation conducted.

8.2 Modeling of Fourth Order Interleaved Boost 
Converter

8.2.1 Introduction to the Topology

The fourth order Interleaved Boost converter (FIBC) consists of two 
Fourth order boost converters which are connected in parallel with respect 
to energy storing elements and switches as shown in Figure 8.1. The total 
number of energies storing elements are seven, of which there are four 
inductors (L1, L2, L3, L4) and three capacitors (C1, C2, C3). There are also 
two controlled switches which are basically MOSFETs (S1 and S2) and two 
uncontrolled switches which are the diodes (D1 and D2). When compar-
ing it with regular Fourth order Boost converter in Figure 8.2, it has three 

VG

S1
S2

C1,rC1
C2,rC2

L1,r1 L2,r2

D1

D2
L4,r4

L3,r3

C3,rC3
R VO

Figure 8.1 General configuration of fourth order interleaved boost converter.
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extra energy storing elements in the middle with the exception of an out-
put capacitor. Thus, it can be said as a parallel combination of two Fourth 
order boost converters except the source voltage (Vg), load (R) and output 
capacitor (C3) are unique.

8.2.2 Modeling of FIBC

There are four modes of operation when the Fourth order interleaved 
circuit diagram is considered. It has two controlled switches (in this case 
MOSFET S1 and S2) and two uncontrolled switches (the two diodes D1 
and D2). The different modes and the corresponding steady state equations 
are discussed for every mode of operation.

8.2.2.1 Mode 1 Operation (0 to d1Ts)

In this mode the MOSFET S1 is On, the diode D1 is Off, the MOSFET S2 is 
On and the diode D2 is On. The equivalent circuit diagram following this 
mode of operation is shown below:

By applying KVL and KCL in Figure 8.3 we get the following equations,
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Figure 8.2 General configuration of fourth order boost converter.
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Figure 8.3 Mode 1 operation of FIBC.
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The above equations (Eqs. (8.1)–(8.7)) obtained from mode 1 are con-
verted into state space form and the representation is given below:

 = +x A x B Vg1
.

1 1   (8.8)

 y1 = C1x + D1Vg (8.9)
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8.2.2.2 Mode 2 Operation (d1Ts to d2Ts)

In this mode the MOSFET S1 is On, the diode D1 is OFF, the MOSFET S2 is 
OFF and the diode D2 is On. The equivalent circuit diagram following this 
mode of operation is shown below:

By applying KVL and KCL in Figure 8.4 we get the following equations,
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The above equations (Eqs. (8.10)–(8.16)) obtained from mode 1 are 
converted into state space form and the representation is given below:

 = +x A x B Vg2
.

2 2   (8.17)

VG

S1 
On

S2
O� C2,rC2

C1,rC1

L1,r1 L2,r2

D1
O�

D2 On L4,r4

L3,r3

C3,rC3
R VO

Figure 8.4 Mode 2 operation of FIBC.



186 Cyber-Physical Systems

 y2 = C2x + D2Vg (8.18)

Here,
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8.2.2.3 Mode 3 Operation (d2Ts to d3Ts)

This mode is exactly the same as mode 1. The equivalent circuit diagram 
following this mode of operation is shown below:
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Figure 8.5 Mode 3 operation of FIBC.
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By applying KVL and KCL in Figure 8.5 we get the following equations,
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The above equations (Eqs. (8.19)–(8.24)) obtained from mode 3 are 
converted into state space form and the representation is given below:

 = +x A x B Vg3
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 y3 = C3x + D3Vg (8.27)

Here,

 A3 = A1 
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 B3 = B1 

 C3 = C1 

 D3 = D1 

8.2.2.4 Mode 4 Operation (d3Ts to Ts)

In this mode the MOSFET S1 is Off, the diode D1 is On, the MOSFET S2 is 
On and the diode D2 is Off. The equivalent circuit diagram following this 
mode of operation is shown below:

By applying KVL and KCL in Figure 8.6 we get the following equations,

 
= − − +i

V
L

V
L

i r r
L

( )
L

g C L C
1

.

1

1

1

1 1 1

1   
(8.28)

 
= −i

V
L

i r
LL

g L
2

.

2

2 2

2   
(8.29)

 
= − + +

+
−

+
i

V
L

i Rr r r Rr
R r L

i Rr
R r

( )
( ) ( )L

g L C C

C

L C

C
3

.

3

3 3 3 3 3

3 3

4 3

3   
(8.30)

VG

S1
o�

S2
On C1,rC1

C2,rC2

L1,r1 L2,r2

D1 on

D2 o� L4,r4

L3,r3

C3,rC3
R VO

Figure 8.6 Mode 4 operation of FIBC.
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The above equations (Eqs. (8.28)–(8.34)) obtained from mode 2 are 
converted into state space form and the representation is given below:

 = +x A x B Vg4
.

4 4   (8.35)

 y4 = C4x + D4Vg (8.36)

Here,
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8.2.3 Averaging of the Model

State space averaging is done to ensure that the four modes of operation 
happen during a single clock cycle. The four state space matrices in Eqs. 
(8.8–8.9), (8.17–8.18), (8.26–8.27) and (8.35–8.36) are averaged according 
the formula given below in Eqs. (8.37–8.42).

  = +x Ax BVg   (8.37)

 y = Cx + DVg (8.38)

Where

 A = A1 d1 + A2 d2 + A3 d3 + A4 d4 (8.39)

 B = B1 d1 + B2 d2 + B3 d3 + B4 d4 (8.40)

 C = C1 d1 + C2 d2 + C3 d3 + C4 d4 (8.41)

 D = D1 d1 + D2 d2 + D3 d3 + D4 d4 (8.42)
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8.2.4 Small Signal Analysis

The transfer functions are obtained by adding perturbations to the instan-
taneous values of state variables and control variable.
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where D, X are the steady state values and d and xˆ ˆ  are the perturbations 
(small signal).

After substituting the small signal values in the above generated state 
space equations, we get,

 
 = + + + + + + − −x A A A A Dx Bu A A A A xdˆ ( ) ˆ ˆ ( ) ˆ

1 2 3 4 1 3 2 4   (8.43)

Input to output transfer function (I2O) is obtained by substituting =d̂ 0  
and Control to output transfer function (C2O) is obtained by substituting  
=û 0  respectively in Eq. (8.43).
The transfer functions are obtained as given below;
I2O is given by:

 
= − +−y s

u s
C sI A B D

ˆ( )
ˆ( )

( ) 1

  
(8.44)

C2O is given by:

 
= − +−y s

d s
C sI A P D

ˆ( )
ˆ( )

( ) 1

  (8.45)

where,   P = (A1 + A3 − A2 − A4) X

Table 8.1 Converter parameters.

Parameter Value

Vg 20 V

R 20 Ω

VO 50 V

r1, L1, r2, L2 0.055 Ω, 250 µH

r3, L3, r4, L4 0.035 Ω, 110 µH

rC1, rC2, C1, C2 0.1 Ω, 22 µF

rC3, C3 0.1 Ω, 220 µF
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Table 8.1 represents the values for converter parameters to be substi-
tuted in Eqs. (8.44) and (8.45) to form a transfer function. The switching 
frequency is assumed to be 80 KHz. By substituting these values, we get the 
following transfer function.

Input to Output Transfer function:

 

G s

s s s s
Vg ( )

. . . .1809 8 443 10 1 862 10 3 119 10 1 8846 7 5 11 4 15 3 10 1 585 10 5 98 10
3 933 1 365 10 3 12

18 2 23 25

7 6 6 5

s s
s s s

. .
. . . 10 4 51 10 3 353 10 6 311 10 3 137 1011 4 15 3 18 2 20 19s s s s. . . .  

Control to output Transfer function:

 

G s

s s s s
Vd ( )

. . . . .90 45 2 014 10 8 542 10 2 129 10 5 126 8 5 12 4 16 3 10 2 679 10 1 093 10
3 933 1 365 10 3 1

20 2 24 27

7 6 6 5

s s
s s s

. .
. . . 22 10 4 51 10 3 353 10 6 311 10 3 137 1011 4 15 3 18 2 20 19s s s s. . . .   

From Figure 8.7 we can see that the root locus depicts the presence of 
zeros and poles in the C2O transfer function. As observed from the fig-
ure, there exists a zero in the RHP of the imaginary axis (s-plane). This 
represents the non-minimum behavior of the transfer function of boost 
converters. This right half plane zero exist only in the C2O transfer func-
tion and not in the I2O transfer function as seen from Figure 8.8. This 
non minimum behavior can be observed from the bode plot in Figure 8.9. 
Around the cut off frequency, the non-minimum nature can be observed 
from the bode diagram. 
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8.3 Controller Design for FIBC

8.3.1 PID Controller

This controller is taken as a reference for the comparison of the Type II and 
III controllers. This is the most popular controller used in the industry and 
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the comparison of this controller with the rest of the discussed topics pro-
vides a reasonable explanation. The PID controller consists of three terms 
Proportional, Integral and derivative parts. These are represented in the 
form of an expression in frequency domain (Eq. (8.47)). It is given by

 
= + +C s K s K K s

s
( ) P I D

2

 
(8.46)

 
= + +C s K K

s
K s( ) P

I
D

  
(8.47)

By using Ziegler–Nicholas tuning method we get the values for the three 
PID parameters in Eq. (8.47) and the transfer function is given by,

 
= × × + × + ×−C s s

s
( ) 2.67 10 ( 5.12 10 )(s 5.12 10 )7

3 3

 

8.3.2 Type II Controller

This controller is nothing but a lead circuit combined with an integrator. 
The main focus of this controller is that it gives a higher phase boost (Ømax) 
of up to 90°. In this regard, the controller is designed in such a way as to 
obtain a desired phase margin of around 60°. The general representation of 
a type II controller is given in Eq. (8.48). 
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+





+





G s
w s

w

s s
w

( )
1

1
C

p
z

p

0

  

(8.48)

Where wp, wz are the pole and zero locations of this controller. Tuning of 
the controller parameter is a very important criteria for the design of any 
controller. Here k-factor approach is used for the tuning of the controller 
parameters. Here k is the ratio of pole location to zero location. This value 
of k is defined according to the frequency domain design criteria. In this 
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design example, a phase margin of about 60° is considered for this con-
troller. The amount of phase boost to achieve a phase margin of 60° is the 
required phase boost (Ø) in this design. K is given by Eq. (8.49). 

 
= ∅ +



k tan

2
45

  
(8.49)

The Pole location is given by Eq. (8.50).

 
= × = ∅ +



 ×− −f k f tan f

2
45pole cut off cut off

  
(8.50)

The value of Ø is noted from the Figure 8.9. The frequency at which the 
Ø is calculated is the cut-off frequency. Correspondingly, the frequency of 
maximum phase is given by Eq. (8.51).

 = ×∅f f fmaximum pole zero   (8.51)

The zero frequency location is given by Eq. (8.52).
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f
f
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2

45
zero
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(8.52)

After finding the pole and zero location, the transfer function becomes,

 
= × +

+
G s s

s
( ) 3.9097 ( 596)

( 461)c
  

8.3.3 Type III Controller

This controller is nothing but the combination of an integrator and lead-
lead circuit. The main focus of this controller is that it gives a maximum 
phase boost (Ømax) of 180°. In this regard, the controller is designed in such 
a way as to achieve a phase margin of around 90°. The general representa-
tion of a Type III controller is given by Eq. (8.53)
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Where wz1, wz2, wp1, and wp2 are the zeros and poles of this controller’s 
transfer function respectively. Similar to Type II controller, here also the 
same approach is used for tuning the controller parameter for this control-
ler’s transfer function. K is defined in a similar way for this controller also. 
It is given in Eq. (8.54).

 
= ∅ +



k tan

2
45

  
(8.54)

Where Ø is the phase boost required to maintain the desired phase 
margin.

The pole location is given by Eq. (8.55).

 
= × = ∅ +



 ×− −f f k f tan f( )

2
45pole pole cut off cut off1 2

  
(8.55)

The value of Ø is noted from the magnitude-frequency plots of the con-
verter’s transfer function. The corresponding frequency of phase boost (Ø) 
is called the cut off frequency (fcut − off). The value of frequency of max. phase 
boost (Ømax) is given by Eq. (8.56).

 = ×∅f f f f f( ) ( )maximum pole pole zero zero1 2 1 2   (8.56)

From the above calculated values, we can arrive at the zero location fre-
quency is given from Eq. (8.57). 
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After finding the pole and zero location of this controller, the transfer 
function is given by,

 
= × + +

+ +
G s s s

s s s
( ) 3.0857 ( 2341)( 8.09)

( 11.9)( 1110)c
  

8.4 Computational Results

The system performance of FIBC is realized with the three controllers 
and the results are compared with conventional PID controllers for better 
analysis. The simulation is done in the MATLAB environment. The results 
obtained are satisfactory when compared with ordinary Fourth Order 
Boost converter when operated with the same controllers.

The step response of FIBC along with Type II controller is plotted in the 
Figure 8.10. The bode diagram as well as the root locus plot of the system 
is depicted in Figures 8.11 and 8.12. From these plots, it is inferred that the 
converter with Type II controller settles in 7 msec. The rise time is found to 
be 4.2 msec. This results in the faster convergence of the system when com-
pared with PID controller. The PID controller’s settling time for the same 
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converter is approximately 10 msec and the rise time is approximately 5 
msec. The step response involving PID controller tuned with the classical 
design formula is shown in Figure 8.13.

It can be inferred from the above plots that the Type III controller 
(Figure 8.14) settles faster when compared with the other two control-
lers. The settling time is observed to be less than 5 msec and the rise time 
is 2.5 msec. Thus, we can conclude that the Type III controller exhibits 
faster response when compared with all other controllers discussed here 
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Figure 8.13 Response of FIBC with PID controller. 
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(Figure 8.15). This FIBC is in fact, faster than the ordinary Fourth order 
Boost converter without interleaving operation (Figure 8.16). The compar-
ison of the transient response of the three controllers in closed loop with 
the converter is plotted in the Figure 8.17. The comparison of the closed 
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Figure 8.16 Root locus of FIBC with Type III controller.

0

Bode Diagram
From: r To: y

–50

–100

–150

360

180

0

–200

–180

–360

M
ag

n
it

u
d

e 
(d

B
)

P
h

as
e 

(d
eg

)

100 102 104 106

Frequency (rads/s)

Figure 8.15 FIBC with Type III controller- magnitude and phase plot.



FIBC With PID, Type II & Type III Controllers 201

Step Response

From: r To: y
1.2

1

0.8

0.6

0.4

0.2

0
0

A
m

p
lit

u
d

e

0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018
Time (seconds)

Type III
Type II
PID

Figure 8.17 Comparison of the different controllers in closed loop operation.

50

Bode Diagram

From: r To: y

0

–50

–100

–150

–200
360

M
ag

n
it

u
d

e 
(d

B
)

180

−180

−360

0

P
h

as
e 

(d
eg

)

100 102 104 106

Frequency (rads/s)

Type 3
Type 2
PID
Uncompensated

Figure 8.18 Comparison of the bode response of different controllers in closed loop. 



202 Cyber-Physical Systems

loop bode response with different controllers are also shown in the Figure 
8.18. From this plot we can observe the phase boost achieved in closed 
loop system when compared with the uncompensated system.

From Table 8.2, it is noted that the Type III controller performs well 
with FIBC. It is worth noted that this performance reflects both in fre-
quency domain as well as time domain. 

Comparison of the Different Controller’s Responses During Steady State
As we can observe from Figures 8.19 and 8.20 reference tracking is carried 
by the addition or subtraction of 50% of the desired output voltage. This 
is done to ensure that the designed controller has good tracking tolerance 
despite the system being designed for a specific voltage. Here, it is observed 
from the above graphs that the system involving Type III controller set-
tles faster when compared with the other two controllers even though the 
changes are very small. 

Line regulation is one of the important criteria in analyzing the robust-
ness of the system. It is done by checking the tolerance of the changes in 
input voltage by at least 10% of the actual input voltage. It can be observed 
from Figure 8.21 that the three controllers behave almost identical when 
this change is applied. The oscillation occurs for few milliseconds and 
it eventually settles down. This lies within the approvable range in the 
literatures.

In Figure 8.22 changes in the load in terms of load voltage are observed. 
This is identical to changing the load at the output in simulation environ-
ment. Here, a part of the voltage (−50%) is added to the existing load volt-
age. The output is seen disturbed for a few milliseconds before it settles 

Table 8.2 Comparison of different controllers in closed loop performance.

Parameter PID controller
Type-II 

controller
Type-III 

controller

Rise time 0.0052 s 0.004 s 0.0025 s

Settling time 0.01 s 0.007 s 0.0048 s

Maximum peak overshoot 0% 0% 0%

Gain margin 9.1 dB 12.5dB 9.79 dB

Phase margin 59° 62.8° 80°

Steady state error 0.0 0.0 0.0
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down to the reference value. It is evident from this Figure that the oscil-
lations in Type III settles faster when compared with the Type II and PID 
controllers.

Figure 8.23 depicts the ripple in the output of this converter. Its value is 
approximately 0.3 V. The percentage ripple is 0.6%. This is very less when 
compared with the normal fourth order boost converter which is close to 
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1.5%. This percentage of ripple changes as the duty ratio is varied. The per-
centage of ripple varies inversely with the duty ratio.

8.5 Conclusion

It is observed that the discussed converter is stable and agrees with the ref-
erence voltage. It is clear from the graphs that converter is underdamped 
initially and after approximately 7 msec it settles down. in the case of Type 
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Figure 8.22 Comparison of the load regulation by adding additional load voltage in the 
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II controller and in approximately 5 msec for a Type III controller. The 
rise time also reduces considerably when compared with PID and Type II 
controller. The simulation results are according to the desired value and is 
improved in terms of quicker response and source fluctuations. The steady 
state responses of the simulation results proves that the controller is stable 
and robust as well. The reference tracking and regulation subjected to dis-
turbances does not alter the nature of the output voltage although certain 
fluctuations are present at the time of impact after which it settles down 
to the desired value. Thus, this converter can be effectively used in smart 
grids for compensation in the supply voltage due to any irregularities in the 
supply voltage. FIBC can be used in smart grids or microgrids to aide in 
harnessing the potential of renewable energy with minimum losses.
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Abstract
Industry 4.0 is a set up reality that seems to fulfil various necessities of the clin-
ical field with expansive assessment is going around there. Radio Frequency 
Identification (RFID) advancement not simply offers following capacity to dis-
cover stuff, supplies and people persistently, yet furthermore gives capable and 
exact permission to clinical data for prosperity specialists. In any case, the reality 
of RFID assignment in clinical administrations is far behind earlier presumption. 
This work proposes to pass on Radio repeat conspicuous evidence (RFID) devel-
opment to follow and administer an enormous number of clinical supplies. RFID 
advancement using radio waves can be utilized to scrutinize and get information 
taken care of on a mark attached to a thing, for instance, clinical administrations 
supplies. Before IR 4.0, the route toward following stock incorporated a lot of trou-
blesome work. Noticing stock truly is a significant test. One huge clarification is 
that clinical facilities purchase a combination of things from suppliers and store a 
lot of things on the spot for express techniques. Second, things’ pass dates ought to 
be solidly noticed, while the inadequacy of stock can incite a lot of time spent on 
coordinating stock checks. Therefore, RFID marking advancement close by IIoT 
is being proposed to be used for stock and SCM the heads in clinical consider-
ation. Better arranged RFID systems with negligible exertion are required to grow 
affirmation of RFID in clinical administrations.
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9.1 Introduction

The rising Industry 4.0 finds application in the healthcare sector. The imple-
mentation of IoT technology allows using radio-frequency identification 
(RFID) for smart inventory management and SCM in healthcare organiza-
tions [1, 2]. RFID enables real-time traceability, identification, and location 
data for resources. RFID & IoT find application in cost-effective tracking of 
objects in hospitals. Radio frequency identification identifies the location 
of inventory assets using radio-frequency electromagnetic fields. The hos-
pital items are tagged with special RFID tags [3]. RFID readers are installed 
in hospital corridors, rooms, and in the premises. IoT plays a crucial part 
for carrying the data which is collected by RFID readers.

9.1.1 RFID and IoT for Smart Inventory Management

IoT enabled smart inventory management and SCM work as explained 
below (as in Figure 9.1) with three major components namely RFID tags, 
RFID reader and IoT infrastructure. Hospital inventory assets are equipped 
with tags. RFID tags are attached to the boxes containing medicines, etc. 
RFID readers are installed in the hospital rooms and corridors to send the 
info about the location of assets. A doctor or assistant to the doctor tracks 
the assets with a mobile or web app (see Figure 9.2). Whenever something 
is desired, the IoT system locates the item and informs the user [4]. Radio 
Frequency Identification (RFID) is finding applications in hospital inven-
tory management and SCM. It allows the medical staff to locate and manage 
the medical devices and material quickly and easily [5]. It allows tracking 
the medical devices, medicines, and other material goods in warehouses of 
hospitals during the shipping from vendor and storage in warehouse.

Tag

IoT
System

Reader Middleware

Hospital
Management
System

Figure 9.1 Basic components of RFID based system.
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Nowadays, where nearby progression, thriving is the fundamental issue 
for a solid life, it additionally has gotten urgent to administrate and deal 
with the clinical advantages industry, especially keeping up the patient 
history, stock record, workers record, and different other has become a 
dreary and complex undertaking. IoT gives the hard and fast one-time 
exhaustive arrangement all around coordinated, and careful methodology 
for exact control of managerial cycles RFID based clinical office the heads 
framework. In the present authentic world, the clinical thought indus-
try is persistently looking for the assistance of the farthest down the line 
advancement to ad lib their working environments and holds a certifiable 
edge to their flourishing associations. Healthcare 4.0 allows the unfath-
omably gainful, deliberate, current yet easy to use clinical focus the board 
application with RFID.

Presently, the utilization and advantages of RFID have been investigated 
in the medical care area [6]. RFID is able to catch information naturally. 
In contrast with scanner tag filtering, it doesn’t need line-of-sight with 
reader. A RFID framework regularly comprises of a tag, reader, and a prod-
uct application. Information gathered from the reader is then to a data set 
introduced on a worker. Clients would then be able to recover the infor-
mation utilizing an application introduced on the worker [7]. The entire 
working is based on the RFID tag and RFID reader pair, the backend server 
which is rich of all RFID enabled assets’ data and the interconnecting IoT 
network support as shown in Figure 9.3. 

IoT system

Items equipped with RFID tags

RFID reader

Mobile app

01. Doctor needs an item

02. Makes a request

Item 1Room 302

03. Shows
item’s location

Figure 9.2 IoT and RFID for hospital inventory control.
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The point of this investigation is to investigate the advantages and 
boundaries of actualizing RFID innovation in the medical care area. The 
chapter is organized as follows. Section 9.2 discusses the promising bene-
fits and barriers in the implementation of IoT based RFID inventory con-
trol and SCM in healthcare industry. Section 9.3 brings case studies where 
RFID has implemented for inventory management. Section 9.4 discusses 
the proposed methodology for hospital management using RFID. Finally, 
the work is concluded with remarks on future scope in Section 9.5.

9.2 Benefits and Barriers in Implementation of RFID

This section brings into the light the benefits and barriers in the implemen-
tation of RFID.

Bluetooth

Mobile App

Admin

RFID Reader

RFID Tag

Storage

Web Backend

Asset Inventory Check

Report
Asset Verif ication

RFID Tag Commisioning

Figure 9.3 Working principle of RFID enabled tracking.



RFID for Healthcare Smart Asset Tracking 213

9.2.1 Benefits

The IoT with RFID extends the ability to locate the hospital inventory 
items; to gather information about medical material, medicine, devices 
and helps the entire hospital administration in multiple ways [8].

9.2.1.1 Routine Automation

Automation replaces manual asset tracking and avoids slow human speed, 
errors, extra paperwork. 

9.2.1.1.1 Drug Supply Automation
If a specific medication is about to vanish, then an IoT enabled system 
can automatically order for the same. It is shown with the help of flow 
diagram in Figure 9.4. In the figure, the transfer of medicines is shown 
from Hospital B to Hospital A. It is clear that Hospital A is running short 
of some medicines, which are surplus with Hospital B. Hence, Hospital 
B sells automatically to Hospital A without hassle with the help of RFID 

Transfer
between
hospitals

Records them
to IT system

Sends request
with IT system

YES

NO

Purchase itemDoes other
hospital have
these items?

Make inquiry
on IT system

HOSPITAL A
determines items

needed

Finds which items
are exceeded the

maximum (surplus)

HOSPITAL B
determines max.

stock level for each
item

HOSPITAL B
Determines

unneeded stocks

Figure 9.4 Automation of drug-supply.
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enabled smart inventory management. In this way, the wastage of drug can 
be controlled and simultaneously the need of requiring can be satisfied. 

9.2.1.1.2 Equipment Utilization Report Generation
This relates to how different departments are utilizing hospital items can be 
reported in order to identify shortage of assets or underrated assets.

9.2.1.1.3 Automated Attendance Monitoring
The entire staff of hospital can be given RFID enabled ID cards, with which 
their personal and work details can be stored in more effective way. The ID 
card can also be used for automated attendance marking system. It helps to 
save time in making and fetching the attendance of individual employee. It 
also enhances the effectiveness of payroll system (as in Figure 9.5). 

Start

Yes

Yes

Yes

No

No

RFID
Detected

Registered
Employee Input Employee

Record the time and
display the information

Figure 9.5 Automated employee attendance.
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9.2.1.2 Improvement in the Visibility of Assets and Quick 
Availability

Health-workers spend most of their time looking for necessary items. With 
the IoT based system, the localization of devices and equipment becomes 
easier and fast, ultimately reduces the overall search and access time, espe-
cially if the assets do belong to different teams and departments. It speeds 
up and maintains the quality of hospital inventory management. Ting et al. 
[9] deployed RFID to generate automated warning signal in case IV fluid 
level falls below a threshold. It demonstrates that quick action is desirable 
in healthcare work and time cannot be wasted in searching for the assets or 
passing the information. 

9.2.1.3 SCM-Business Benefits

RFID labels empower ongoing correspondence and keen SCM with RFID 
assists with improving the business estimation of clinic. Gigantic number 
of stock things are kept put away in emergency clinic working rooms. It is 
vital for monitor acquisition of things and clear perceivability is alluring 
in the inventory network. It assists with decreasing the unapproved stock. 
Continuous following of products all through the store network is the pri-
mary advantage of RFID innovation. Ongoing following of conveyance 
time empowers Just-in-Time (JIT) assembling and retailing. JIT encour-
ages emergency clinic buying gatherings to settle on essential choices [10]. 
The advantages incorporate improved following of high-esteem things/

Put-Away

Packing Delivery DC

HospitalCheck point of expiry date

PickingStorageReceiving

Supplier

Outside
supplier

DC Receiving
Receiving

Short time storage
Storage Picking Checking Packing

Figure 9.6 Automation of SCM in Healthcare 4.0.
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resources, improved creation arranging and keen reviews for compelling 
planning, stock perceivability, exactness, and productivity at each stage, 
decreased shrinkage and transportation mistakes in the store network, and 
innovation principles which drive down expenses through economies of 
scale demonstrated in Figure 9.6.

9.2.1.4 Automated Lost and Found

Every device or item is installed with RFID tag, in this situation if an item 
leaves some designated area without authorization then an automated 
notification can be generated for hospital security system regarding the 
potential lost and found case. The complete flow chart is given in Figure 
9.7. All the equipment needs to be tagged with RFIDs. The billing system is 

START

Initialize billing & store system

RFID reader scans the Tag

Perform the billing action

Update information to store

Tally number of items remaining on the rack

No

Yes

Is stock
available?

Yes

STOP

Replace the product with tag on Rack

Order for new product

Message Displayed

Theft Detected

Is tag
detected at

door?

No

Figure 9.7 Working of automated theft detection system. 
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based on RFID reader. If the billing counter detects the appropriate RFID, 
then billing is done. If the tag is detected at the door, then theft will be 
detected. In this way, the security of equipment and sensitive reports can 
be achieved with RFIDs. 

9.2.1.5 Smart Investment on Inventory

Perishable inventory storage and management is very expensive in health-
care industry. The product can be dangerous to use, after the expiration 
date. In such situation, a smart centralized distribution center for hospital 
with multiple vendors in connection is desirable. Automated reports on 
hospital autilization helps to reduce the expenses on not required equip-
ment the rental cost or, the purchase cost, and maintenance cost [11]. 

9.2.1.6 Automated Patient Tracking

The patients can be tracked using RFIDs which allow maintaining all their 
records updated and easily accessible to the nurse/doctors for treatment 
purposes. The patients are provided with RFID enable wrist bands, by 
which their location is updated to the cloud constantly, whenever required 
can be accessed in quick way via apps by the authorized staff of the hospi-
tal. This scenario is depicted in Figure 9.8. 

RFID reader

Doctor/Nursing
app

IoT cloud

RFID tag

ID, name,
location,

test results,
condition, etc

Figure 9.8 Tracking patients using RFIDs.
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9.2.2 Barriers

IoT enabled RFID has proven promising in inventory management and 
SCM for healthcare industry, but still it faces some barriers in implementa-
tion of RFID based system [12].

9.2.2.1 RFID May Interfere With Medical Activities

RFID tags work using microwaves and may interfere with the functionality 
of medical devices like pacemakers. Passive tags may not influence medical 
processes, but active tags emit radio waves and hence, can interfere with 
radiology machines. 

9.2.2.2 Extra Maintenance for RFID Tags

Hospital inventory items need sensitization on regular basis, and disinfec-
tion which may destroy RFID tags. Hence, extra maintenance is required.

9.2.2.3 Expense Overhead

Expenses increase due to heavy investment in tags and IoT infrastructure. 
Costs overhead involve maintenance cost and training costs.

9.2.2.4 Interoperability Issues

Hardware and software platforms for IoT implementation have not been 
standardized. It may cause interoperability issues.

9.2.2.5 Security Issues
Unauthorized access to the digital information carried by the IoT systems 
may cause misuse, or disclosure of sensitive information. There may be 
third-party unauthorized interception of the tag information [13]. 

These are the benefits and barriers in the implementation of IoT based 
inventory and SCM managements. In the next section, the case studies of 
IoT based RFID for inventory management of hospitals are discussed.

9.3 IoT-Based Inventory Management—Case Studies 

This segment brings the contextual investigations of execution of IoT 
based stock control and SCM at emergency clinics. Tsai et al. [14] detailed 
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a RFID framework executed in clinic for following the clinical gear with 
ensured quick access and successful control and better upkeep. A shrewd 
application is interface to collaborate with the framework. It fundamentally 
diminished the entrance time and quest time for hardware. Emergency 
clinic stock administration has become key segment to adapt to expanding 
medical services costs in industrialized nations [15].

BJC HealthCare (BJC.org) [16] implementing RFID based Smart 
Inventory control system at Progress West Hospital. The distribution cen-
tre is installed with RFID based IoT technology to automate the SCM 
of Medical products—both the reception and stocking of products—are 
installed with RFID tags. The reported success results are tabulated as 
Table 9.1.

RFID and IoT help to leave blunder inclined manual emergency clinic 
resource the executives behind making the cycle more steady and successful. 
Robotized resource following is significant not exclusively to clinical hard-
ware yet additionally to an extraordinary assortment of the stock utilized by 
each medical clinic like hand-gloves, tissues or towels, coverings, etc. [17]. 

The rundown of operational and business benefits is somewhat great: 

• localizing medical services hardware dissipated across vari-
ous offices and even emergency clinics. 

• Reducing medical clinic stock volumes and improving 
resource accessibility. 

• Identifying shaky areas in medical clinic measures. 
• Reducing and forestalling resource misfortune and burglary. 
• Improving interests in new resources. 

It additionally has the right to specify that shrewd resource following 
requirements a comparing foundation—hardware for RFID following and 

Table 9.1 Success results of implementing IoT inventory system at BJC 
healthcare.

S.n. Particular Value

1.
2.
3.
4.
5.
6.
7.

Reduction in Direct inventory 
Reduction in Consigned inventory
Additional inventory reduction 
Production expiration
Inventory holding cost reduction 
Freight savings (annualized)
Bulk buy savings (one-time) 

23%
10%
32%
<1%
$7,800
$49,000
$2.1 million
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a protected IoT framework. The framework gives information gathering, 
putting away, preparing and examination (counting progressed investiga-
tion) and empowers medical clinic staff and organization to lead resource 
the board with exceptional portable and web applications.

9.4 Proposed Model for RFID-Based Hospital 
Management

The proposed model for managing hospitals in hi-tech way using RFID 
tracking is automation of hospital management system using RFID and 
IoT. The complete solution to hospital management is proposed to be pro-
vided including pharmacy, inventory, patients, equipment and other major 
arcade (see Figure 9.9).

Appointment &
Scheduling
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Center O.P.D.

Center

I.P.D.
Center

Laboratory

Pharmacy &
Medicine

Inventory
& Stock

Payroll
Management

Financial
Account

Security
Control

MIS

Print Reciept/
Bills/Reports

Administration
& Monitoring

Hospital Management
System

Figure 9.9 Automated complete solution to manage hospital.
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Clinical center associations across the world are finding reasonable 
ways to deal with decrease the overall load of the administrative division 
of the clinical consideration industry so they can focus in on fundamental 
expecting the progression of their organizations while keeping a track on 
various limits and undertakings. The proposed architecture is layered com-
prising of five layers (see Figure 9.10). The bottom layer is data capturing 
layers. The middle layer is data processing layer. The top two layers are 
dedicated to the workflow and application. 

The bottom layer comprises of RFID tags and readers. The processing 
layer gathers and processes the data for usage. The top layers enable the 
access to the system using web application or mobile applications.

To provide total solution to the managerial tasks at hospitals, RFID and 
IoT [19, 20] are devoted to revolution in healthcare 4.0. The basic working 
principle of RFID and IoT is given in Figure 9.11. The objects are tagged 
with RFIDs, readers are installed at proper places, and reported data is 
made available at backend. At the backend, server analyses the data and 
respond to the queries raised by applications or users. 
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Figure 9.10 Architecture of proposed model.
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Supported Features by the Proposed solution to Hospital management 
system:

• The proposed solution allows automation of Inventory man-
agement and Pharmacy management in all respects (shown 
in Figure 9.12). 
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Figure 9.11 Working principle of proposed model.
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Figure 9.12 Automation of inventory and pharmacy management. 
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• Automation of payroll management 
• Tracking of Patients and their information automatically.
• Maintaining the patients record like arrival, treatment, 

assigned doctors, prescriptions, billing info easily and auto-
matically (shown in Figure 9.13).

Patients are most important entity in the hospital management. It is 
achieved using RFID enabled wrist band and IoT infrastructure. RFID are 
installed to store all the details of patients, including the medical history, 
arrival time, medications, prescriptions, and all essential information can 
be readily available via application to the authorized users. 

• Tracking and identification of all entities including visitors, 
patients, objects, drugs, equipment, specimens, blood and 
other test samples (shown in Figure 9.14).

In this way, the proposed system provides all in one feature to the hospi-
tal management. For the sake of simplicity in implementation, the system 
is divided into three modules as shown in Figure 9.15. The first module 
comprises of RFID tags and readers at physical level. The second module 
entails the middleware including the data level services and network level 
services. It also includes the central database sub-module. The third mod-
ule generates responses to any action, or any query made by application or 
by the user.
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Figure 9.13 Tracking of Patients and Localization using RFIDs. 
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Figure 9.14 Tracking of all entities in the hospital.
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The proposed model is complete solution to all essential requirements 
of hospital management. The next section concludes the study with special 
references to the future prospects of this work.

9.5 Conclusion and Future Scope

This work recognizes the favorable circumstances and limits in the uti-
lization of IoT based stock control and SCM for clinical center industry 
taking in idea the critical relevant examinations. It is recognized that the 
cost of clinical idea is rapidly raising and with high-regard resources stan-
dard it is crucial to manage supplies. Restricting waste through better 
stock after may widen commitment and supply capacity. RFID applica-
tions used to manage clinical associations supplies may help balance cost 
because of waste. Further assessment concerning the cost of utilization 
and potential undertaking records will help relationship with improving 
perspective on RFID potential. A couple of concerns are related to secu-
rity and affirmation which are also ought to have been explored. RFID 
gathering needs broad site evaluation and testing going before use. The 
potential for radio intermittent impediment by current clinical stuff can 
occur and have unsettling effect the advancement of data information. 
There are distinctive express challenges that have been recorded including 
interface and relentlessness issues reliant on the environment in which 
the plan is sorted it out. Subsequently, get-together of RFID progression 
needs broad testing of possible radio intermittent impedance to current 
clinical equipment. 

Considering the current making open, significant tendencies and 
squares to RFID affirmation were discussed. Great conditions recol-
lected refreshes for efficiencies in patient thought and patient flourish-
ing, improvements in patient and asset following, and expanded provider 
satisfaction. Checks included money related, explicit, definitive, insur-
ance, and security challenges. Procedures to beat checks should focus 
in on wide money related appraisal of threat benefits, cautious testing of 
movement before use, arranging of staff on progress going before exe-
cution, and attestation of the requirement for fitting utilization of secu-
rity attempts. RFID progression can improve profitability and security 
of patient thought which has positive repercussions for nursing practice. 
Further assessment is needed in RFID security, radio intermittent squares, 
and cost-reasonableness [18].
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10.1 Introduction

During the last decade, numerous smart physical objects (so called 
“things”) have been connected and communicate through the internet and 
form the global network of connected devices called the Internet of Things 
(IoT). According to Cisco’s forecast, 500 billion devices are expected to be 
connected to the Internet by 2030 [1]. The smart physical devices usually 
contain sensors 1that can sense, collect, and communicate data, and/or 
actuators that can react to internal and external control signals. The fea-
tures of connected devices enable IoT applications to monitor, aggregate, 
analyze, deliver business insights, increase efficiency, and provide more 
informed decisions. The IoT technologies are permeating ubiquitously 
in a wide range of applications in multiple domains and revolutionizing 
almost all aspects of society, such as healthcare, agriculture, transporta-
tion, weather forecasting, smart home and smart city, etc. For industry, IoT 
[34, 35] provides the potential to combine machine-to-machine (M2M) 
interaction, real time data collection, and big data analyzation within the 
field of manufacturing. This would further enhance dynamic optimization, 
control, and data-driven decision making [2]. 

A cyber-physical system (CPS) is a mechanical system where physical 
components (mechanical systems, electrical systems, human operators, 
etc.) and cyber components (communication, computation, control, etc.) 
are deeply intertwined, and different components interact with each other 
to exchange information [3]. There is tremendous adoption of CPSs in 
manufacturing industry, occasionally referred to as cyber-physical pro-
duction system (CPPS). A CPPS usually consists of a physical shop-floor 
coupled with a digital twin, which uses the monitoring data collected from 
the shop-floor to build a digital replica as a “twin” of the physical shop-
floor. Therefore, CPPS supports more informed decision making by com-
bining the knowledge from both available physical shop floor conditions 
and big data analysis. 

The concepts of IoT and CPS have distinct origins, with IoT mainly 
emerging from an information and communication technology (ICT) per-
spective, while CPS has primarily emerged from system engineering and 
control [4]. Despite their origins from different domains, there are over-
laps between the concepts of IoT and CPS, since they both are concerned 
about connecting & interacting with the physical objects and with digital 
entities to realize functionality and to enhance performance. The industrial 
Internet of Things (IIoT) and CPS together are key enablers for acceler-
ating the ongoing digital business transformation in the so called fourth 
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industrial revolution (Industry 4.0) [2]. Figure 10.1 presents a unified per-
spective of IoT and CPS. The lower half of the figure represents the physical 
part of the IoT/CPS, which usually includes machinery, equipment, and 
smart devices. These devices capture the data about the physical state of the 
engineered system and send it via networks for further use. The upper half 
of the figure represents the virtual realm of the ICT systems, where the core 
functionality is communication, computation and control (3C). The data 
collected from various sources are fused and analysed to support overall 
decision making. Control decisions can be made, and actuating signals can 
be sent via networks to actuate effectors on the physical state. In another 
words, CPS/IoT aims to integrate the physical world with the digital world 
by using Internet as media to communicate and exchange information. 

10.2 Overview of Industrial Internet of Things 
(Smart Manufacturing)

Modern industrial manufacturing has experienced three revolutions so far. 
Dating back to late 18th century, the use of steam power and waterpower 
enabled the transition from traditional hand production to mechanized 
manufacturing factories. The second revolution leads a phase of rapid 
industrialization in mass manufacturing using assembly lines in early 
20th century. The third industrial revolution enables automation and was 
powered by the development of electronics and information technology in 
the 1970s. Today’s manufacturing automation systems are mainly shaped 
during the third industrial revolution. The hierarchical ISA-95 architec-
ture is currently the de facto architectural style for building industrial 

Computation ControlCommunication

ActuatingNetworksSensing

Cyber world ICT systems

Machinery Devices
(Things) Equipment

Physical world Engineered
systems

Figure 10.1 Components model showing a unified perspective of IoT and CPS.
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production and control systems [4]. The automation pyramid of the ISA-95 
architecture is illustrated in Figure 10.2. Five layers are defined by ISA-95, 
from the lowest layer of the actual physical production process to the first 
layer of status monitoring and data acquisition using sensors/actuators and 
controlling with programmable logical controller (PLC). The information 
collected from level 1 goes to the distributed control system (DCS), super-
visory control and data acquisition (SCADA) which realize supervisory 
control of the production process in level 2, and up to third level of man-
ufacturing execution and towards business level resource planning (enter-
prise resource planning - ERP) in the top level. 

In 2011, the Germany federal government first used the term “Industrie 
4.0” in a technical strategy to promote the computerization of traditional 
industries, such as manufacturing. Subsequently, the term “Industry 4.0” is 
usually used to describe the ongoing fourth industrial revolution. Similar 
to Germany’s “Industrie 4.0” which promoted the digitalization revolu-
tion in Europe, “smart manufacturing” is yet another term with a simi-
lar essence. This latter term was introduced by the United States National 
Institute of Standards and Technology (NIST). Despite the dissimilar terms 
used by different initiatives from several nations, all the terms have a sim-
ilar essence of supporting the transition to smart manufacturing and can 
be all described under the umbrella of the fourth industrial revolution. To 
simplify the usage of different terminologies, this project uses “Industry 
4.0” and “smart manufacturing” to refer to the current worldwide digitali-
zation revolution in manufacturing industry. 
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Figure 10.2 The traditional automation hierarchy of ISA-95.
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Smart manufacturing includes a set of technologies, among which the 
major components are IoT, CPS, cloud computing, fog computing, and 
machine learning. As previously mentioned, the technological foundation 
of smart manufacturing is IoT and CPS, which together aim to integrate 
the physical world with the digital world by enabling seamlessly informa-
tion exchange and communication through the network infrastructure. 
The adoption of IoT and CPS concepts in manufacturing has evolved con-
trol systems from their classic centralized hierarchy to a more open decen-
tralized approach with the possibility of information exchange between 
multiple applications and systems.To present an overview of smart manu-
facturing, several key terms and enabling technology will be introduced in 
the following subsection, with more detailed insight about de facto indus-
trial communication standard OPC UA in Section 10.2.2.

10.2.1 Key Enablers in Industry 4.0 

Over the last decades, a lot of new terms have emerged within Industry 4.0. 
As already mentioned in the previous sections, all these paradigms are built 
around the concept of CPS through digitalization and integration between 
engineered systems and ICT systems. In this section, some key terms and 
enabling technology in smart manufacturing are briefly introduced: 

Cloud Manufacturing: Cloud manufacturing was first introduced in [34] by 
Xun Xu. It utilizes cloud computing and shifts the focus from production-
oriented manufacturing towards service-oriented manufacturing. Cloud 
manufacturing can be defined as “a model for enabling ubiquitous, con-
venient, on-demand network access to a shared pool of configurable man-
ufacturing resources (e.g., manufacturing software tools, manufacturing 
equipment, and manufacturing capabilities) that can be rapidly provi-
sioned and released with minimal management effort or service provider 
interaction”. 
Predictive Maintenance:  Maintenance of machine components and manu-
facturing systems are usually based on diagnosis and prognosis. Diagnosis 
relates to the detection and identification of fault, while prognosis refers to 
the prediction of possible failures or forecasting of likely outcomes. In the 
context of manufacturing, prognosis is realized by calculating the remain-
ing useful life (RUL) of machine tools or systems. Predictive maintenance 
(or condition-based maintenance) refers to maintenance 
Process: Process before a detected fault and includes the steps of data 
acquisition, data processing, and maintenance decision making. Predictive 
maintenance is enabled by cloud manufacturing and massive data analysis. 
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According to Mourtzis and Vlachou, maintenance accounts for as much as 
60 to 70% of a production lifecycle’s total costs. Comparing to traditional 
periodically performed scheduled maintenance or corrective maintenance 
after detection of a fault, predictive maintenance significantly increases 
product quality, system safety, and maintenance efficiency while minimiz-
ing machinery downtime and possible loss due to equipment or system 
failures. 
Fog/Edge Computing: To expand the capabilities of cloud computing, fog 
computing (also known as edge computing) was introduced as a distrib-
uted architecture that bridges the connected things to the cloud. Fog com-
puting moves the storage, computation, and networking services from the 
cloud of the edge of the network. In the context of smart manufacturing, 
fog computing allows flexibility to be located at different levels. The bene-
fits of adopting fog computing in manufacturing include many aspects. For 
example, fog nodes support real-time services for latency-sensitive appli-
cations by storing data close to the data sources. By storing data locally, 
fog computing can also enhance security and reduce network loads com-
pared to sending everything directly to the cloud. Fog computing can also 
enhance data fusion and advanced analytics by sharing computational 
power at the network’s edge. 

10.2.2 OPC Unified Architecture (OPC UA)

Open Platform Communications Unified Architecture (OPC UA) is a data 
exchange protocol designed for manufacturing and automation commu-
nications. It was introduced as a successor of the classic Object Linking 
and Embedding (OLE) for Process Control (OPC) model, which is a cli-
ent/server communication model first designed in 1996 by Microsoft as 
a Microsoft Windows COM/DCOM (Distributed Component Object 
Model) bounding to standardize communication between software com-
ponents in industrial environment. The OPC classic specifications, namely 
OPC Data Access (OPC DA), OPC Alarms &Events (OPC AE), and OPC 
Historical Data Access (OPC HDA), provide separate definitions for 
accessing process data, alarms and events, and historical data [5]. IT spread 
widely in the automation industry through the past decades. 

As the technology evolves, the OPC foundation introduced platform 
independent OPC UA Service-Oriented Architecture (SOA) a decade ago. 
OPC UA does not rely on Microsoft OLE nor DCOM technology as classic 
OPC does. Therefore, OPC UA is operating system independent and hard-
ware platform independent. It is designed to be backward compatible with 
OPC classic specifications yet offers more capabilities. 
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The OPC UA specifications are layered and independent of the underly-
ing transport protocols and computing technology, which opens the pos-
sibilities of mapping to future technologies. Figure 10.3 presents the OPC 
UA stack. As for transport layer, OPC UA TCP, SOAP/HTTP, OPC UA 
HTTPS, and Web Sockets are supported for the users to choose from. To 
provide a secure channel layer, several security protocols can be personal-
ized to secure a communication channel to realize application level secu-
rity. Three data encodings are defined: OPC UA Binary, OPC UA XML, 
and OPC UA JSON.

The OPC UA system is based on the client–server architecture. 
Applications use the OPC UA Client API and/or Server Application 
Programming Interface (API) to exchange messages. The client/server API 
handles the request and response messages between the servers and clients. 
It isolates the OPC UA application code from the underlying communica-
tion entity. In the most recent OPC UA specifications, the OPC UA PubSub 
model has been added – and supports either a broker mode or a brokerless 
mode in order to support message exchange in several scenarios that do 
not require the system components to acknowledge each other. 

In OPC UA, address space provides a standard way for servers to rep-
resent objects to clients. In address space, every entity is represented as a 
node. OPC UA defines eight non-extensible node classes: Object, Variable, 
Method, View, ObjectType, VariableType, ReferenceType, and dataType. A 
node is uniquely identified by a NodeId and is described by a set of attri-
butes and connected to other nodes by references. 

Security is a major concern of OPC UA. A suite of controls is provided 
to address security at different levels. Encryption and OPC UA provides 
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Figure 10.3 OPC UA stack overview.
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a security model where security settings can be configured by the user to 
meet different security requirements. Encryption and signatures assure 
integrity and confidentiality at the transport layer. The security mechanism 
of the communication layer is to establish a secure channel utilizing X.509 
to provide application layer authentication. The application layer manages 
the authorization and authentication of the servers and clients. 

Another important feature of OPC UA is that it offers an information 
model to represent structure, behavior, and semantics. The multi-lever 
information modeling framework of OPC UA is shown in Figure 10.4. 
The OPC classic specifications can be extended with industry standards. 
With close collaboration with many standards organizations from differ-
ent domains (for example, MTconnect, ISA-95, PLCopen, IEC6186, …), 
the OPC Foundation created different OPC UA information models to 
support semantic interoperability. The UA information models can also 
be extended by users to create personalized vendor information models. 

10.3 Industrial Reference Architecture 

Numerous reference models and architectures have been developed to ful-
fil the highly dynamic requirements of IIoT. Most reputable ICT vendors 
have developed their own commercial cloud IoT platforms based on public 
cloud approach, to name a few: AWS IoT by Amazon, Azure IoT suit by 
Microsoft, Google Cloud IoT by Google, Prefix IIoT by GE Digital and 
Watson Internet of Things by IBM. 

Information
Models
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BaseClinet - Server Pub-Sub
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Core Information Models
(DA, AC, HA, ...)

Industrial Standards Information Models
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Figure 10.4 OPC UA information modeling framework.
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The following part of this section gives a summary of several popular 
emerging IoT frameworks for industrial applications. Note that the frame-
works are presented in alphabetical order, hence there is no ranking. 

10.3.1 Arrowgead 

The EU Arrowhead project started in 2013 and recently continued as a part of 
the ongoing EU project called Productive 4.0. The resulting Arrowhead frame-
work is a SOA based framework for building scalable and interoperable IoT-
based automation systems. In Arrowhead, a service can be implemented to 
use a number of SOA protocols, such as MQTT, CoAP, XMPP and OPC UA. 

Arrowhead features a local cloud approach as its key concept to provide 
core automation services in a protected manner. A minimal local cloud 
includes three mandatory systems: service registry and discovery system, 
orchestration system, and authentication and authorization system. These 
systems enable data exchange between two applications within a local 
cloud. To serve all the automation demands, simultaneously interactions 
between multiple clouds are required. The GateKeeper handles the com-
munication between these local clouds. Additional automation systems 
and services are also available, such as plant description, QoS manager, 
event handler, and translation. 

10.3.2 FIWARE 

FIWARE is an open source framework of a set of standards for context 
data management to support the development of smart solutions beyond 
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IoT use cases. Figure 10.5 shows the principle components of FIWARE. 
The core feature of FIWARE is the handling and management of context 
information. The FIWARE Context Broker is the main component used to 
achieve this feature. Around this broker there is a suit of complementary 
FIWARE components available. 

Next Generation Services Interface (NGSI) is a standardized API for 
RESTful interactions between the Context Broker and other components. 
The NGSI API defines a data model, a context data interface, and a context 
availability interface. The current specifications of FIWARE reference data 
models are NGSI-v2 and NGSI-LD. For IoT use cases, FIWARE describe 
a FIWARE I0T architecture, which consists of the Orion Context Broker 
(OCB) and IoT Agents. IoT Agents bridge between NGSI and typical IoT 
protocols, such as HTTP/MQTT, LWM2M, LoRaWAN, and OPC UA. 
The specifications of the FIWARE APIs and reference implementations of 
FIWARE components are publicly available for developers to use. 

10.3.3 Industrial Internet Reference Architecture (IIRA) 

IIRA is an open architecture published by Industrial Internet Consortium 
(IIC) for IIoT systems regardless of specific their domains. It has four 
viewpoints: Business, Usage, Functional, and Implementation. Three typ-
ical examples of architecture patterns are introduced: three-tier archi-
tecture pattern, gateway-mediated edge connectivity and management 
architecture pattern, and layered databus pattern. However, concrete open 
source implementations of this architecture are lacking. In their connec-
tivity framework, DDS, OPC UA, MQTT, CoAP, and HTTP are the rec-
ommended connectivity standards. Among the standards, OPC UA is 
regarded as originated from the manufacturing industry while MQTT and 
CoAP are based on telecommunication vertical. DDS and Web service are 
regarded as general-purpose; hence, they are usually applied to multiple 
domains. IIRA addresses interoperability by introducing core gateways to 
connect the recommended core standards. 

10.3.4 Kaa IoT Platform 

Kaa is an open source middleware platform based in the US and it is 
designed for multipurpose enterprise IoT development. The concept of the 
Kaa platform is to break the features of the platform into different compo-
nents, or in other words, into a range of microservices that are functionally 
packaged in Docker images. The flexibility of this microservice architecture 
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helps the Kaa platform support plug and play when implementing different 
use cases; therefore, reducing development time and cost. The core features 
of Kaa include device management, communication, data collection, data 
visualization, and configuration management. Kaa adopts MQTT as its 
default protocol while also offering possibilities of future CoAP bindings. 
Kaa currently supports transport using plain MQTT, MQTTS, and MQTT 
over Websocket. 

10.3.5 Open Connectivity Foundation (OCF) 

OCF is an American international industry group promoting interop-
erability for industrial connectivity. The core specification is based on a 
RESTful architecture and adopts a specific transport protocol suite (CoAP 
over UDP over IPv6). OCF has a Concise binary object representation 
(CBOR) based on the JSON data model as the default encoding scheme. 

An implementation of the OCF specification called IoTvity and a light-
weight version IoTvity Lite are available [6]. The ancestor of IoTivity is 
another open source software framework called AllJoyn, which was ini-
tially designed for industrial lighting and smart homes. Detailed speci-
fications of the OCF core and tutorials about IoTivity tools are available 
online for developers. With a fixed transport protocol suite and a rather 
fixed structure, OCF is more of a technical standard for a developer than a 
general-purpose industrial reference architecture. 

10.3.6 Reference Architecture Model Industrie 4.0 (RAMI 4.0) 

RAMI 4.0 is an SOA proposed by the German Platform Industrie 4.0 
especially for smart manufacturing and CPS. This model consists of a 
three-dimensional map combining a six-layer architecture (namely asset, 
integration, communication, information, functional, and business) with 
the product life circle axis (namely development, maintenance usage, pro-
duction, and maintenance usage) and the factory hierarchy axis (namely 
product, field device, control device, station, work centers, enterprise, and 
connected world). 

RAMI 4.0 mainly serves as guidance for entrepreneurial and techni-
cal concerns in industry internet. RAMI 4.0 does not propose a detailed 
technical implementation but rather recommends standards for each layer 
with a focus on the manufacturing domain. Architecture alignment and 
cooperation between RAMI 4.0 and other similar frameworks (such as 
IIRA) are available. 



240 Cyber-Physical Systems

10.3.7 ThingsBoard 

ThingsBoard is another open source platform for data collection, process-
ing and visualization for IoT solutions. It enables the developer to custom-
ize rich real-time IoT dashboards for data visualization and device remote 
control. The ThingsBoard Rule Engine allows user to create complex rule 
chains in order to process data and build event-based workflows that suit 
different use cases. 

ThingsBoard Inc. is a Ukraine-based US corporation founded in 2016. 
The ThingsBoard IoT platform has gained popularity over the past few 
years. It supports connectivity via MQTT, CoAP, and HTTP. Integrations 
with OPC UA server, the SigFox backend, and the LoRaWAN backend are 
also available to convert payloads into the ThingsBoard format. Devices 
connecting to AWS IoT broker, IBM Waston IoT broker, and Azure Hub 
can also be accessed through ThingsBorad. ThingsBorad has been suc-
cessfully applied in fleet tracking, smart metering, smart farming, and the 
smart energy domain. 

10.3.8 ThingSpeak 

ThingSpeak is an IoT analytic platform for data aggregation, data analysis, 
and data visualization from MathWorks. Its main features are advanced 
data analysis and visualization directly using MATLAB. ThingSpeak allows 
devices to update and receive update via MQTT API or REST APIs.

10.3.9 ThingWorx 

ThingWorx is an IIoT platform designed by PTC Inc. for rapidly devel-
opment of IoT solutions with adequate capability and flexibility. The 
ThingWorx platform offers a complete set of IIoT functionalities including 
connecting, building, analysis, management, and experience. ThingWorx 
proposed a data model defining three entities (including Things, Thing 
Template, and Thing Shapes) and four components (including Properties, 
Services, Events, and Subscriptions) to describe connected devices. 

To connect devices with ThingWorx, the major connectivity methods are 
a REST API and Edge Micro Server. The ThingWorx Edge Micro Server is 
available as a binary executable for Linux and Windows. It establishes an 
always on bidirectional connection with the ThingWorx platform. For IoT 
devices that cannot run Edge Micro Server, there are MQTT and CoAP pro-
tocol adapters to communicate with native protocol devices and ThingsWorx. 
To integrate with existing infrastructures, ThingWorx offers IoT connectors 
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to connect devices using AWS or Azure cloud. As an industry oriented IIoT 
platform, ThingWorx offers a suite of 150+ industrial device drivers to con-
nect with multiple types of industrial equipment via Windows clients. 

Notably, ThingWorx offers three pre-built manufacturing applications 
to help improve operational efficiency and productivity. These applications 
are role-based: Controls Advisor offers seamlessly connectivity with PLCs 
and assets via the OPC server; Asset Advisor provides real-time moni-
toring of asset status and health to improve maintenance efficiency; and 
Operator Advisor helps increase workforce productivity.

10.4 FIWARE Generic Enabler (FIWARE GE)

FIWARE is a project sponsored by the European Commission with 
ICT industry to accelerate the deployment of smart solutions in various 
domains as a part of their Future Internet programme. 

As mentioned in Section 10.3.2, the core feature of FIWARE is context 
management. The Context Broker is the core and only mandatory com-
ponent for developing any “Powered by FIWARE” solutions. Around the 
core context management, there is a rich suite of complementary FIWARE 
Generic Enabler (GEs) that can be added to build smart solutions, as 
shown in Figure 10.5. For example, in the catalogue of context processing, 
analysis, and visualization using, FIWARE GE Cosmos supports big data 
context analysis, Kurento supports real-time processing of media streams, 
Knowage offers business intelligence and data visualization, and FogFlow 
[8] can be used for building IoT edge computing networks. In the cata-
logue of context data/API management, publication and monetization, 
GEs such as Keyrock, Wilma, and AuthZForce PDP/PAP offers add-on 
security to a smart solution. FIWARE offers interfaces to connect to IoT 
devices, robotics, and third-party systems to gather context information 
or trigger actuations. For example, the IDAS GEs offers a wide range of 
IoT-agents with interfaces to the most used IoT protocols. Fast Real Time 
Publish-Subscribe (RTPS) is an incubated GE that helps interface with 
robotic systems. 

The following subsections give details about the main components and 
key concepts of FIWARE GEs. 

10.4.1 Core Context Management GE 

To support smart solutions, the FIWARE provides means of produce, col-
lect, publish and consume context information. The FIWARE core context 
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management is based on OMA Next Generation Service Interface (OMA 
NGSI) specifications using NGSI-9 and NGSI-10 interfaces. The NGSI-10 
interface is used for exchanging entities and attributes. The NGSI-9 inter-
face is used for exchanging availability information about the entities and 
attributes. 

The context information is characterized by entities with their attributes 
and the values of the attributes using the FIWARE context data model. 
FIWARE harmonized data models offer guidelines and predefined data 
models for several use cases (devices, alerts, point of interests, environ-
ment, key performance indicator, etc.). The FIWARE context data model 
is introduced in Section 10.4.2. Orion Context Broker (OCB) is an open 
source C++ implementation as part of FIWARE platform. OCB offers 
management of context information including updates, queries, registra-
tion and subscription. The Context Broker holds only the latest value of 
the entities and attributes. In order to store and get historical context infor-
mation, other FIWARE GEs like QuantumLeap, Cygnus and Daraco can 
connect with OCB to generate context history and store historical data. 

10.4.2 NGSI Context Data Model 

The FIWARE NGSI context data model is defined in NGSIv2 Open API 
specifications. As summarized in Figure 10.6, NGSI data model consists 
of three major elements: entity, attribute, and metadata. Entities and attri-
butes in NGSIv2 are represented by JSON Objects.An entity is the core 
element of NGSI context data model. An entity represents a physical or 
logical object (e.g., a sensor, a machine, a room, an alarm in a system, etc.). 
Each entity is uniquely identified by a combination of entity id and entity 
type. Entity type describes the type of the thing represented by the entity. 
For example, an entity with id “KistaObserved_001” could be of type 
“EnviromentObserved”. 

Context attributes describe the properties of a context entity. An entity 
can have multiple attributes. For example, “Temperature” and “Humidity” 
can be the attributes of the entity “KistaObserved_001”. An attribute is 
characterized by its name, type, and value. The attribute type is the NGSI 

Entity

• id
• type

• name
• type
• value

• name
• type
• value

Attributes Metadata

“has”“has”

1 n1 n

Figure 10.6 NGSIv2 data model conceptual diagram.
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value type of the attribute value. NGSI has its own value type system for 
attribute values, so that NGSI value types are not the same as JSON types. 
Finally, attribute values contain the actual data of the attributes. Optional 
metadata can also be added to an attribute value when needed. 

Context metadata describes the properties of the attribute. The context 
metadata is characterized by its name, type, and value similar to context 
attributes. Multiple metadata can be optionally included in the value part 
of an attribute. For example, the “Temperature” attribute can have “accu-
racy” and “timestamp” metadata within its value. The metadata type is a 
NGSI value of the type of the metadata value. 

To further support linked context data, an extension of NGSIv2 called 
NGSI-LD is defined using JSON-LD by ETSI Context Information 
Management (CIM). It supports more complex context data management 
by using linked data. The UML representation of NGSIv2 data model 
is shown in Figure 10.7. A simple mapping script between NGSIv2 and 
NGSI-LD is offered by FIWARE Community.

The main elements of NGSI-LD are entity, property, and relationship. In 
the context of traditional NGSIv2, attributes and their value in NGSIv2 can 
been migrated to properties in NGSI-LD. Relationships establish associa-
tions between instances by linked data. The core class is entity. An entity 
can be the subject of properties and relationships while relationships and 
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Figure 10.7 UML representation of NGSI-LD information model.
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properties can be the subject of other relationships and properties (called 
“relationships-of relationships” or “properties-of-relationships” or “rela-
tionships-of-properties” or “properties-of properties”). All elements are 
identified with an ID and type by using Uniform Resource Identifiers 
(URIs). 

10.4.3 IDAS IoT Agents 

As mentioned in the previous section, one big challenge in IoT is to over-
come the heterogeneity of devices talking different protocols. Instead of 
trying to solve the battle of protocols at the device level, FIWARE offers 
solutions which allow coexistence of standards.The simplest and most 
common FIWARE IoT use case scenario is represented in Figure 10.8. In 
this use case, the FIWARE Context Broker manages the context informa-
tion. Applications and services can reach the Context Broker through its 
northbound interface using NGSI. On the southside of the Context Broker, 
different IDAS IoT Agents are connected using NGSI. These IoT Agents 
allow a group of devices to talk to the Context Broker while using their 
own native protocols, i.e., an IoT Agent translates an IoT specific protocol 
into or from the NGSI context information model. Currently, most widely 
used IoT protocols (such as HTTP, MQTT, and LoRaWAN) have ready 
to be used official FIWARE IoT agents. For unsupported protocols, cos-
tume agents can be built using a FIWARE IoT Agent Node.js module. By 
mapping different protocols into the NGSI context model, IoT agents offer 
interoperability without requiring the devices or gateways to support NGSI 
natively.

Services/Applications

FIWARE Context Broker

NGSI Northbound Interface

Southbound Interface

NGSI

IoT AgentIoT AgentIoT Agent

IoT EDGE/Devices

MQTT LwM2M OPC UA

Figure 10.8 FIWARE IoT stack (Inspired by FIWARE Tour Guide).
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In FIWARE, all IoT end nodes and resources are represented in the end 
as NGSI context entities and related attributes in the Context Broker. Third 
party users can access measurement data or send commands to devices 
via the Context Broker—regardless of the underlying devices or protocols. 
Figure 10.9 shows a sequence diagram of different interactions between IoT 
agents and the Context Broker. When a device connects to the IoT Agent, 
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Figure 10.9 Device to NGSI mapping interactions.
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it needs to be provisioned with the IoT agent. The IoT agent will register the 
device with the Context Broker. Measurements are readings from the sensors 
that can be grouped into active attributes and lazy attributes. Measurements 
are sent to the IoT Agent using the devices’ native protocols and pass 
through the southbound to the Context Broker using the NGSI protocol. 
The transmission of active attributes is initiated by the device. The active 
attribute’s value is sent to the IoT Agent and then updated to the Context 
Broker. Lazy attributes can be accessed by third-party users via a query from 
the northbound interface of the stack. Commands to actuate devices propa-
gate from the north port of the Context Broker and flow south down to the 
north port of the IoT Agents using NGSI. Commands are translated to dif-
ferent protocols by IoT Agents and then sent to the device using the device’s 
native protocols. Once the device performs the command, the device can 
send an acknowledgement (ACK) to the IoT Agent who will in turn update 
the device’s status information in the Context Broker. Details of several IoT 
Agents used in this project will be illustrated in the following subsections.

10.4.3.1 IoT Agent-JSON 

The IoT Agent for JSON based protocol provides the bridge between the 
Context Broker NGSI interface and JSON. It acts as a gateway for devise 
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Figure 10.10 MQTT binding interactions of IoT Agent-JSON.
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talking the JSON-based protocol (such as MQTT, HTTP and AMQP) and 
the NGSI Context Broker.

For communication using MQTT protocol, provision of the devices is 
needed in order to let the IoT Agent know which topic it should subscribe 
to. Each MQTT topic has the prefix following the form: /<apiKey>/<devi-
ceID>/topicSpecificPart. Where the “apiKey” is an alphanumerical string 
used to group devices and “deviceID” is the ID identifies the device. The 
device id and API keys must be provisioned in the IoT Agent before send-
ing any information. The “topicSpecificPart” is used where different topics 
are used to separate the different types of messages. For instance, MQTT 
interactions are grouped into three types: measure reporting, configura-
tion retrieval, and commands. The MQTT interactions’ sequence diagram 
is shown in Figure 10.10. 

10.4.3.2 IoT Agent-OPC UA 

As introduced in Section 10.2.2, OPC UA is a widely adopted by industry 
client– server protocol. On the factory floor, an OPC UA server is responsible 
for gathering data from machinery and making this data available to OPC 
UA clients. In the case of FIWARE, the IoT Agent-OPC UA acts as an OPC 
UA client and bridge between the OPC UA server and the Context Broker. 

Before the IoT Agent-OPC UA can interact with the OPC UA server, it 
needs to become aware of the variables and methods that are available at 
the OPC UA server. Provisioning can be done by retrieving a configuration 
file via the REST API. The OPC UA variables will be mapped into NGSI 
active attributes and OPC UA methods will be configured as commands. 

10.4.3.3 Context Provider 

Apart from storing data in Orion’s internal database, FIWARE context avail-
ability management can record entities and attributes sources via registra-
tion operation. The registration operation registers the context (entities and 
attributes) with context provider. A context provider is a URL that identi-
fies the source of context data information. When Orion receives a context 
query or update with its targeted context unfindable locally. The Orion will 
look up its registration to check if there are any context providers registered 
for the targeted element. In other words, context provider should be regis-
tered before any context query or update request is made [33]. 

Figure 10.11 shows the requesting forwarding diagram of context pro-
vider. Firstly, the registration is made by a POST operation to /v2/regis-
trations/specifying the context provider’s URL, entity and attribute being 
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provided. Then, the request forwarding is triggered by a GET request from 
context consumer. The Orion will forward a query via a POST /v2/op/
query to the context provider. The context provider will respond the Orion 
with payload. Lastly, The Orion will forward the response to the context 
consumer. 

10.4.4 FIWARE for Smart Industry 
With the efforts of FIWARE to breaking up the information silos and sim-
plifying data management, FIWARE’s reference architecture is expected to 
accelerate the digital transformation of manufacturing industries. Based 
on the existing industrial reference architectures (such as IIRA and RAMI 
4.0), a FIWARE-powered smart industry reference architecture is pre-
sented in Figure 10.12. 

From a CPS shop floor, IDAS IoT Agents connect to sensors and machin-
ery in the physical world. IoT Agents handle data via multiple IoT and 
industry protocols (such as MQTT, LwM2M, OPC-UA, oneM2M, etc.). 
Fast RTPS works as middleware in robot operating systems 2 (ROS2) and 
offers interface for robotic systems [9]. There are also other incubated sys-
tem adapters that are under development that can offer additional connec-
tivity alternatives from the physical shop floor to the information cloud. 
An example of such an alternative is FIROS which works as a translator 
between ROS and the cloud. It transforms ROS messages into NGSIv2 and 
vice versa [11]. 

The FIWARE OCB integrates the data coming from machinery, sensors, 
robotic systems, coordinate-measurement machine (CMM) systems with 

Request forwarding of context provider

BrokerApplication

POST /v2/registrations

Context consumer Context provider

GET /v2/entities (id)

POST /v2/op/query (id)

Response with data

Response with data

Figure 10.11 Request forwarding diagram of context provider.
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management information from information systems; therefore, breaking 
the previous information silos. Historical data can be processed using pro-
cessing engines (such as Flink, Hadoop, or Spark) and be fed to advanced 
AI, big data analysis, and complex event processing services to deliver 
more valuable insights. Knowage enables KPI monitoring and other busi-
ness intelligence functions. Operational dashboards can be created using 
FIWARE GE WireCloud mashup platform. A FIWARE OCB can also inte-
grate with another OCB or connect to third organizations’ applications. 
To address security, access control ensures that the context data are only 
accessible by authorized parties. API management and business support 
frameworks audit the system.

10.5 Discussion 

Previous work related to the project includes surveys focusing on interop-
erability and on IoT reference architectures. Interoperability solutions 
adopting FIWARE and IoT interoperability testing are also related to the 
topic area of this work. 

A number of surveys of IIoT related standards and frameworks have 
been published. For example, Kuila et al. studied several popular and com-
mercially used IoT frameworks and platforms. In 2015, Derhamy et al. 
 surveyed 17 commercial IoT frameworks and compared them in terms of 
their architectural approaches and supporting protocols. A more in-depth 
survey of eight IoT frameworks by major players was presented by Ammar, 
with the emphasis on the security mechanisms employed. Reference 
architectures for interoperable manufacturing are discussed in [10], with 
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a focus on interoperability challenges in smart factories. Fahmideh and 
Zowghi presented a detailed analysis on 63 IoT approaches using a pro-
posed evaluation framework, in which the characteristic like context, 
lifecycle coverage, roles and modeling are addressed. To present relations 
among different frameworks, a visual methodology to structure, align and 
compare existing reference architectures in IIoT domain is introduced in 
[7]. This work presents a configurable visual view showing the relations 
and characteristics between the surveyed reference frameworks. 

The following subsections introduce related work in industrial solutions 
that have been adopted by FIWARE and are suitable for IoT interoperabil-
ity testing. 

10.5.1 Solutions Adopting FIWARE 

This subsection presents four related industrial solutions that have 
adopted FIWARE GE, with two solutions in the manufacturing domain, 
one in the agriculture domain, and the last one related to cross-domain 
interoperability. 

MASAI is a middleware designed to support IoT data collection and 
pre-filtering in manufacturing environment. The approach is presented 
using FIWARE IoT Hub. The solution consists of two main components: 
FIWARE IoT hub and IoT gateway. Factory floor devices integrated with 
the IoT hub through an IoT gateway using MQTT. The data coming from 
the devices is then filtered and streamed to a cloud platform called Cloud 
Collaborative Manufacturing Networks (C2NET) using WebSocket. A 
use case with MASAI deployment is conducted in a laboratory with an 
assembly line. The case study verified the proposed approach enables 
the collection and monitoring of the factory floor data streams from the 
cloud platform. According to the roadmap on MASAI’s factsheet, more 
manufacturing -oriented protocols (such as OPC UA) are being added to 
the MASAI. 

Alonso et al. present an implementation of the Industrial Data Space 
(IDS) Association Reference Architecture using the FIWARE GE. The 
core component of the proposed solution is an IDS Connecter, which 
is  implemented by a conjunction of OPC UA IoT Agents and FIWARE 
OCB. The OPC UA IoT Agents map between the objects from the OPC UA 
servers on the shop floor and the domain specific data model defined by 
NGSI. A zero-defect manufacturing use case is deployed for analysis and 
the required data is retrieved from the milling machines and CMMs. The 
results showed improvements via a quality control service on produced 
objects, and a predictive maintenance system on the milling machine. 
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The  olution ensures confidentiality and authenticity of the exchanged data 
by using encryption, identity management, and access control. 

To explore the challenges in IoT enabled precision agriculture, Martinez 
et al. designed a FIWARE-based farm management system as a use case 
scenario. A comprehensive testbed was implemented to test the perfor-
mance of the FIWARE platform in the context of supporting background 
agriculture applications. The testbed represents the most important part 
of the use case, with virtual IoT nodes acting as context generating nodes, 
FIWARE OCB and Cygnus acting as the IoT middleware connecting to the 
Cosmos big data analysis, and a sample application querying context from 
Cosmos. Latency and throughput of Orion were evaluated and showed 
positive result of FIWARE supporting scalability in agriculture domain. 

In supporting decision making, a platform for early wildfire detection 
was designed by Kalatzis et al. It realizes cross-domain and cross- platform 
organizational interoperability by utilizing data from various different 
sources (such as sensors, cameras, weather forecasts, and twitter). It intro-
duces an interoperability IoT2Edge agent between the underlying plat-
forms and server. The IoT2Edge agent translates the data derived from 
different platforms into a NGSI-LD context information model. Next the 
NGSI-LD data is sent to the server through an NGSI API and stored in the 
IoT2Edge server. The IoT2Edge server mainly consists of FIWARE OCB, 
FIWARE Cygnus, and decision-making algorithms. Intelligent decision 
making to estimate the wildfire’s danger level is based on the semantic rea-
soning over the collected data. The system succeeded in detecting an actual 
wildfire incident in Greece (on 23 July 2018). 

10.5.2 IoT Interoperability Testing

Testing and evaluation of IoT systems has always been a challenge. Among 
the testing efforts in IoT domain, the following works were identified to be 
most relevant to address IoT interoperability. 

ETSI has conducted a series of plug test events to validate standards in 
IoT domains. According to the ETSI specification, interoperability testing 
aims to prove the end-to-end functionality of at least two communicating 
systems. The testing method is referred to as passive interoperability test-
ing, which means only observing the behavior of the system under test 
at the interface that offer only normal user control. Datta et al. proposed 
an approach for semantic interoperability testing between IoT systems. In 
their study, two scenarios regarding semantic interoperability testing are 
defined: interoperability tests between two systems and interoperability 
tests at data level. 
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With regard to testing a specific IoT platform—such as FIWARE, the 
performance of FIWARE has been tested using functional testing and 
stress testing during its quality assurance activities. Aaujo et al. evaluated 
performance of FIWARE deployment considering vertical and horizontal 
scalability. A conformance testing of FIWARE was conducted by Ahmad 
et al. who adopted model-based testing in IoT systems. 

While the ETSI approach in interoperability testing can be used to val-
idate the interoperability of protocols and standards, when testing IoT 
platforms and middleware, efforts have mainly focused on functional and 
performance testing, with a few tests addressing interoperability.

10.6 Conclusion 

Regarding the incompatibility issues in IIoT, interoperability can be classi-
fied into technical, syntactical, semantic, and organizational levels. There 
have been many efforts and attempts realize greater interoperability by 
pursuing standardization of technologies, using gateways or middleware, 
adopting semantic web technologies, developing compatible platforms, 
etc. We studied nine industrial frameworks as a sample of the current IIoT 
ecosystems. Among these nine frameworks we found that most IoT plat-
forms address interoperability by adding support for more communica-
tion technologies and protocols. Some platforms (such as ThingWorx and 
FIWARE) define data models to support semantic interoperability. Most 
platforms are domain-based with only a few pursuing cross-domains orga-
nizational interoperability. The IoT domain and industrial domain are still 
mostly isolated. The conclusion is that we are still at an early stage of IIoT 
interoperability; therefore, it is vital for standardization organizations and 
major industrial players to work together to increase the interoperability 
of existing solutions rather than proposing numerous new (isolated) plat-
forms. Additionally, it is important for developers to take interoperability 
into consideration when developing IIoT applications. 

Based on the knowledge gained from the solutions that have been stud-
ied during this project, FIWARE was identified as a potential platform to 
support IIoT interoperability. In the specific scenario used for our case 
study, the FIWARE OCB offers core context management for the proposed 
smart factory scenario while FIWARE IoT Agents serve as interoperability 
providers for IoT devices. The MQTT and OPC UA protocols were chosen 
and tested as representatives of the IoT domain and the industrial domain. 
IoT Agent JSON and IoT Agent OPC UA map MQTT messages and OPC 
UA messages into the NGSI v2 data model and interact with the  OCB. 
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Among our proposed nine key scenarios for testing interoperability of 
FIWARE GEs, our testbed meets the requirements in eight out of these 
nine key scenarios. The results show that FIWARE GEs have the potential 
to support interoperability for Industry 4.0. 
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11.1 Introduction

A cyber-physical framework (CPS) comprises of two significant segments: 
a physical measure and a cyber-framework. The physical interaction, 
which can be a characteristic marvel or a man-made physical framework, 
is observed and constrained by the cyber framework, which regularly is an 
organized arrangement of a few small gadgets with detecting, calculation, 
and correspondence capacities. There have been countless proposed CPS 
applications, like smart house, smart grid, e-Health, assisted living, and so 
forth. They are imagined to shape a smart climate which will significantly 
profit the clients. A common CPS frequently gathers a colossal measure 
of privacy-delicate data for information examination and dynamic. The 
data empowers the framework to settle on smart choices through com-
plex calculations. In any case, a privacy spillage might actually occur in 
any stage(s) of information assortment, information transmission, infor-
mation preparing, or information stockpiling. Data security laws advocate 
an approved information beneficiary to hold and handle just the informa-
tion totally fundamental for the fruition of its obligations just as restricting 
the admittance to individual information to those expecting to showcase 
the handling [1]. To this end, GDPR advocates the privacy-by-design 
approach which can “intrinsically” protect privacy through the incorpo-
ration of information assurance from the beginning of the designing of 
systems instead of an expansion thereafter [2, 4]. Contingent upon the 
physical-layer tasks, privacy-by-design approaches can additionally be 
classified into various classes. As of now, most privacy-by-design moves 
toward center around the information transmission stage, which com-
pares to detecting and correspondence in the physical layer of a CPS. The 
examination on the wire-tap channel determines the mystery limit. Based 
on the hypothesis of wire-tap channel, individuals have created privacy 
plans, for example, fake commotion and helpful sticking [3]. As of late, 
secure information pressure in source coding additionally draws in much 
consideration.

11.2 Popular Privacy Design Recommendations

11.2.1 Dynamic Authorization

Dynamic authorization is an innovation where authorization and access 
rights to an association’s organization, applications, information, or 
other delicate resources are conceded dynamically progressively utilizing 



Holistic Approaches for CPS Privacy 259

trait based standards and strategies. With customary Role-Based Access 
Control (RBAC), or rundown based authorization frameworks, heads need 
to continually screen and re-evaluate changes in client status, reassign and 
renounce jobs, or even screen and reassign consents on singular documents 
or records [5]. With dynamic authorization, admittance to information is 
allowed or denied continuously by strategy as indicated by factors, like the 
most recent client status, information arrangements, and climate data. A 
dynamic authorization framework with ABAC fundamentally smoothes 
out the administration cycle [6]. It eliminates the need to exclusively direct 
thousands or even countless access-control records as well as job and job 
tasks consistently. Furthermore, associations don’t have to convey costly 
and complex character administration arrangements. With ABAC, many 
jobs can be supplanted by only a couple arrangements. These arrange-
ments are overseen midway across every delicate application and frame-
works, giving a solitary sheet of glass over the “who, what, where, when, 
and why.” Centralized administration makes it simple to add or refresh 
approaches and rapidly convey them across the endeavour. Authorization 
arrangements are overseen remotely from the secured application (other-
wise known as “Externalized Authorization Management”), so they can 
be altered without requiring code changes or application vacation [7]. 
This empowers associations to respond rapidly to changes in business or 
administrative conditions, enormously expanding deftness and adaptabil-
ity, and upgrading generally speaking information assurance. Dynamic 
authorization with ABAC additionally gives focal observing and following 
of client action and information access furnishing consistence and security 
officials with knowledge into client conduct and dubious exercises [8].

11.2.2 End to End Security

This mechanism protection assists you with keeping away from misrep-
resentation and information theft [9]. With the right defensive measures, 
you can build your general wellbeing while at the same time dealing with 
your PC with web association.

11.2.3 Enrollment and Authentication APIs

Since API is a significant element with an outside asset that has the capacity 
of tolerating and reacting to secured asset demands by clients and custom-
ers, they should be prepared to guarantee that applications and customers 
attempting to get to information are valid, so they can continue to approve 
full access when character is affirmed. The cycles of affirming the character 
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of clients attempting to get to assets on the worker and this is the thing 
that is known as API verification. API Key authentication is a strategy that 
was designed to conquer the shortcomings of shared qualifications which 
was a major issue in HTTP Basic authentication [10]. The API key is typi-
cally a long series of numbers and letters that you either remember for the 
solicitation header or solicitation URL. At the point when the customer 
validates the API key, the worker stamps their character and permits them 
to get to information. API merchants may furnish you with a public and 
private key contingent upon your necessities, where the previous can be 
utilized to restrict clients to specific capacities, and the last behaves like a 
secret key that permits you full access.

11.2.4 Distributed Authorization 

Somewhat recently, many exploration efforts on access control have been 
never really stored, share and send information while guaranteeing its 
trustworthiness, legitimacy and realness. Incorporated regulator issues 
might be tended to by adjusting an answer dependent on a Distributed 
Ledger Technologies for the confirmation of access authorizations to an 
entrance control instrument [11]. In any case, when information volumes 
and sharing develops as quick as in online social networks or smart cities, 
it becomes hard to oversee access control and manage individual informa-
tion. A potential methodology is safely store access control arrangements 
on Distributed Ledger Technologies, whereby the candidate can be made 
mindful of their consents to get to their own information. Specifically, CPS 
fashioners can utilize the utilization of a Secret Sharing plan to divide indi-
vidual information in pieces among network hubs, anyway their creative 
arrangement is costly and not GDPR consistent because of the storing of 
individual information on the Distributed Ledger Technologies.

In CPS plan for protection, the authorization administration is respon-
sible for enforcing the entrance rights that are indicated in the smart agree-
ments ACLs [12]. At the point when this help is worked by a solitary focal 
supplier, trust should be given to this one, since the keys are kept in one 
spot as it were. Expecting that this supplier can be straightforward however 
inquisitive, security might be undermined, for example an online social 
network website sharing a client geo-location with his/her companions, 
if inquisitive, can admittance to this information. In this manner, we pro-
pose to decentralize the assistance to move the trust to the convention. 
For this situation, hubs in a network are viewed as semi-or un-trusted, yet 
an information protection/cryptographical instrument, incorporated into 
their execution convention, permit the entire framework to be trusted.
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11.2.5 Decentralization Authentication

Numerous specialists say that a secret phrase based login is an unreliable 
way to deal with online communications and that multifaceted plans add 
erosion that decrease client selection and efficiency [13]. Acquiring guar-
anteed validation of an individual’s personality while clinging to new infor-
mation protection laws and guidelines presents a minefield of safety and 
client encounters gives that are expensive and incapable. Many organiza-
tions have effectively understood that two-factor verification is a blemished 
bandage. Things being what they are, are there more powerful options for 
online confirmation? A few associations inside the self- sovereign character 
(SSI) people group have consolidated to work together on the approval of 
decentralized personality ways to deal with the basic secret phrase based 
verification issue. ATB Financial, Evernym, IBM, the Sovrin Foundation 
and Workday have met up in a joint multi-stage work to consider and 
brood working instances of unquestionable qualifications for the motiva-
tions behind mindfulness and training [14].

11.2.6 Interoperable Privacy Profiles

As the name proposes, an Interoperable Privacy Profile is a design that is 
acknowledged across an undertaking or across numerous associations. To 
be “Interoperable,” the profile follows a set administration measure that 
approves profile construction and commands its utilization to convey a 
particular mission or business need across the undertaking. The profile, 
once finished, follows a change the executives interaction, like that of a 
living archive, and should be discoverable across associations sharing a 
typical (mission or business) interest. 

The Interoperable Privacy Profile contains three perspectives that are 
utilized to distinguish the mission or business need of the undertaking, 
alongside functional and specialized parts to accomplish that need. The 
Interoperable Privacy Profile sees are: Reference View, Technical Guidance 
View, and Implementation Instance View [15]. These perspectives are 
characterized as follows: 

Reference View: Serves as the undeniable level conceptual model or refer-
ence for the profiled undertaking part. It incorporates fundamental credits, 
undertaking elements, and direction data. The reference see is execution 
autonomous, seller free, and in some cases innovation autonomous. The 
reference view ought to contain appropriate mission needs explanations, 
use cases and reference design. 
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Specialized Guidance View: A bunch of at least one base principles, and 
where appropriate, the meaning of picked classes, subsets, alternatives, and 
boundaries of those base guidelines important for setting up the practices 
of a specific capacity or undertaking segment. The specialized direction 
see is merchant autonomous and incorporates essential credits, endeavour 
substances, execution references, direction, and consistence data. 
Execution Instance View: Portrays a particular example of an execution 
and characterizes discrete setups and boundaries for the given occasion. It 
incorporates fundamental ascribes, venture substances, consistence data, 
and explicit strategies and methods. The execution occasion view might 
possibly be merchant autonomous. This is the most itemized and explicit 
perspective on a profile.

11.3 Current Privacy Challenges in CPS

In most of the cases, limitations in CPS design knowledge results in poor or 
weaker privacy designs. Even though the companies deploying CPS might 
not gather personal data initially, after sometime it could be possible to 
track the data usage, if the communication is not secured through encryp-
tion [16]. The healthy design practise is to include both encryption and 
anonymization techniques rather than depending on only one of them. 
These two approaches act as multiple lines of defense against the attackers. 
Without authorization, the data becomes unreadable due to encryption. 
However, even if a corrupt user manages to decrypt the data, he will have 
to overcome the additional barrier of de-anonymizing the data in order to 
cause a privacy breach as the data is anonymized.

The following table shows some of the current challenges in the privacy 
preservation mechanisms.

Sl. no. Approach Challenges

1 Cryptography based methods, 
Blockchain based methods

Computational cost, Scalability, 
Communicational complexity

2 Statistical model, Perturbation 
based methods

Time consuming, Data utility 
reduces as perturbation 
increases, Maintaining 
balance between privacy and 
data correctness is difficult

(Continued)
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(Continued)

3 Authentication based control 
mechanisms

Increasing in processing time, 
storage need escalates, 
reduction in system reliability

4 Machine Learning, Deep 
learning methods

Complex to achieve data 
utility, high communication 
overhead, high effort in 
parameter setting

11.4 Privacy Aware Design for CPS

Recommendation 1: Privacy first! 
First thing first, privacy ought to be important for the extent of the arranging 
and advancement cycles. Make it a propensity to thoroughly consider how 
you need to manage privacy and information during the primary phase of 
the venture. Brief those inquiries during the underlying gathering or meet-
ings to generate new ideas. Additionally, keep away from the utilization of 
dim examples however much as could be expected during the UI design. 
Indeed, those unobtrusive pre-stamped checkboxes arrangement/ promotion 
thingy toward the finish of the installment structure are useful for transient 
advantages. In any case, the eventual outcome can be serious for your item’s 
straightforwardness issue. More irate clients, more grumbling tickets. 

Recommendation 2: Think like a Hacker
Attempt to list down a wide range of information that will be gathered. 
And afterward distinguish the potential manners by which the informa-
tion could be abused or abused. Run a progression of assessments and 
assessment with your group to recognize those defects and potential sec-
tion focuses. 

Commonly, most hackers have two kinds of outlook: explorative and 
manipulative. Put on the comparable attitude when dealing with your inner 
assessment meetings. Investigate and recognize however much weaknesses 
as could reasonably be expected from the beginning to stay away from sig-
nificant security mishaps. 

Recommendation 3: Collect as little information as possible
At whatever point your administrations are going to do some informa-
tion assortment, disclose to the clients in layman words. Reveal to them 
which specific information you are going to gather and how are you going 
to manage them. No languages. Keep it basic. A model, feature the writings 
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under the sign-up CTA that you will send them news and updates to their 
inboxes. Try not to shock them! 

Approximately 90% of application clients show that having clear data 
about how applications will access or utilize their own information is 
“very” or “fairly” imperative to them when choosing to download an 
application. 

From the guideline perspective, a very much designed item watches 
out for gather ‘barely enough’ information from the clients. Ensure 
that the gathered information is not put away for more than proposed 
timeframe. Nonetheless, on the off chance that you should store those 
information for seemingly forever, you need to design cautiously on the 
most proficient method to store them safely to abstain from spilling or 
abusing. 

Recommendation 4: Protect the Information 
Separated information assortment, we additionally need to zero in on 
encryption. A large portion of our information is put away on the web or 
‘in a cloud’. Nonetheless, a great many people don’t understand that put-
ting away information in a cloud is really similar to putting away them in 
another person’s PCs in somewhere else. 

In this manner, make a point to scramble your information accurately 
prior to putting away them on the web. Obviously, we are not looking at 
wrapping your entire pieces of information like air pocket wrapping a 
house. As a standard practice, apply the 80/20 Pareto principle. Which level 
of information is really delicate? Recognize them and plan the encryption 
in like manner. 

Recommendation 5: Respect Identity 
The quintessence of privacy is about decision. Ensure that the client can 
handle over their online personality (anonymous or genuine name). They 
ought to likewise have the option to choose by themselves however much 
as could be expected how much information (names, age and so forth) 
ought to be uncovered or be covered up. 

An exemplary terrible model is when web-based media Google+ 
reported that it didn’t let clients to pick their own social character, 
which caused a shock on the web. From the design viewpoint, clients 
ought to have the option to refresh their privacy settings through clear 
UI design. Try not to shroud them somewhere down in the screens. 
Keep in mind, permitting pseudonymity or secrecy is additionally a 
decent method to shield clients from genuine outcomes like provoca-
tions and separation.
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11.5 Limitations

Limitations for following Recommendation 1:
Our study indicated that CPS designers don’t consider privacy as a top of 
the line resident in their application designs. This legitimizes our choice 
to foster a privacy aware design system to control the manner of thinking 
of programmers. We accept that this outlook of gathering as much infor-
mation as potential should be altered towards a privacy attitude where just 
the most fundamental information things are accumulated and handled. 
Another study flagged that it is adequate to gather information with no 
control saying that ‘If it’s totally anonymized, and it’s simply business infor-
mation about who’s come and come out.’ This outlook is additionally not 
steady of PbD and makes extra issues like asset wastage (e.g., for capacity, 
information cleaning, information handling and so on) Further, anonymiz-
ing is a danger moderation approach, not a danger disposal approach. 
Anonymization additionally could prompt privacy infringement because 
of unlawful de-anonymization draws near. We heard comparable perspec-
tives concerning information stockpiling too.

Limitations for following Recommendation 2:
Most of the CPS designers think from a business point of view. Developing 
mindset of a hacker is difficult for them. Developing misuse cases becomes a 
challenge for them. The CPS designers have a superficial viewpoint regard-
ing privacy. For instance, few designers do not want to include privacy pre-
serving techniques thinking that his design actions would jeopardise the 
device outcomes which may hinder the usage experience. For example if we 
consider a medical CPS, the designers may be wary to apply category-based 
aggregation as it may cause reduction in precision in a medical context’.

Limitations for following Recommendation 3:
While ensuring CPSs unique information utilizing privacy saving models, 
finding the initial origins of cyber assaults [17] needs anomaly-based detec-
tion components that produce high bogus caution rates. This issue is identi-
fied with achieving the high dependability versus privacy of a framework on 
the grounds that most existing privacy-saving models add clamor and plans 
for completely anonymizing and keeping their characters get yet corrupt the 
location exactness of anomaly-based detection components. It is critical to 
foster exceptionally proficient privacy-protecting anomaly-distinguishing 
strategies that can defend CPSs information and recognize new assault infor-
mation without unveiling any touchy data across their networks.
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Limitations for following Recommendation 4:
Perceiving which information to stow away and which information to 
uncover in order to expand the security level remaining parts a consistently 
developing test, the analysts cancel its exchange between information util-
ity and Privacy. Most security saving systems, similar to anonymization, 
k-lack of clarity and differential protection, depends on specific kind of 
heterogeneity of the data, either pre or post computation. Various CPS 
designers assume the general setting where a user wishes to convey a lot of 
assessments to an inspector support (for instance an idea structure), while 
keeping data that is related with these assessments private. On one hand, 
the examiner is a real gatherer for these assessments, from which he desires 
to construe some utility. Of course, the relationship of these assessments 
with the customer’s private data empowers the analyst to misguidedly infer 
private information. 

Limitations for following Recommendation 5:
Few CPS designers have already proposed cloud-based validation plot uti-
lizing a modular exponential strategy initially encodes a label’s data with 
respect to interchanges among IoV and radar. At that point, the obscurity 
of the tag is created as a productive method of guaranteeing information 
privacy by shielding its data from vindictive activities. Contrasted and dif-
ferent conventions, it shows that it is successful and solid as far as having a 
lower computational overhead and less correspondence associations. Some 
confirmation work is based on access control, for example, a self-versatile 
access control strategy for safely seeing patients records in both ordinary 
and crisis cases is proposed, with a de-duplication technique used to save 
the capacity of indistinguishable clinical documents. Initially, the clinical 
information is scrambled by an entrance strategy and afterward the tech-
nique applied based on a break-glass control one. The test results show that 
this procedure is productive and functional however that the time it burns-
through increments with the spans of the characteristics.

11.6 Converting Risks of Applying AI Into 
Advantages

Artificial intelligence (AI) can possibly tackle numerous normal business 
challenges—from rapidly recognizing a couple of problematic charges in 
huge number of solicitations to foreseeing customers’ necessities and needs. 
Be that as it may, there might be a flipside to these advances. Protection 
concerns are springing up as organizations feed more and more shopper 
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and vendor information into cutting edge, AI-fuelled algorithms to make 
new pieces of touchy information, unbeknownst to influenced customers 
and workers. The reach and variety of AI applications implies that the issues 
and dangers are complex. These are included in the following subsections.

11.6.1 Proof of Recognition and De-Anonymization

Simulated intelligence applications can be used to recognize and thusly 
track individuals across different contraptions, in their homes, at work, 
and out in the open spaces. For example, while singular data is routinely 
(pseudo-)anonymized inside datasets, AI can be used to de-anonymize 
this data. Facial affirmation is another means by which individuals can be 
followed and perceived, which can change suspicions for lack of clarity out 
in the open space.

11.6.2 Segregation, Shamefulness, Mistakes

Identification using AI mechanisms, profiling, and robotized dynamic may 
in like manner brief inappropriate, oppressive, or uneven outcomes. People 
can be misclassified, misidentified, or judged conversely, and such mis-
takes or tendencies may excessively impact certain social affairs of people.

11.6.3 Haziness and Bias of Profiling

In certain situations, the modest utilizations of AI can be dark to people, 
regulators, or even the creators of the actual framework, making it hard to 
challenge or question results. While there are specific responses for dealing 
with the interpretability and furthermore the ability to survey of specific 
structures for different accomplices, a key test remains where this is crazy, 
and the outcome in a general sense influences people’s lives.

11.6.4 Abuse Arising From Information
Hardly any people are consistently unable to totally get what sorts and how 
much data their contraptions, organizations, and stages make, association, 
or offer. As we bring keen and related devices into our homes, work envi-
ronments, public spaces, and even bodies, the need quite far on data mis-
use ends up being continuously crushing. In this scene, vocations of AI for 
purposes like profiling, or to follow and recognize people across contrap-
tions and shockingly transparently spaces, improve this deviation.

The new development, use, investigation, and improvement of AI ought 
to be reliant upon the base essential of with respect to, progressing, and 
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getting worldwide fundamental opportunities standards. Different sorts of 
AI and different spaces of use raise express upright and administrative nor-
mal opportunities issues. To ensure that they safeguard individuals from 
the risks acted by AI like well as address the normal gathering and social 
harms, existing laws ought to be reviewed, and if fundamental braced, to 
address the effects of new and emerging threats to rights, including setting 
up clear cutoff focuses, securities and oversight and obligation instruments.

11.6.5 Tips for CPS Designers Including AI in the CPS 
Ecosystem

Urge the board to isolate AI from investigation of other innovation dangers 
to separate the privatized information the innovation makes and any dan-
gers that the information can be compromised. 

Ensure security conventions are trailed by vendors long get-togethers 
for administrations are agreed upon. Urge the board to keep standard 
timetables to ensure innovation accomplices are staying faithful to their 
commitments to secure individual information. 

Push the board to consent to the toughest arrangement of security 
guidelines, regardless of whether the organization isn’t right now in the 
EU or different business sectors with broad prerequisites. That way, if the 
organization ventures into those spaces, it will not be an enormous weight 
to retrofit security conventions. 

Circle back to innovation contractors to ensure security conventions are 
being followed. On the off chance that an AI apparatus created by a vendor 
should erase incidental information, request check that those cancellations 
occur. The dependable guideline of protection law master Imran Ahmad, 
a Toronto-based attorney with Blake, Cassels and Graydon who has some 
expertise in innovation and network safety issues, is to “trust yet check” 
that settled upon security rehearses are being followed.

A new part of AI research called adversarial learning tries to further 
develop AI technologies so they’re less vulnerable to such avoidance 
assaults. For instance, we have done some underlying exploration on the 
most proficient method to make it harder for malware, which could be 
utilized to disregard an individual’s privacy, to avoid discovery. One tech-
nique we concocted was to add uncertainty to the AI models so the assail-
ants can’t precisely anticipate what the model will do. Will it examine for a 
certain information arrangement? Or will it run the sandbox? Preferably, 
a pernicious piece of programming will not know and will accidentally 
uncover its intentions. 
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Another way we can utilize AI to further develop privacy is by examin-
ing the weaknesses of profound neural networks. No algorithm is awesome, 
and these models are powerless in light of the fact that they are frequently 
extremely touchy to little changes in the information they are perusing. For 
instance, analysts have shown that a Post-it note added to a stop sign can 
deceive an AI model into intuition it is seeing a speed limit sign all things 
being equal. Unpretentious adjustments like that exploit the manner in 
which models are trained to decrease error. Those error-decrease methods 
open a weakness that permits assailants to track down the littlest changes 
that will trick the model. 

These weaknesses can be utilized to further develop privacy by add-
ing clamor to individual information. For instance, specialists from the 
Max Planck Institute for Informatics in Germany have planned shrewd 
approaches to modify Flickr pictures to thwart facial acknowledgment 
programming. The changes are amazingly inconspicuous, to such an extent 
that they’re imperceptible by the natural eye. 

The third way that AI can assist with relieving privacy issues is by pro-
tecting information privacy when the models are being assembled. One 
promising improvement is called federated learning, which Google utilizes 
in its Gboard smart console to anticipate which word to type straightaway. 
Federated learning fabricates a last profound neural network from infor-
mation stored on various gadgets, like cell phones, instead of one focal 
information repository. The vital advantage of federated learning is that the 
original information never leaves the nearby gadgets. Along these lines pri-
vacy is secured somewhat. It’s anything but an ideal arrangement, however, 
in light of the fact that while the nearby gadgets complete a portion of the 
calculations, they don’t complete them. The transitional outcomes could 
uncover a few information about the gadget and its client. 

Federated learning offers a brief look at a future where AI is more defer-
ential of privacy. We are cheerful that proceeded with examination into AI 
will discover more ways it very well may be essential for the arrangement 
as opposed to a cause of issues.

11.7 Conclusion and Future Scope

Most of the privacy design issues can be faced by using patterns. The pat-
terns provide the users with intrinsic privacy features which should not be 
bypassed at any cost. Obviously, if these are bypassed during design phase 
privacy attribute of the overall system weakens. Also, when the companies 
related to CPS design perform acquisition of user consent, it should not 
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become an excuse for poor design of privacy within the system. Privacy 
patterns will be very much the dominant force in coming future with 
respect to CPS design. The objective of the designers should be minimum 
data collection to complete the operation of the device. We conclude that 
in future a hybrid design approach will be a primitive of privacy aware 
design for CPS. Due to the complex nature of CPS architecture and hetero-
geneous nature of sensor data involved in a CPS, privacy threat agnostic 
principles will lead to a better system design.

New strategies may address a portion of the privacy issues innate in AI, 
however they’re in their earliest stages and not without their shortcomings. 
Federated learning trains algorithms across decentralized edge gadgets 
without trading their information tests, yet it’s hard to assess and helpless 
before variances in force, calculation, and web. Differential privacy, which 
uncovered information about an informational index while retaining 
information about the people, endures plunges in exactness brought about 
by infused clamour. With respect to homomorphic encryption—a  form 
of encryption that permits calculation on scrambled information—it’s to 
some degree moderate and computationally requesting. All things con-
sidered; analysts accept every one of the three methodologies are positive 
developments.
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Abstract
Cyber-Physical Systems (CPS), especially mobile CPS and the Internet of Things 
(IoT), have infiltrated every area of society. CPS combine sensor, processing, 
mechanization, and networking into physical things and infrastructure, letting 
them to communicate with one another and with the Internet. They may be uti-
lized in a broad range of industries, including aviation, automobile, biochemi-
cal mechanisms, public infrastructure, electronic goods, electricity, amusement, 
pharmaceuticals, manufacturing, transportation, and so on. Because of its import-
ant functions, the CPS draws a large number of cyber attackers who can pose 
severe security risks and cause a system failure. Furthermore, because most CPS 
apps gather and handle sensitive data, failing to safeguard such data results in 
privacy violations. As a result, CPS programs must be run with suitable privacy 
and security measures to avoid any unintended consequences for applications and 
users. Embedded device and computers monitor and manage physical phenom-
ena, which include feedback mechanisms that allow physical actions to impact 
computations and vice versa.

Keywords: CPS, IoT, embedded devices

12.1 Introduction to Cyber-Physical Systems (CPS)

The social and financial potential of such connections is considerably 
greater than previously anticipated, and huge investments are being made 
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to accelerate innovation around the world. The CPS is based on integrated 
devices, which are processors and programs placed in objects that are not 
designed to calculate, such as vehicles, toys, hospital instruments, and sci-
entific equipment. Recent advancements in communications, electronics, 
computers, and process control have paved the way for more integration 
and communication between physical and digital components, as well as 
people. With CPS, this becomes a real thing. CPS is a human-interactive 
networked system having cyber and physical elements. These technolo-
gies have the potential to have a significant influence on our daily lives. 
Considering enhanced computing capabilities in modern automobiles, the 
growing usage of smart gadgets in our homes, the relevance of automated 
processes in medical settings, or the capacity to operate demonstrated high 
from afar. 

Notwithstanding all of the advantages of CPS and its ability to change 
people’s lives, there are serious worries about its privacy. Maintaining CPS 
security comes with a slew of difficulties. Surveillance issues were raised, 
for instance, as a result of this approach of elements that may not have been 
intended or established with safety in mind, or as a result of the increased 
amount of attack possibilities that may be manipulated as a result of the 
connectivity of such a complicated structure. Confidentiality is becoming 
increasingly essential as the amount of information used to power these 
technologies grows. CPS frequently gathers large volumes of data to make 
informed choices and meet operational objectives. Intelligent CPSs are 
also vulnerable to privacy and security intrusions as a result of the flaws 
in current information and communication technology. Furthermore, as 
smart CPSs get more complicated, security problems will appear. Owing 
to the ever-changing cyber-physical world, attackers will be capable of 
launching increasingly complex assaults in the ahead. As a result, mod-
ern construction paradigms, system designs, and cryptographic protocols 
are required for enhanced security and privacy protection in smart CPSs. 
Through signal processing to analyze information, CPS covers a wide 
variety of academic areas. The core architecture for CPS, encompassing 
intelligent devices and network characteristics in connection to the TCP/
IP stack, is briefly reviewed in this article [1]. As a result, numerous dan-
gers, attack types with associated subcategories, and potential repercus-
sions are explored, as well as a study of alternative ways to dealing with 
current concerns. Additionally, threat modeling techniques were included 
in the scope of this project. Also examined are the demands and prerequi-
sites for security CPS. As a result, the focus of this article is on explaining 
various components of the CPS in terms of protection and stability con-
cerns. Virtualization software as an essential tool for abstractions plays a 
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vital part in CPS since it reflects the activities of the real world onto the 
cyber domain. In this respect, the paper discusses the problems connected 
with mobility and virtualization; as a result, the article discusses three pri-
mary forms of virtualization, namely connection, gadget, and software 
virtualization.

Despite the use of CPSs, the privacy and security risks connected with 
these systems have grown. Attackers are using silent assaults to get accessi-
bility to CPSs’ confidential information. Various privacy-preserving meth-
ods, such as cryptography and k-anonymity, have been proposed in the past 
to keep CPS data safer. Unfortunately, due to advancements in CPS struc-
ture, these approaches will require some changes. Conversely, differential 
privacy has shown to be an effective method for protecting CPS online 
privacy. The authors [2] offer a complete overview of differentially private 
methods for CPSs in this study. The authors looked at how differential pri-
vacy is used and implemented in four key CPS application areas, namely, 
power systems, transportation infrastructure, medical  systems, and the 
manufacturing IoT. With the number of applications for Blockchain (BC) 
[3] technology CPS is growing at an exponential rate. Nevertheless, due to 
the intricacy involved, defining durable and accurate smart contracts (SCs) 
for these smart applications is a difficult process. Current manufacturing, 
technological, and business operations are being modernized by SC. It is 
self-executing, self-verifiable, and integrated within the BC, obviating the 
need for trustworthy third-party platforms and, as a result, saving both 
administrative and operational expenses. It also increases system perfor-
mance while lowering security threats. SCs, on the other hand, are enthu-
siastic about Industry 4.0’s new technological changes.

CPS requires cybersecurity [4] and it imperils safety that can be imple-
mented by hazard analysis, losses, and safety constraints. CPS also requires 
improved design tools that enable the design methodology. The design 
methodology is used to support scalability and complexity management, 
specification, analysis and modeling, and do verification and validation. 
CPS has applications in various fields like—robotics, military, energy, 
healthcare, infrastructure, consumer, communication, transportation, etc. 
Moreover, CPS is a generic intelligent feedback system that is real-time, 
adaptive, and predictive and has distributed network with the power of 
actuation and wireless sensing. There are various essential components 
of CPS as shown in Figure 12.1. These CPS essential components are 
described below:

• Internet of Things of Sensors—The IoT refers to a network 
of physical items, sometimes known as “objects,” that are 
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integrated with sensing devices, applications, and other 
techniques that are used to communicate and exchange 
information between devices and organizations over the 
Internet. Both CPS and IoT relate to current trends in com-
bining digital skills, such as network connectivity, with 
physical devices and systems. The lack of clear differentiat-
ing measures and the consolidation of terminologies point 
to a growing agreement on CPS and IoT ideas’ similarity. 
Through the integration of the different organizations’ aca-
demic, creativity, and standards activities, this confluence 
provides chances for development.

• Mobile Networks—Cellular networks are another name for 
mobile networks. They’re composed of “cells,” [5] which are 
generally hexagonal pieces of terrain with at minimum one 
transmitter cell tower and employ a variety of radio transmis-
sions. According to the desires and requirements produced by 
the usage of mobile apps, mobile network congestion is sub-
stantially rising. The mobile networks play a crucial role in the 
architecture of CPS.

• Embedded Systems—A CPS [6]  is a system that combines 
computing with physical processes. Conventional methods 
are monitored and controlled by embedded systems and 
servers, which generally include feedback mechanisms 
where physical activities impact calculations and vice versa. 
CPS is about the junction, not the unification, of the physical 
and the cyber as an intellectual exercise. Understanding the 
cyber and physical individual components is insufficient. 
Rather, we must comprehend their interactions. In basic 
terms, cyber-physical systems refer to the entire network, 
including both hardware and virtual elements. Just the 
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Figure 12.1 Essential elements of CPS.
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primary brain of the computer, wherein your instructions 
are executed, is referred to as an embedded device.

• Wireless Sensor Networks (WSN)—WSN [7] are a signifi-
cant component in CPS because of their minimal sophistica-
tion and resilience. In a dispersed controlled environment, 
integrating a wireless sensor network into a cyber-physical 
system delivers enormous benefits. Nevertheless, the CPS’s 
complex structure and WSN make it vulnerable to both 
internal and external attacks. These risks may result in net-
work economic or architectural damages.

• Satellite Communication—The operational circumstances 
[8] in an inclusive environment pose a geographical chal-
lenge for CPS in geo area, and the human computer interac-
tion will be critical. A shift in our attitude about GIS might 
lead to the development of new value-added geospatial data 
applications. It will necessitate new data exchange, analytics, 
protection, and security methods and systems, among other 
things. The authors [9] have created a panorama of available 
communication modeling products and approaches, and 
then offer an infrastructure for engaging with the entire CPS 
model.

12.2 Cyber-Attacks and Security in CPS

To execute sophisticated control and automation activities, our civiliza-
tion is heavily dependent on the effective coupling of physical and digital 
technologies. Designing [10] such cyber-physical systems to assure their 
effectiveness, safety, and reliability is an extremely important study topic. 
Computational and physiological assets are tightly intertwined in many 
real-world systems: embedded systems and telecommunication systems 
regulate physical actuators that function in the outside globe and obtain 
information from sensors, resulting in a smart control loop competent of 
adjustment, independence, and increased efficiency. CPS is a term that is 
used to describe such organizations. Due to wide range of applications, CPS 
possesses the need for cybersecurity. Pertaining to cybersecurity domain, 
the CPS are very much prone to intrusion detection, privacy, malicious 
attacks and resilience.

Computer engineering science [11] have historically treated security 
and safety as separate issues. The addition of computer aspects to CPSs 
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has opened a completely new world of possible difficulties that conven-
tional engineers are not usually aware of. Software engineers and/or tech-
nologists, on the other hand, have generally thought of security, as an 
information or communications security issue that should be addressed. 
Improvements in CPSs and the Internet of Things necessitate a coordi-
nated approach to security and safety. This article [12] establishes a safety/
security detection mechanism for CPSs and IoT systems, as well as exam-
ines new approaches for improving CPS and IoT scheme security and 
safety. People faced additional problems because of the establishment of 
CPS. Assuring the cybersecurity of CPS is among the most difficult issues 
in a wide range of cyber-attack countermeasures. The purpose of this study 
is to examine and categorize current research publications on CPS security. 
CPS philosophical concerns are discussed. Their impact on many elements 
of people’s life is examined. The functioning of the CPS is explained. The 
major challenges and answers in estimating the impacts of cyber-attacks, 
modelling and detection of cyber-attacks, and developing security archi-
tecture are discussed. The most common forms of assaults and threats to 
CPS are examined. 

CPS has created preparation for future customized healthcare because 
of its significant leap ahead. Such technologies, nevertheless, are vulnerable 
to cyber-attacks. The security problems of CPS should be carefully exam-
ined and handled in order to offer patients with a safe and trustworthy 
medical experience. As a result, this article kicks off a debate on CPS secu-
rity. Security concerns with its key components, such as wireless body 
area networks, cloud technology, and 5G, are highlighted. The significant 
impact of virtualization to secure communication is also examined in this 
chapter [13]. To control and analyse physical phenomena, CPSs combine 
communication and computation characteristics. Communication net-
works are frequently used to specific methodology, motors, and devices, 
which are typically built on Programmable Logic Controllers (PLC). The 
usage of communications infrastructure makes the CPS more vulnerable 
to assaults that might put it in dangerous situations. In this work [14], we 
present a defensive approach for centralized management networks that 
avoids impairments caused by cyber assaults in the sensor and/or actuator 
communication methods without altering the behavior of the closed envi-
ronment when it is not invaded.

IoT devices collect data from their surroundings, do calculations on it, 
and then retain or communicate the information to another device with 
comparable characteristics. Numerous trust and security problems develop 
because of this communication mechanism, which must be addressed 
immediately. Certain trust and security problems might pose a danger to 
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the IoT infrastructure; therefore, they must be addressed using the most 
up-to-date design, methodology, and technologies. This article [15] aims 
to illustrate some of the most significant challenges to IoT security and 
trust, as well as how current design addresses them. There are various 
cyber-attacks possible on the CPSs. Most of them are shown in Figure 12.2. 
The cyber-attacks related to CPS are categorized based on the various com-
ponents of CPS. Cyber-attacks like GPS spoofing, false radar signals, fail-
ure of equipment, illegal access, and hardware tampering are related to the 
sensors that are the part of CPS. Attacks on actuators comprises of power 
attacks, installation on spyware, bounded attacks, software tampering and 
compromised signals. 

Communication systems are also vulnerable to the majority of cyber- 
attacks, most of them are—data theft, spoofing of data packets, eavesdrop-
ping, Sybil attacks, and software malfunctioning. The Feedback systems 
form the integral part of CPS and they are vulnerable to fake feedback, 
attack on integrity, and disruption of control. Selective Forwarding [16], 
Packet Impersonation attack, Protocol Rewinding, Sybil, and other tele-
communication assaults can be used to interrupt resource distribution 
among nodes in favor of virus that violates system package routing. Any 
manipulation of the data may result in problems in subsequent process-
ing needs. If an adversary can only collect and send genuine data packets, 
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then recording some “regular” data and playing it, back to evade detec-
tion is a viable attack strategy. The creation of protocols to create connec-
tions between disturbance producers and listening devices between and 
within CPS is required for secure communication. Numerous e-businesses 
and retail establishments are turning to IoT-based technologies for their 
sales, advertising, efficiency, and marketing as technology progresses. Such 
IoT-based products are extremely beneficial to both the company and the 
client. Those approaches, nevertheless, are subject to a variety of privacy 
and security problems. The increase of cyber risks in IoT, the corporate 
perspective of IoT for E-Business & Commerce Security, developments in 
e-business and retail as a result of IoT, and the movement of malicious 
attackers linked to security and privacy issues in e-business and retail were 
all described in this article [17].

The interplay between cyber realm and physical sphere components and 
processes may be used to improve the cyber-physical system’s safety. To 
accomplish so, we must first examine multiple cyber and physical domain 
information flows and use model capabilities to define the relationship 
between them. The authors [18] provided a concept of cross-domain safety 
for cyber-physical systems in this research, as well as a vulnerability assess-
ment methodology that can be used to generate innovative cross- domain 
attack scenarios, attack detection techniques, and so on. The manner 
humans live now and in the future will be radically altered by technological 
advancements in decentralized CPS. A multi-agent CPS, from the stand-
point of security and privacy, is a connection of sensors, actuators, and 
compute nodes, i.e., a system with numerous threat vectors and hidden 
vulnerabilities originating from both computer and direct assaults. In this 
work [19], we propose that a fundamental change in application develop-
ment for multi-agent CPS is urgently required. Although there has been a 
spike in attention in CPS security, it is widely believed that the attacker has 
a complete understanding of physical information systems.

This study [20] shows that such an unreasonable requirement may 
be relaxed: by passively watching the controller parameters and sensory 
information, the attacker may still be able to recognize the model of the 
system. The assault with input–output data information may be classi-
fied as a Known-Plaintext Attack in this scenario. The opponent has been 
given sufficient conditions under which he can gain special knowledge 
about the underlying physical systems. To address security issues in CPS, 
only a few tools were created. The study on this subject is in growing mar-
ket in order to enhance knowledge and provide lot additional security 
mechanisms for the CPS. In this work [21], we explore existing risks to 
CPSs, suggest a categorization and grid for these vulnerabilities, and use 
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a quantitative method to do a basic statistical analysis of the obtained 
data. We discovered that four key contributors to the threat classifica-
tion of CPSs are the kind of threat, effect, purpose, and event types. In 
this article [22], we use a unified framework to analyze and standardize 
existing research on CPS safety. We pursue the well-known classification 
system of dangers, security flaws, threats, and control mechanisms from 
a safety standpoint; from a CPS elements point of view, we concentrate 
on cyber, physical, and cyber-physical elements; and from a CPS systems 
approach, we investigate general CPS characteristics as well as reflective 
structures, such as smart metering and healthcare CPS. The paradigm can 
be both generic and particular, capturing any information needed in a 
CPS program.

12.3 Privacy in CPS

Vital infrastructure, smart facilities, and industrial control systems all rely 
heavily on CPS. Because they lack sufficient security mechanisms, they are 
more susceptible and unstable than traditional computer systems, posing 
a new threat to the control system. In situations of risk, CPS personal data 
is essential and delicate, and its disclosure would allow an adversary to 
corrupt manufacturing systems, raising the danger of human injury and 
boosting the possible loss of assets. The authors [23] have presented a new 
risk vector for CPS in which an attacker may remotely and quickly extract 
critical control and data programs from CPS without requiring any iden-
tification. CPS relies on a wide range of discrete and varied sensors, which 
may jeopardize the confidentiality of these new technologies’ consumers.

Challenges [24] on privacy are usually passive in nature, and may need 
gaining access to private information or inferring particular information 
from the public data. Following the identification of a CPS’s flaws, defenses 
must be developed to restrict or impede adversary access. The defenses are 
divided into three categories. Security methods like as identification, access 
restrictions, security rules, and network segmentation are used to prevent 
the attack. Despite the importance of preventative methods, attackers with 
sufficient money, time, and dedication can still defeat the CPS network 
and execute effective assaults. Anomaly behavior and assaults in the net-
work are detected using detection techniques. Since most CPS operate in 
real time, a security protocol may be required to intervene immediately in 
order to minimize identified threats. Proactive reaction refers to the mea-
sures taken after an attack has been discovered, with the goal of reducing 
the assault’s effect and, if feasible, restoring the system. We concentrate 
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on those that are conducted online in response to the identification of an 
assault and are largely automated.

Transportation Cyber-Physical Systems (TCPS) [25] have progressed 
in tandem with the global transportation sector. The fast spread of TCPS 
presents us with a wealth of information and limitless opportunities for 
analysing and comprehending the complicated underlying mechanism 
that regulates the new intelligence environment. TCPS also opens up a 
slew of new application possibilities, including vehicle safety, energy econ-
omy, pollution reduction, and intelligent repair. Nevertheless, when using 
TCPS’s services and convenience, users, cars, and even the networks them-
selves may lose anonymity during data transfer and analysis. In a general 
sense, this chapter summarizes the state-of-the-art study results on TCPS. 
Firstly, the authors have mentioned the standard TCPS paradigm and its 
basic data transmission method. Secondly, the authors provided a bird’s-
eye perspective of the current literature on the difficulties and privacy 
protection measures when it comes to TCPS privacy issues. Finally, the 
authors discussed the most current difficulties in TCPS as well as possible 
solutions to privacy concerns.

This article [26] gives a high-level overview of new control-theoretic 
methods to CPS privacy and security. It approaches the topic from a risk-
based perspective and creates a model structure that allows us to present 
and connect many of the latest contributions to the field. The authors 
focused on the notion of risk in terms of CPS under cyber-attacks, with 
a specific focus on characterisation of known attacks and assessment of 
likelihood and impact for CPS. The risk management process is then uti-
lized to provide an assessment of the region and to map various contribu-
tions to three key components of the framework. The protection of CPSs 
is critical for protecting sensitive data and identifying cyber-attacks. For 
securing actual information and detecting cyber-attacks, creating a com-
prehensive privacy-preserving anomaly detection technique necessitates 
physical and cyber data about devices, such as Supervisory Control and 
Data Acquisition (SCADA). This study [27] proposed PPAD-CPS, a novel 
privacy-preserving outlier detection methodology for protecting sensitive 
information and detecting hostile findings in power systems and associ-
ated network traffic.

The authors initially suggested a safe and smart framework for increasing 
data privacy in this paper [28]. Next, the authors showed a novel privacy- 
preserving collaborative learning mechanism and proposed a two-phase 
data breach mitigation system that includes intelligent data conversion and 
cooperative data leakage identification. The success of our suggested sys-
tem is demonstrated by numerical findings based on a real-world dataset, 
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which indicate that our scheme can achieve high precision, economy, and 
safety. CPS are part of the next era of integrated ICT systems, which are 
more prevalent in our daily lives. The most difficult challenge in the CPS 
area is ensuring cybersecurity against cyber-attacks. The purpose of this 
article [29] is to examine threats and assaults in different CPS domains, as 
well as to explore defensive strategies for avoiding assaults. In the research 
of the challenges and solutions in the estimate of cyber-attack repercus-
sions, attack modeling, and proposed security implementation, several 
security research have been contrasted. 

The most recent homomorphic cryptographic techniques only handle 
a restricted set of data types, rendering them challenging to use in a real-
world setting. The authors [30] presented a concurrent completely homo-
morphic encryption method that allows floating-point values to overcome 
this restriction. The suggested technique not only broadens the data types 
allowed by current fully homomorphic encryption techniques, but it also 
takes use of the features of multi-nodes in a public cloud to perform par-
allel cryptography through group-wise cipher text calculations. ALPHA 
[31], an anonymous orthogonal code-based privacy-preserving method for 
CPSs, is presented in this paper. The CPS is a fundamental component of 
today’s power grid, aggregating power usage from connected phones while 
maintaining customer information private, unidentified, and unidentifi-
able. An Anonymous Orthogonal Code-Based Privacy Preserving Scheme 
for Industrial Cyber-Physical Systems (ALPHA) is a proposed scheme that 
uses orthogonal bit codes and a systematized method to confirm and han-
dle user information confidentiality and untraceability while minimizing 
computational and communication overhead expenses.

In distributed software settings, this article [32] offers a combination of 
intent access controls with an obscurity approach for privacy-preserving 
policies and mechanisms that illustrate policy conflicting issues. This inte-
grated strategy will secure specific private information while also allow-
ing data to be shared with authorized parties for legitimate purposes. We 
utilized a heuristic algorithm to a privacy accessing management system 
in which the private need is to fulfil the k-anonymity, and we evaluated 
data with k-anonymity to produce a specific amount of concealment that 
preserves the utility of information. In a distributed environment [33] 
with spread spectrum receivers, the authors offered a private information 
waveform design technique supported by artificial noise (AN) to improve 
communication concealment. Initially, the authors looked at the scenario 
when the eavesdropper has complete channel state knowledge (CSI). To 
maximize the attainable secrecy performance, the authors optimize the 
AF factor for transmitting the information bearing signal as well as the 
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AN autocorrelation. Completing a succession of semidefinite programmes 
yields the best solution. Furthermore, using an incomplete eavesdropper’s 
CSI, a more realistic case is examined.

12.4 Conclusion & Future Trends in CPS Security

CPS are cyber-physical systems that engage in a feedback mechanism 
with the assistance of human interference, engagement, and usage. As the 
foundation for developing and future intelligent applications, these tech-
nologies will strengthen our vital infrastructure and have the capability 
to have a substantial influence on our everyday lives. The growing usage 
of CPS, on the other side, introduces new dangers that might have seri-
ous implications for consumers. Because security issues in this field have 
become a worldwide issue, developing strong, safe, and effective CPS is a 
major research topic. Security concerns are not modern, but technological 
advancements need the development of innovative ways to safeguard data 
from unintended effects. New risks and cyber-attacks will continue to be 
influenced, necessitating the development of new techniques to safeguard 
CPS. This article [34] examines security concerns at several stages of the 
CPS architecture, as well as threat assessment and CPS security approaches. 
Ultimately, the problems, prospective study topics, and potential solutions 
are given and debated.

CPS often entails a network of interconnected technologies that can 
constantly monitor real-world objects and activities. They are similar to 
IoT systems, with the exception that CPS concentrates on the interplay 
of mechanical, communication, and computing operations. Because of 
their integration with IoT, a new CPS component, the Internet of Cyber-
Physical Things, has emerged (IoCPT). The rapid and substantial evolu-
tion of CPS has an impact on many parts of people’s lives and allows for a 
larger range of services and solutions, such as e-Health, smart homes, and 
e-Commerce. Interlinking the virtual and physical realms, on the other 
hand, introduces new security threats. As a result, CPS security has piqued 
the interest of both academics and businesses. The essential elements of 
CPS, as well as the associated applications, technology, and regulations, 
are covered in this article [35]. Furthermore, CPS unpatched vulnerabil-
ities, risks, and assaults are examined, as well as important concerns and 
difficulties. In particular, current security methods are given and assessed, 
with their primary shortcomings identified. Ultimately, based on the les-
sons acquired during this extensive study, numerous comments and sug-
gestions are made.
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CPS has its wide range of applications and is evolving day-by-day. A 
connectivity of embedded devices that communicate with tangible out-
puts and inputs is referred to as a CPS. In other respects, CPS is made up 
of a collection of linked systems that can observe and modify real-world 
IoT objects and activities. Sensors, integrators, and actuators are the three 
primary core components of the CPS. CPS systems may also detect and 
adapt to their surroundings, allowing them to influence and manipulate 
the physical universe. Figure 12.3 shows the future scope of CPS in vari-
ous domains. Domains like smart vehicles—electronic devices, unmanned 
vehicles, come under the future scope of CPS. Moreover, advanced areas 
like SCADA, smart grids, supply chain, healthcare devices, oil refineries 
and industrial IoT comes under the purview of CPS. 

Mobile CPS might serve as a fundamental approach for the construc-
tion of automotive communication networks, enhancing user privacy and 
security in changing vehicular communication situations. The authors ini-
tially differentiate mobile CPS from regular CPS in this study [36]. After 
that, the authors went through their three new application aspects: vehic-
ular networking technologies, healthcare systems, and mobile learning. 
Following that, the authors highlighted four major mobile CPS research 
issues: safety, power consumption, mobile dynamic environment, and sys-
tem reliability. 

This chapter has highlighted the various aspects of security and privacy 
in the CPS. The cyber-attacks on CPS are also highlighted in this chapter. 
Moreover, the future aspects and research areas related to CPS are also 
mentioned in this chapter. 
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Abstract
Cyber-Physical System (CPS) has recently gained intense popularity in the dig-
ital world. It has defined a new generation of digital system that mainly focuses 
on complex interconnectedness and amalgamation of virtual and physical worlds. 
CPS comprises of highly integrated computation, communication, control, and 
physical elements. The idea of Industry 4.0 has further surged the demand of CPS as 
one of the important components. So, in order to understand CPS more precisely, 
this study presents a detailed survey of the varied CPS application areas with more 
focus on features/architecture and related work. There are numerous interdisci-
plinary areas pertaining to CPS but this article is limited to Healthcare, Education, 
Agriculture, Energy Management, Smart Transportation, Smart Manufacturing 
and Smart Buildings. The other interesting CPS application areas are Military, 
Robotics, Decision Making, Process Control, Diagnostics, Aeronautics, and Civil 
Infrastructure Monitoring. 

Keywords: Cyber-physical systems, application areas of cyber-physical systems, 
CPS applications, Industry 4.0, smart manufacturing, smart buildings, healthcare

13.1 Introduction

Cyber-Physical Systems (CPSs) refer to integration of computational 
systems with the physical world objects. CPS provides collaboration of 
physical and virtual environments that requires additional computational 
power, computing resources, communication channels and storage for 
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monitoring and controlling the physical world entities. CPS represents a 
wave of advanced digital systems, that exhibit following functionalities: 

(1)   Establishing advanced connectivity that would confirm 
real-time acquisition of data from the physical world and 
interpretation of information by virtual environment.

(2)   Constructing a virtual environment with intelligent data 
management, analytics and computational abilities. The use 
of CPS aims to increase the implementation of large-scale 
systems by improving the adaptability, autonomy, efficiency, 
functionality, reliability, safety, and usability of such systems 
[13].

At high level of abstraction, CPS has six major building blocks, as shown 
in Figure 13.1, consisting of physical entities (sensors, actuators, embed-
ded and/or physical systems) and cyber entities that ensure effective com-
munication, control and computation over the cyber world [11, 27].

These, physical and virtual components are deeply coupled to be able 
to operate on different temporal and spatial dimensions, while exhibiting 
numerous and unique behavioral methodologies and interact with each 
other in ways that change with context [16].

Although CPS related research started way back in 2006 [20] when this 
term was first coined in the National Workshop on Cyber-physical Systems. 
But, with the commencement of Industry 4.0 i.e. the fourth industrial 

Cyber
Physical
Systems

Sensors

Communication

Actuators

Control

Embedded
and/or Physical

Systems 

Computation

Figure 13.1 Building blocks of cyber-physical systems.
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revolution, CPS has attracted researchers in a different perspective in 
which CPS has been defined as one of the key technologies of Industry 4.0.

13.2 Applications of Cyber-Physical Systems

Cyber-physical systems (CPSs) have attracted a lot of attention these days 
and considered to be a prominent technology. Many researchers have 
explored and presented studies related to collaboration of CPS with varied 
domains. CPS application domain covers varied areas including agricul-
ture, energy, education, healthcare, manufacturing, transportation, mil-
itary, smart environment, etc. In this section we will discuss some CPS 
applications with focus on architecture, features and related works.

13.2.1 Healthcare

CPS has been found to be a strong competitor for the technologies used 
to develop healthcare applications including on-site and off-site patient 
care. CPS provides ability to monitor patients remotely and give feedback 
despite of patient’s location. Extensive research is carried out for the medi-
cal sensors [30, 51] deployed in healthcare sector. These advanced sensors 
aid in remote patients’ data collection. This collected data is further sent 
to a gateway through wireless communication for safe storage and timely 
availability for the physicians. 

Primarily, healthcare CPS, also known as Medical CPS (MCPS), research 
focuses on intelligent sensor embedded systems for real time patient health 
observation, telemedicine systems that help in providing medical services 
remotely and autonomous robots to coordinate with patient’s physical 
activities [5]. As per author [13], MCPS are extensively being used in hos-
pitals and other medical care services to provide high quality and cease-
less medical aid to patients, but there are numerous challenges being faced 
from safety view point [35].

In [22], authors have presented a classification of CPS perspectives 
based on the service being provided with following categories:

1)  Application—CPS in healthcare offers varied applications/
services related to deployment in hospitals, assisted living, 
and elderly care. Depending upon the services being offered 
by MCPS, the elements of architecture vary. For instance, 
in hospitals where the medical aid is readily available, the 
intensive care unit (ICU) and Operation Theater (OT) 
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require more complex and safety-critical CPS architecture. 
In a controlled environment, a networked closed-loop CPS 
is suggested that works by involving medical professionals 
in the working to ensure patient safety and effective work-
flows. On the contrary, in the assisted living environment, 
health monitoring without intervening the patient’s normal 
living routine is desirable. The MCPS for such environments 
would be very useful in providing support and care both in 
elderly living and individual homes [22].

2)  Framework—The framework of a CPS is delineated by three 
major components namely, infrastructure, data require-
ment and composition. From the infrastructure viewpoint, 
CPS architecture can be server based or cloud based. Server 
based infrastructure is considered more appropriate for 
small architecture whereas cloud-based offers more scal-
ability and accessibility and are more economical [58]. CPS 
architectures also depend on the type of data to be used. In 
healthcare, we deal with variety of data ranging from sim-
ple textual data like temperature, blood pressure to complex 
data like MRI images, CT scans, etc. [63] stated that depend-
ing on applications, the data gathering techniques and data 
transmission procedures vary. In addition, CPS architecture 
also needs to incorporate the computational and communi-
cational requirements of the service. 

3)  Sensing ability—The primary functionality of every CPS is 
sensing. The biomedical sensors collect data from patients as 
input and fed to controllers for further processing and use. 
The major elements governing sensing ability of CPS are 
types of sensors (homogenous and/or heterogeneous), sens-
ing methodology (active or passive) and sensor parameters 
(single or multiple) to be used during patient data collection.

4)  Data management—Another important perspective for CPS 
architectures is the management of data collected in the data 
acquisition phase which involves data integration, storage 
and processing. Data integration involves collection of data 
from sensors and its processing to obtain vital information. 
This process reduces the amount of information to be shared 
over communicational channels. The data is then stored in 
the real-time database for its timely availability [17]. Data 
processing can be performed in distributed manner, in base 
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station or in cloud. The most crucial part of a MCPS is real 
time processing of data [32].

5)  Computation—Computational processes in MCPS are exe-
cuted for two major parameters: modeling (identification 
of necessary methodology to implement) and monitor-
ing (observing patients from anywhere and at any time).
Therefore, physicians need to access the required patient 
data accurately and timely [22]. 

6)  Communicational channels—In MCPS, the communica-
tional channels involves collection of patient data through 
sensors and delivering it over the cloud [23]. Recent devel-
opments in image processing as mentioned in [4] have 
presented ways for extracting and compressing images 
to be shared over communicational channels with higher 
efficiency. 

7)  Security—It is of utmost importance to ensure the security 
of patient data for any kind of unethical access and theft. So, 
MCPS architecture must inculcate high security features.

8)  Control—To bring effectiveness in dealing with emergency 
patients and calling the appropriate medical physician, the 
Medical CPSs must be aided with control and actuation 
resulting in appropriate decision making.

13.2.1.1 Related Work

A number of research studies have proposed different CPS architectures in 
healthcare sector with their respective features and limitations. 

[44] delineated an MCPS that facilitates physicians for diagnosing local 
and remote residents. It is based on cloud computing and facilitates phy-
sicians in collection, evaluation and diagnosis patient’s data. The operabil-
ity of this system is highly dependent on high speed internet connectivity 
which is quite difficult to be ensured in remote areas.

[46] investigated the technique for an efficient retrieval of the dental 
images from the databases in real time. Image attributes were used to 
recover and depict these images. The process includes identification of 
images and then classification into different teeth categories. The system 
has been found to be robust and provides accurate results. However, the 
implementation of this system requires a huge teeth model database.

In [39], authors have developed a system to be implemented in the oper-
ating room through integration of information technology and cybernet-
ics. The CPS developed consisted of a robotic nurse that would provide 
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assistance to surgeons during surgeries by passing surgical instruments. 
In addition, it would also keep a count of surgical instruments used as a 
personal health record.

To aid physicians in their routine tasks, [3] proposed a system that pro-
vides electronic checklist. This system was also built with the feature to 
interconnection with other devices and software applications. The major 
features offered by this system consisted of supporting medical staff in 
intensive care units to prepare medication for patients, data gathering, and 
other routine activities. Although this system offers multiple advanced fea-
tures like time and profile based analysis of patients, patient care mon-
itoring, etc., this system is not found yet to be applicable to all medical 
domains.

The research study in [57] is based on detection of varied falling pos-
tures. A particular falling posture is depicted by measuring the variation 
in numerical values between the body contact on ground and the body 
on rest at a specific time interval. It also identifies different types of daily 
activities such as jumping, walking, jogging, sitting, standing, movement 
on a staircase, etc.

[28] presented a study based on analysis of posture for predicting the 
recovery period post hip replacement surgery. The proposed system is an 
interconnection of seven sensors installed at some specific locations near 
surgery part. System detects the hip position and evaluates the load applied 
on the affected area by collecting information sent through these sensors. 
Furthermore, it also raises an alarm to notify the physicians in case of any 
unfavorable conditions.

The authors in [34] developed a system that collects data from wearable 
devices in order to monitor the medical profile of the people. The system 
is meant to capture audio and video signals to initiate early response to 
accidents. 

[60] is a research article based on wireless bio-sensor network sys-
tem, developed to predict heartbeat rate, pulse rate and oxygen satu-
ration in the patient’s body. The implementation is based on spatial 
contextual data collected from environmental parameters like tempera-
ture, and precipitation. This system also offered an interactive interface 
for medical professionals to help them monitor important signs from 
patients.

[40] proposed MCPS for collecting and accessing real time data through 
sensor networks. The major components of the proposed architecture were 
medical sensors for data collection, monitoring facility, cloud storage and a 
healthcare official for regulating security policies. 
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13.2.2 Education

On one side, where corona lockdown has hit the economy of the world 
badly but on the other side drastic rise in E-learning has been experi-
enced. The need of Virtual learning Environments have gained popularity 
during this time of crisis. Furthermore, the collaboration of physical envi-
ronments and virtual learning environments proposed as an Educational 
Cyber-Physical Systems (ECPSs) has also attracted researchers. 

Based on related studies, it has been observed that an ECPS paradigm 
must follow a set of mandatory requirements to provide effective commu-
nicational channels to help students and faculty interact in a better way. 
Moreover, administrative, assessment and pedagogical tools for managing 
learning process effectively as also desirable.

The essential components of an ECPS are:

• Virtual elements: This is required to enhance student involve-
ment in learning process. Different virtual elements can be 
images, videos, project based learning, demonstrations, etc.

• Interfacing: involving students in virtual activities through 
the physical modules.

• Physical modules: physical resources for providing interac-
tions among students.

• Feedback modules: monitoring student progression.
• Networking capabilities: sharing of data and information 

among students and faculty [48].

13.2.2.1 Related Works
The idea of collaborating CPSs with Education has gained popularity over 
the years and various researchers have contributed in this experimentation 
along with case studies. One of the studies focused on describing the use 
of Quartz language along with Averest toolset to implement cyber-physical 
system for educational purposes. The methodology was implemented for a 
post graduation course and focused on evaluation through practical work 
assignments given to students [7]. 

In another study, a smart laboratory was created through a cyber-physical 
system which included procedures related to habit based control, less audi-
ble communications and statistical analysis [36, 37].

The authors in [24] and [15] delineated their ideology related to offering 
cyber-physical systems as a mandatory course with theory and practical in 
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the curriculum of undergraduate students. The idea is to provide an insight 
to students about the relevance and need of cyber-physical systems.

Student engagement for evaluation and testing of CPS has also been 
encouraged by different researchers. In one of the studies, a programming 
model was developed that encouraged students to implement and test CPS 
control programs. Students modeled and programmed a CPS application 
through a web page. As a case study, students applied the proposed model 
in an embedded system design lab work [45].

13.2.3 Agriculture
Through technologies such as precision agriculture, smart water man-
agement, and efficient food circulation, CPS research can enhance gross 
food productivity and availability, thereby playing a vital role in agri-
cultural development. Sustained monitoring of the environment and its 
consequences on crops is used in agriculture to attain optimal output. 
Furthermore, contemporary tools and technologies can integrate informa-
tion technology and agricultural science to boost crop output in a way that 
is both economically and environmentally sustainable.

A CPS built and used to agriculture, the Agricultural Cyber-Physics 
System (ACPS), may collect crucial information on climate, soil, and crops in 
a high-granularity and timely manner to achieve a more accurate agricultural 
management system. ACPS may also continually monitor various resources, 
including as irrigation, humidity, plant health, and so on, using sensors in 
order to maintain ideal environmental values using actuators and devices.

A typical ACPS system is composed of:

• Sensors—Sensors are installed physically in different regions 
across the fields for monitoring environmental variables like 
temperature, pressure, humidity and so on. Further, data 
collection occurs and distributed across the network.

• Network—Data is sent from the receiving node to the con-
trol center using network communication equipment.

• Control center—The data collected by the sensor nodes is 
evaluated by the remote control center, to determine the 
directives of target agricultural facility.

• Farming tasks—Agricultural activities like fertilizing, irrigating, 
spraying insecticides, and so on are controlled remotely [2].
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13.2.3.1 Related Work

In [53], authors shared a cost effective greenhouse observation system for 
scientific farming by observing different atmospheric properties such as 
temperature, humidity and illuminance.

Irrigation schedules can be improved based on soil water monitoring. 
There have been a variety of methodologies used to study geographical 
variance of irrigation water amount. For this purpose, [1] experimented 
by installing sensors with in the areas to monitor the amount of irrigation 
water required. It is observed that electrical conductivity of soil and field 
elevation parameters can be used to distinguish the field areas as per differ-
ent levels of water requirements. 

Researchers in [55] used soil moisture data derived from sensors put 
in the field, along with crop reflectance measurements, to calculate wheat 
yield potential and nitrogen fertilizer rate is required. 

Profitability of fruit farming is always a concern for modern agriculture 
systems. An autonomous infield monitoring system was created by [29] 
to efficiently collect long-term and current environmental variations in a 
fruit field, with the goal of improving integrated pest management pro-
gram. Using WSNs, a remote observatory system was developed to provide 
precision farming services that can collect large-scale, long-distance and 
long-term infield data.

Based on multitemporal and multispectral satellite photos [10] provided 
a procedure for estimating groundwater required for irrigation. The pro-
cedure starts by classifying the crop, then this data is entered into the CPS, 
along with an accurate estimation of the crop’s water needs, and rectified as 
per farming exercises in the area.

Smart Pest Control system has been developed by [43] for efficient mon-
itoring of rats in the fields to avoid crop loss. Using this approach, one can 
save a ton of money to be spent on pest control, agricultural waste, and 
pollution.

On the basis of CPS architecture and design technologies consisting of 
four levels, namely physical, network, decision and application layer, [47] 
developed a precision agriculture observatory system to capture the vege-
tation status of potato crop. In order to boost agricultural output, farmers 
can use the proposed system to track the evolution of particular metrics of 
interest and make suitable decisions.
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13.2.4 Energy Management

Cyber-Physical Energy Systems (CPESs) are special embedded systems that 
manage physical and virtual variables such as battery life, power flow, com-
putational process and network limits that constitute basic requirements 
for the bulk of existing energy systems [65]. Most of the current energy 
systems are large and distributed to adhere with new challenges and futur-
istic energy demands. Moreover, these systems should be flexible, efficient, 
sustainable, reliable, and secure. Because of this, Cyber-Physical Energy 
Systems (CPESs) have been deemed to be a suitable option for adaptive 
performance. CPES can achieve this level of performance by incorporat-
ing virtual technologies to monitor, communicate and control the growing 
physical systems in a systematic manner [42].

Listed below are the desirable characteristics of a CPES:

• Reliability: These systems should not compromise with sys-
tem failures and environmental changes.

• Autonomies: Unexpected situations and subsystem break-
downs must be accommodated by CPES’s robustness. It 
should be self-adapting and self-repairing in the event of a 
problem, i.e. it should be self-reliant.

• Integrated: By using network connectivity or embedded real-
time systems, CPES should be able to integrate compute and 
physical energy processes;

• Networked: In distributed systems, CPES makes use of net-
works. These internal networks include wired/wireless net-
works, Wireless LAN, Bluetooth, and other technologies to 
accommodate variety of devices and services. 

Smart Grids (SGs) are emerging as the next-generation electrical power 
grid, capable of adaptive and optimal power generation, distribution, 
and consumption. They intend to intelligently integrate the behaviors 
and actions of all stakeholders in the energy supply chain in order to effi-
ciently deliver sustainable, economic, and secure electric energy, as well as 
to ensure economical and environmentally sustainable use. The seamless 
integration and interaction of power network infrastructure as physical 
systems and information sensing, processing, intelligence, and control as 
cyber systems is critical to the success of SGs. Furthermore, the emerg-
ing new technology platform known as cyber–physical energy systems 
(CPESs) and cyber–physical power systems (CPSSs) is the perfect solution 
to address the specific integration and interaction issues in SGs, focusing 
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on effective and efficient interaction and integration of physical and cyber 
systems. Adopting CPS technologies in SGs will improve their operational 
efficiency, responsiveness to prosumers, economic viability, and environ-
mental sustainability [64].

13.2.4.1 Related Work

[56] created a cyber-physical power system application that can collect 
real time power consumption statistics and shared the need of autono-
mous electric vehicles and charging stations in the smart grid. The energy 
management framework presented also observed reduction in energy con-
sumption, allowing for more efficient power supply and distribution.

[38] developed a distributed model cyber-physical power systems that 
are vulnerable to data attacks. They mentioned dynamic state estimators 
based on a 9-bus power system for optimum control of large scale distrib-
uted systems.

[42] presented a cyber-physical smart grid model based on an incre-
mental approach across micro grid. CPS components, as well as cyber 
and physical networks that indicate linkages, are incorporated into this 
schematic model. The cyber and physical components of these CPS mod-
ules were combined. In the cyber world, each physical component has a 
virtual counterpart. Microsource (DG) and loads, on the other hand, are 
present in each microgrid component. Microsources are controlled by a 
micro source controller, and each load is controlled by a local controller. In 
the cyber realm, these controllers have a matching component. The com-
munication network is used to communicate between the local control-
lers and the Micro grid Central Controller. At the physical layer, energy is 
exchanged. Authors have also recommended future study topics such as 
de-centralized load management, closed loop voltage control, and small 
signal stabilization applied to smart grids.

[18] described the innovative INSPIRE co-simulation environment for 
both power and ICT systems, which is intended for assessing smart grid 
applications. The study evaluated the substantial influence of ICT sce-
narios on the performance of CPES applications for identifying a critical 
power system condition and recovering from the disturbed state by execut-
ing suitable countermeasures.

The goal of [50] is to comprehensively describe the interaction mod-
els and accompanying solution approaches in current CPPS research. The 
interactive characteristics of CPPSs are explored, as well as their modeling 
methods, which are thoroughly evaluated and described from the visual, 
mechanism, probability, and simulation perspectives. Furthermore, the 
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applicability and features of these models that are appropriate for certain 
study topics are explored. Various CPSS-related problem-solving tech-
niques are also examined and addressed.

Authors proposed the idea of Energy Internet Cyber-Physical Systems 
(EI-CPS) in this research study [14]. Different morphological character-
istics have been studied, such as dynamic property of multi energy flow, 
efficient and fast information processing capability, and coupling between 
energy and information flow, as well as technical challenges encountered 
in the implementation of EI-CPS.

13.2.5 Smart Transportation

Intelligent transportation aims to provide better transport services to 
society by enhancing public safety, reducing wait time, better traffic man-
agement, avoid congestion of traffic, etc. through sophisticated sensing, 
communication, computing, and control techniques. Researchers aim to 
achieve zero traffic death rate through implementation of autonomous 
vehicles.

Intelligent cars have improved their skills in highly and even completely 
autonomous driving. Before shifting to completely autonomous driving, 
it’s crucial to study driving so that an improved vehicle performance and 
traffic throughput could be achieved.

Smart transportation cyber-physical systems, also known as Cyber-
physical vehicle systems (CPVS) or Vehicular cyber-physical systems 
(VCPS), are made up of the following subsystems:

• Controller—The cyber world
• Physical vehicle plant
• Driver
• Human Intervention 
• Environment.

The behavior and final performance of the vehicle are determined by 
these strongly linked components. The co-design process in CPVS enables 
us to fully explore the system’s potential by optimizing physical architec-
ture and parameters in collaboration with the controller [31]. We must 
examine the “Human” of an autonomous car in addition to the cyber and 
physical worlds. In addition, the interaction effects of the vehicle plant, 
controlling factors and driving styles should be thoroughly studied [41].
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The design optimization of a CPVS, by considering process duration, 
actuator properties, energy consumption, and controller workload, was 
explored in [8].

The co-design of a typical CPVS utilizing platform-based design 
approach has been addressed in [41], which comprises of an autonomous 
vehicle with multiple driving behaviors. The study aimed to identify best 
design variable values to optimize the performance of system while fulfill-
ing a number of restrictions.

13.2.5.1 Related Work

In the area of transportation engineering, traffic measurement is one of the 
core functionalities as mentioned in [66]. The study discussed the imple-
mentation of road CPS for autonomous traffic data collection by counting 
the number of vehicles moving across different physical locations.

In addition to general circuitry in a cyber-physical system, CPVS 
includes wireless and satellite monitoring techniques to handle compli-
cated traffic flows, assure safety, and expand situational awareness. CPS 
research related to autonomous vehicles also tends to enhance communi-
cation between vehicles and infrastructures [33].

Computer vision algorithms based on convolutional neural networks 
(CNN) are utilized to automate the detection and re-identification of 
trucks utilizing traffic cameras in order to correlate vehicle weights to 
bridge responses [26].

[62] investigates the characteristics of cyber-physical vehicle system 
such as heterogeneity and distributedness, and then proposed a model 
with extended hybrid automata in CPVS. Finally, an experimental study 
based on the proposed model has been discussed for vehicle speed control 
system.

13.2.6 Smart Manufacturing

Because of factors such as mass production, local and international mar-
keting, economic expansion, and so on, smart manufacturing has become 
an emerging area.

Nowadays, it is widely acknowledged that the primary difficulties in the 
design of production systems are flexibility, modularity, and reconfigurabil-
ity. Smart manufacturing involves integration of software and hardware 
techniques to enhance efficiency in the manufacturing [21]. Another term 
that is commonly used to describe next-generation smart manufacturing 
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is “smart factory”. CPS is a critical technology for understanding Smart 
Manufacturing.

One of the results of the Industrie 4.0 initiative is Smart Manufacturing. 
Industry 4.0 is a strategic project launched by Germany that provides a sig-
nificant potential for future production [25]. The goal of Industrie 4.0 is to 
be a trailblazer in future production. The Smart Manufacturing Leadership 
Coalition (SMLC), a non-profit organization, was founded in the United 
States comprising of manufacturing suppliers, practitioners, and consortia, 
as well as technology firms, educational institutions and government labs 
for achieving future smart manufacturing [52].

This fourth industrial revolution has impacted a wide range of indus-
tries, including manufacturing, education, and the military. There are 
four key elements at the heart of Industry 4.0 that make it the most 
powerful revolution in history. The Internet of Things (IoT), Internet of 
Services (IoS), Smart Factory, and Cyber-Physical Systems are the main 
aspects. According to the authors, Smart Factory is a component of Smart 
Manufacturing and hence a key feature of Industry 4.0. The architecture of 
Cyber-Physical Manufacturing Systems (CPMS) proposed by [61] com-
prises of following modules:

• System Input—includes customer product requirements, 
man power, raw materials, funds, etc.

• Internet of Services—to handle virtual service related activ-
ities connectivity, interoperatability, virtualization, cloud 
computing, web service, etc.

• Internet of Things—sensors and actuators, etc. 
• Cyber-Physical System—for integrating physical and virtual 

environments as per defined standards for data exchange, 
processing, and communications.

• Internet of Content and Knowledge—for efficient processing 
of data to be transformed into useful information during 
manufacturing process.

• Interconnection—how all components are collaborating 
among themselves.

• Factory—place representing physical manufacturing of 
products where process is controlled by all other compo-
nents as per interconnection in manufacturing process.

• Output—manufactured goods, products, services.
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13.2.6.1 Related Work

To deal with changes in the industrial environment, the author suggested 
a paradigm and technology for building a Cyber-Physical Manufacturing 
System (CPMS). These CPMSs are biologically inspired engineered sys-
tems that exhibit the behavior of being self-adjusting and auto-recovering 
as well as highly responsive to changing manufacturing demands. The 
architecture of CPMS is mainly based on Internet of Things (IoT) para-
digm comprising of wireless and sensor networks [54].

In [12], authors discussed a logical structure of CPS based smart fac-
tory integrated with different technologies like Big data, Digital twin, vir-
tualization and cloud computing. The model presented is way similar to 
the notion of Industry 4.0 that involves the integration of leading edge 
technologies to provide better manufacturing solutions. It has also been 
discovered that the combination of these technologies would also result 
in an engineered system that would exhibit properties like self-adjusting, 
self-learning, inferring, etc.

[59] introduced Cyber-Physical Product Service System (CPSS) and its 
application to industry examples. They asserted that by using CPSS indus-
try can easily understand the change in requirements with respect to ser-
vice, hardware and software and ultimately would offer better adaptability 
to changing manufacturing demands.

[6] presented a model of automated warehouse based on cyber-physical 
system to achieve higher flexibility. 

13.2.7 Smart Buildings: Smart Cities and Smart Houses

The growing popularity of CPS-based infrastructure makes the concept of 
smart buildings a reality. The process of making buildings smart mainly 
consists of installing a distributed CPS to control and automate different 
basic building processes like heating, cooling, ventilation, lighting, man-
aging security systems, etc. Smart/Intelligent Building is often mentioned 
in context to the next-generation building. Moreover, these are required to 
comprehend the notions of smart grid, smart city and smart homes [21].

Smart city refers to a next-generation urban infrastructure that accounts 
for smart integration of services including Energy distribution, Medical 
facilities, Security, Transportation, Environmental monitoring, Business 
management, and Social Interactions. 
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One of the important constituents of smart cities are smart homes that 
too require smart integration of CPS elements to control physical and vir-
tual environment within a house. 

The ultimate goal of smart infrastructure, comprising of intelligent 
buildings, smart houses and smart cities, is to provide ease in lives of 
residents. Smart infrastructure will also contribute in public protection 
through implementation of smart transport [13].

13.2.7.1 Related Work

[9] identifies the characteristics of some important definitions of smart 
cities, explains some lessons learned from this in CPS, and explains some 
basic research agendas. The author proposed smart cities as a new CPS 
paradigm that includes strict system requirements to ensure personal 
information protection, flexibility, environmental considerations and pro-
cessing large amounts of information. 

Different smart house models have been presented by research-
ers including the Gator Tech Smart House, Duke University Smart 
House, Smart Home by Iowa State University, and National Institute 
of Information and Communications Technology (NICT) Ubiquitous 
Home, etc. [19]. 

[49] discussed a user-friendly model of a smart house equipped with 
mobile based control center which was designed to facilitate all types of 
users with ubiquitous access to control complex components of CPS repre-
sented by sensors, actuators, process and robots.

[36] presented the notion of applying CPS for laboratory automation. 
With the technological advancements, the laboratories’ works have also 
been revolutionized with inclusion of new equipment setups and services 
consisting of regularizing environmental conditions, analyzing incidents 
and other abnormalities, etc.

13.3 Conclusion

The Cyber-Physical Systems (CPSs) has gained popularity over the time 
to be a good fit for academic research and industry oriented tasks. It has 
emerged as a best design standard present and future digital systems in col-
laboration with real world. In fact, the notion of Industry 4.0 has increased 
the popularity of CPS and made researchers think about the implementa-
tion of CPS from different dimensions. CPS has been put forth as one of 
the main components of Industry 4.0. 
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The idea behind CPS is not merely focused on the integration of physical 
and cyber world rather additionally, demands for sophisticated data gath-
ering and management, computation and analysis of the information flow 
between physical and virtual environment. In addition, CPS are expected 
to exhibit other desirable properties including, adjustability, efficiency, 
reliability, security and usability.

In this review, the importance of CPS from interdisciplinary view point 
has been presented. The major building blocks of the CPS have also been 
mentioned. Although CPS is a wide research area, it spans over varied 
interdisciplinary applications in different dimensions. Therefore, each 
application requires the analysis of related system architecture, features, 
requirements, reasoning competencies and integration with advanced 
technologies. Although there are numerous application areas pertain-
ing to implementation of CPS but in this study we have focused majorly 
on Healthcare, Education, Agriculture, Energy Management, Smart 
Transportation, Smart Manufacturing and Smart Buildings. The elabora-
tive study about these areas includes features, CPS architecture and related 
works for each application area. The other interesting CPS application areas 
are Military, Robotics, Decision Making, Process Control, Diagnostics, 
Aeronautics, Civil Infrastructure Monitoring, etc. After studying few of the 
CPS application areas, it has been realized that each of them can be further 
investigated as a separate research area as it included distinct and multiple 
sub applications. 
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