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Foreword

The 4th International Conference on Cyber Security Intelligence and Analytics
(CSIA 2022) is an international conference dedicated to promoting novel theoretical
and applied research advances in the interdisciplinary agenda of cyber security,
particularly focusing on threat intelligence and analytics and countering cybercrime.
Cyber security experts, including those in data analytics, incident response, and
digital forensics, need to be able to rapidly detect, analyze, and defend against a
diverse range of cyber threats in near real-time conditions. For example, when a
significant amount of data is collected from or generated by different security
monitoring solutions, intelligent and next generation big data analytical techniques
are necessary to mine, interpret, and extract knowledge of these (big) data. Cyber
threat intelligence and analytics are among the fastest-growing interdisciplinary
fields of research bringing together researchers from different fields such as digital
forensics, political and security studies, criminology, cyber security, big data ana-
lytics, and machine learning to detect, contain, and mitigate advanced persistent
threats and fight against organized cybercrimes.

CSIA 2022, building on the previous successful online meeting (2021 and 2020
due to COVID-19), in Wuhu, China, (2019) is proud to be in the fourth consecutive
conference year. Each paper was reviewed by at least two independent experts. The
conference would not have been a reality without the contributions of the authors.
We sincerely thank all the authors for their valuable contributions. We would like to
express our appreciation to all members of the program committee for their valuable
efforts in the review process that helped us to guarantee the highest quality of the
selected papers for the conference.

Especially, CSIA 2022 has a significant amount of international contributions,
and authors are from China, India, USA, Philippines, UAE, Egypt, Turkey,
Australia, Korea, Canada, Brazil, UK, etc.

Our special thanks are due also to the editors of Springer book series “Lecture
Notes on Data Engineering and Communications Technologies,” Thomas
Ditzinger, Suresh Dharmalingam for their assistance throughout the publication
process.
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The 4th International Conference on Cyber
Security Intelligence and Analytics

(CSIA 2022)

Program Book
Online Conference, March 19, 2022
Due to COVID-19, authors, keynote speakers, and PC committees will attend the
conference online by Tencent Meeting.
http://www.csia.fit/csia2022

ix

http://www.csia.fit/csia2022


Conference Program at a Glance

Saturday, March 19, 2022, Online Tencent Meeting

9:50–10:00 Opening Ceremony Kim-Kwang
Raymond Choo

10:00–10:40 Keynote 1 Octavio
Loyola-González

10:40–11:20 Keynote 2 Xiaolu Zhang

11:30 Best Paper Awards Zheng Xu

14:00–18:00 Technical tracks 1: Cyber intelligence and analytics
from different layers of network space solutions

Xiaolu Zhang

Technical tracks 2: Control systems, system integration,
and industrial artificial intelligence

Octavio
Loyola-González

Technical tracks 3: Cloud computing, big data, the
Internet of Things, and their system Intelligence

Saed Saleh Al
Rabaee

Technical tracks 4: Machine learning, computer vision,
image processing, and their intelligence applications

Niken Dwi
Wahyu Cahyani

Technical tracks 5: Computational intelligence,
blockchain, VR, and their engineering intelligence
applications

Nurul Hidayah
Ab Rahman

Technical tracks 6: Marketing decision making,
E-commerce, and their sustainable intelligence
computing

Reza Meimandi
Parizi

Technical tracks 7: Cyber intelligence for education
course and applications

Zheng Xu
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CSIA 2022 Keynotes



A Review of Fuzzy and Pattern-Based
Approaches for Class Imbalance Problems

Dr. Octavio Loyola-González

Altair Management Consultants, Spain

Octavio Loyola-González received the Ph.D. degree
in computer science from the National Institute for
Astrophysics, Optics and Electronics, Mexico, in
2017. He worked as a distinguished professor and a
researcher with the Tecnologico de Monterrey at
Puebla, for undergraduate and graduate programs of
computer sciences. He is currently responsible for
running machine learning and artificial intelligence
practice inside Altair Management Consultants
Corporation, where he is involved in the development
and implementation using analytics and data mining
with the Altair Compass Department. He has out-
standing experience in the fields of big data and
pattern recognition, cloud computing, the IoT, and
analytical tools to apply them in sectors where he has
worked for as banking and insurance, retail, oil and
gas, agriculture, cybersecurity, biotechnology, and
dactyloscopy. From these applied projects, he has
published several books and articles in well-known
journals, and he has several ongoing patents as the
manager and a researcher in Altair Compass. He is a
member of the National System of Researchers in
Mexico (ranked one). He received several awards
from different institutions due to his research work on
applied projects.
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Non-negative Matrix Factorization-Based
Heterogeneous Graph Embedding Method
for Trigger-Action Programming in IoT

Dr. Xiaolu Zhang

University of Texas at San Antonio, USA

Xiaolu Zhang received the Ph.D. degree in computer
science from Jilin University, Changchun, China, in
2016. He is currently an associate professor in the
Department of Information Systems and Cyber
Security, University of Texas at San Antonio
(UTSA), San Antonio, TX, USA. Prior to his current
position, he was a visiting Ph.D. student in the
University of New Haven, West Haven, CT, USA,
and a postdoc researcher with the University of Texas
at San Antonio. His research interests include wide
field of mobile, IoT, and computer security and
forensics. Dr. Zhang was the recipient of a China
Scholarship Council Scholarship for his doctoral
work and UTSA’s Endowed 1969 Commemorative
Award for Teaching Excellence in 2021.
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Oral Presentation Instructions

1. Timing: a maximum of 10 minutes total, including speaking time and discus-
sion. Please make sure your presentation is well timed. Please keep in mind that
the program is full and that the speaker after you would like their allocated time
available to them.

2. You can use CD or USB flash drive (memory stick), make sure you scanned
viruses in your own computer. Each speaker is required to meet her/his session
chair in the corresponding session rooms 10 minutes before the session starts
and copy the slide file (PPT or PDF) to the computer.

3. It is suggested that you email a copy of your presentation to your personal inbox
as a backup. If for some reason the files cannot be accessed from your flash
drive, you will be able to download them to the computer from your email.

4. Please note that each session room will be equipped with a LCD projector,
screen, point device, microphone, and a laptop with general presentation soft-
ware such as Microsoft PowerPoint and Adobe Reader. Please make sure that
your files are compatible and readable with our operation system by using
commonly used fronts and symbols. If you plan to use your own computer,
please try the connection and make sure it works before your presentation.

5. Movies: If your PowerPoint files contain movies, please make sure that they are
well formatted and connected to the main files.

Short Paper Presentation Instructions

1. Maximum poster size is 0.8 meter wide by 1 meter high.
2. Posters are required to be condensed and attractive. The characters should be

large enough so that they are visible from 1 meter apart.
3. Please note that during your short paper session, the author should stay by your

short paper to explain and discuss your paper with visiting delegates.

Registration

Since CSIA 2022, use online meeting, no registration fee.
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Abstract. How to manage the information in the modern archives of information
technology sweeping the world has become an urgent issue. The purpose of this
article is to study the management of smart archives based on new information
technology. This article establishes a management system for smart archives, and
compares it with references and cases and data obtained from the Internet. Deter-
mine the specific system functions and management process. First, it analyzes the
historical background and concept of smart archives in detail, and then according
to the current new information technology, taking into account the problems of
drainage, dust prevention, light protection, ventilation, fire prevention, and anti-
theft, it adds intelligence to the smart archive management system. Sensors and
automation functions to ensure the security of physical files and electronic files.
On the basis of information technology, algorithms and practices are added, and
actual data is used to prove the feasibility and rationality of the research direction
of this article. Experimental research shows that based on the research of smart
archives warehouse management based on the new information technology pro-
posed in this paper, the ACA algorithm is integrated into the smart archive system,
and the efficiency will be greatly improved after the ACA algorithm is optimized.

Keywords: Archive management · Information technology · Archive
management · Archive informationization

1 Introduction

With Internet technology, mobile communication network, Internet of Things, cloud
computing, big data and other emerging information technologies have beenwidely used,
dragging the development of filemanagement informatization, how to establish amodern
informatization archive library to protect archive information the security has become a
problem for managers. First, conduct a demand analysis of archive management, design
the specific operation process of the archives, and then use new information technology
to realize digitization.

In the research on the management of smart archives and warehouses based on new
information technology, many scholars have conducted research on it and achieved good
results. The development trend of technology is still strong. People are beginning to enter
the era of intelligence. With the ubiquity of technology, historical changes have taken
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place in the field of file management, and the new intelligence of file management is
about to open [1]. Chen Xiaolei and Wu Wei said that the development of integrated
management of file information has become a trend. Facing the management of massive
information resources, archivists need to explore the transformation and development
of archival management. Under the Internet + mode, archives can be intelligent, mod-
ernization of information, standardization of function management, development oppor-
tunities for archives management, and efforts to build and promote intelligent archives
are important guarantees for archives development [2]. The intelligentization of archive
warehouses can avoid many shortcomings of traditional warehouses and achieve the
improvement of warehouse management goals.

This paper determines that the basic ACA algorithm and the optimized ACA algo-
rithm are added to the management system of the smart archives, and then the optimized
ACA algorithm is compared with the heuristic algorithm, and the actual data is used to
prove that this is added to the archive management system.

2 Overview of Smart Archive

2.1 The Background of the Archive

The archives are produced with the appearance of words, and the archive warehouse
is the companion of the archives. In history, every dynasty will have its own archive
storage institution. According to historical research, the generation of archives can be
traced back to the Yin and Shang dynasties, when the society at that time would already
use the old archives in the basement of the ancestral temple. The Tianfu in the Zhou
Dynasty is the earliest archival storage institution that still has documents that can be
studied.

Since the emergence of warehouses for storing archives, people began to pay atten-
tion to the safety of archives. From site selection to construction to use, all factors such
as archive safety and long-term preservation were taken into consideration. The con-
struction of archives in ancient times needs to fully consider the problems of drainage,
dust-proof, light-proof, ventilation, fire prevention, anti-theft, etc., and there are more
stringent requirements for the configuration of archives management personnel [3].

2.2 The Concept of Smart Archives

For example, some scholars believe that the definition of smart archives is the use of
emerging technologies such as the Internet ofThings and cloud computing to intelligently
manage diversified archives. With the intelligent perception and processing capabilities
of file information, it can provide ubiquitous file information similar services. Another
researcher believes that starting from the idea of creating intelligent archives, he pro-
posed that intelligent archives are a part of the city, and the way of embedding archives
is combined with intelligent buildings and intelligent technology to realize intelligent
management of archive entities. And the information of the city during operation [4].
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2.3 Functional Analysis of Smart Archives

The purpose of building a smart archive is to do a good job in the scientific management
of the archive, to discover, warn and resolve potential abnormalities and safety hazards
in a timely manner, and to ensure that the loss of archive entities is caused by external
factors. Reduce to aminimum. Therefore, when designing an intelligent filemanagement
system, the following key characteristics should be considered.

(1) Intelligent collection function

Intelligent management must be created on the basis of a full understanding of
warehouse information. Without information, it cannot be managed. Only by submitting
enough information can we effectively analyze the information and make decisions. The
data collection function is the main function to be realized in the design of the intelligent
file management system. The distributed smart sensor mainly collects environmental
information of the file repository.

(2) Intelligent analysis function

The data collected by the smart sensor is stored in the database and compared with
the pre-defined range of environmental standards in the archives to analyze and judge
the hazard nature, risk factors and risk levels of the incoming data. If the incoming data
is within the specified standard range, the system will automatically record the data and
analyze its changing law.

(3) Intelligent control function

The intelligent control function includes automatic alarm function and intelligent
connection control function. The intelligent management system compares and analyzes
the collected data and information, and transmits the analysis results to the intelligent
control system. The intelligent control system calls related equipment to the intelligent
management system according to a predefined control program and sends out signals
wirelessly. Send it to the file manager [5].

(4) Autonomous learning function

In addition to tracking and monitoring the corresponding information, the intelli-
gent management system also restores this information to the database, and continu-
ously adjusts and monitors behavior until the information is stable. Another function
is automation. The system will automatically record every adjustment and response
measures, summarize and classify.

2.4 Construction of Smart Archives

The construction of a user-oriented smart archive management system is mainly divided
into: service body, perception layer, data layer, guarantee system, resource integration
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processing layer, service layer, user and other parts. Under the premise of file informati-
zation, we will continue to use new Technology, new mechanisms, and new means fully
automate, intelligentize, and humanize the smart archive library.

(1) Service subject

The establishment of a smart archive database must cooperate with a government
department or a certain unit. The service body includes not only professional archive
staff, but also information workers from the government, enterprises and institutions [6].

(2) User

Users refer to government departments, enterprises, institutions, and the public that
have certain file requirements. Provide timely, accurate, and comprehensive archive
information services for information users; a smart archive library is needed to provide
them with comprehensive, authoritative, and true information.

(3) Data layer

The function of the data layer is to classify and store the data that can be sensed by
the perception layer. It is the foundation of the information service of the smart archives.
The data mainly comes from: digital achievements of archives, intelligent perception
of archived information of party and government agencies and public institutions, man-
agement process records of intelligent archives, network information collection, and
intelligent collection of public archives utilization data.

(4) Resource integration processing layer

The resource integration processing layer is mainly responsible for collecting and
integrating allocated resources into various databases at the data level, conducting data
mining, network-based and content-based knowledge bases, providing resource inte-
gration and service environment integration. The processing process includes analysis,
organization and development, Store and share.

(5) Service layer

Service is the most important link in intelligent file management. The intelligent
archivemanagement database will directly face users and provide users with information
services that meet their needs through the service platform.

(6) Perception layer

Perception level is the basis for constructing the entire system and the key to realize
the association of files and information. The perception and collection of relevant data
are realized through the Internet of Things, and the collected data is counted, analyzed,
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sorted and processed, and then the processed data is stored in the database to prepare for
file sharing and services [7].

3 Design and Implementation of Smart File Management System

3.1 System Development Platform and Functional Design

The development of a smart library management system should take application as the
core, simplicity, use, and convenience as the base point, and take into account technology,
application and development.

The development of the smart file management system uses the.NET technology, the
language uses the C# language, and the SQL SERVER is selected as the system database
on the C/S-based system architecture.

Advanced systems must ensure that the interface is simple, easy to use, and fast. In
terms of functions, it must (1) provide forward and reverse functions to ensure that users
can switch to another function at any time. (2) The home page return function allows the
operator to directly return to the main interface at any position. (3) The refresh function
allows the operator to refresh the system data at any time. (4) Timing reminder interval
can be flexibly set. (5) The current task should be reminded. (6) You can switch from
the task reminder window to the corresponding task window [8].

3.2 Intelligent Structure of Archives

Archives are a permanent base for keeping archives. Only under certain temperature and
humidity conditions can archives be preserved for a long time, which can well avoid
mildew and insects. Therefore, it should be clear that the temperature and humidity
of the archives should be controlled within a certain range. In order to prevent thieves
from stealing, destroying the archives of the warehouse, and tracking accidents in time,
real-time video surveillance is designed [9].

3.3 Application of ACA Algorithm

In the information flow of the process of retrieving archive information keywords, the
ACA algorithm can be used to concretely represent the retrieval process. The variable
τij represents the amount of information from i to j on the channel:

� = {τij(t)|ci,ci} (1)

Among them, set C is a collection of residual information of elements. Assuming
that the content of path pheromone at the beginning is �τij(0) = 0, then the transition
probability from channel i to channel j from k to time t can be obtained as pkij(t):

pkij(t) = { [τij(t)]∂ [ςik(t)]β
∑

s⊂ allowed
[τis(t)]α[ςis(t)]β (2)

Among them, the heuristic factor of the expression formula, the larger the probability
of k passing through the information channel [10].
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4 Data Practice Based on ACA Algorithm

4.1 ACA Algorithm Comparison

As shown in Table 1, the ACA algorithm is compared with the traditional heuristic
algorithm, and the efficiency of the algorithm search is obtained by classifying and
searching the files in the archives in the same world. Until 20 s ago, the number of
archives retrieved by heuristics was greater than the number of archives retrieved by
ACA algorithm. For example, 0.15 more files were retrieved in 10 s.

Table 1. Basic ACA algorithm test data

Algorithm name 5S 10S 15S 20S 25S 30S

ACA 0.20 0.75 1.3 3.0 3.6 5.0

Heuristic 0.40 0.90 1.4 2.95 3.5 4.30
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Fig. 1. Comparison of algorithm retrieval efficiency

As shown in Fig. 1, the heuristic algorithm is more efficient in the first 25 s of
retrieval, but after 25 s, the retrieval efficiency ofACAhas begun to continuously improve
and has far surpassed the heuristic algorithm. So we come to the conclusion that there
are generally more content to be retrieved in the management system of the intelligent
archives, so it is more appropriate to use the ACA algorithm, because the ACA algorithm
is more suitable for retrieval with a large amount of archive data [11, 12].

4.2 ACA Algorithm Optimization Data Comparison

On the basis of the preparation of 120,000 archive data, the heuristic algorithm, basic
ACA algorithm, and optimized ACA algorithm were searched for the same data on the
same computer.
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Fig. 2. Comparison of algorithm retrieval data

As shown in Fig. 2, the actual test shows that the heuristic algorithm still occupies a
certain advantage in the first 20 s, and is more efficient than the basic ACA algorithm,
but after the ACA algorithm is optimized, it is faster than the first two algorithms, and
in 20 s In the future, the retrieval efficiency will far exceed other algorithms.

5 Conclusions

This article uses data obtained from references and the Internet to set the algorithm of
the intelligent archive management system, and adds intelligent system functions on the
basis of planning the systemoperation process to ensure that users and administrators can
carry out the corresponding operate. And on the basis of optimizing the ACA algorithm,
a specific practical analysis of the efficiency of file detection is carried out, and the
corresponding conclusions are obtained and compared, which proves the superiority of
the algorithm over other efficiencies.
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Abstract. Document management is the original documents of different forms
with storage value directly produced by the subject in various activities, which
directly record the key information of the subject, which has great social prac-
tical value. The traditional method of document management is not only time-
consuming and laborious, but also easy to makemistakes. Document management
is a lot more difficult. These backward management methods can no longer meet
the actual needs of current economic and social development. However, with the
advent of the Internet age and the popularization of computers, the use of com-
puter technology to develop effective digital document management can greatly
improve the company’s operating efficiency, thereby enhancing the strength of
the entire enterprise. This article focuses on the research of RFID-based archives
management, understands the related theories of archives management and RFID
based on the literature, and then designs the RFID-based archives management
system, and then tests the designed system. The test results are obtained. It is con-
cluded that the system designed in this paper can meet the design requirements,
and the recognition rate is not much different from the actual value.

Keywords: File management · RFID technology · System design · Electronic
information

1 Introduction

With the vigorous development of network information technology, the network has
also begun to infiltrate all areas of daily life, including the transformation of traditional
office work methods [1, 2]. Using smart office methods to replace traditional manual
methods, greatly improving office work efficiency [3, 4]. Because the traditional docu-
ment management method is relatively backward, time-consuming, resource-intensive,
and it is more difficult to maintain the document in the later stage. Therefore, with the
development of modern computer technology, the use of modern computer technology
to achieve document management has become the main method of document manage-
ment [5, 6]. Modern document management uses the network and computer as the main
media, and takes the new document management theory as the main technical guiding
principle of file management to scan, store and use documents [7, 8].

For archive management research, some researchers suggest that the file manage-
ment system must first use a logical storage structure to manage these files. Because
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today’s companies have to deal with more and more complex files, business-level file
management systems need to organize and design a reasonable number of files. Docu-
ments, and use advanced network systems to quickly and accurately provide users with
search results [9]. Some researchers pointed out that defining user permissions is also a
very important aspect. Since the file management system includes all parts of the entire
enterprise, and the file operation authority of each department is different, it is necessary
to logically set the user authority of the file management system [10]. Some researchers
also pointed out that traditional file management requires the file manager to manually
search for paper files. Online file management significantly reduces file search time and
improves the use of corporate file value. In the storage of records, operators can quickly
and easily find the files they need, which also improves the work efficiency of enterprise
employees [11]. To sum up, although the file management system has been researched,
its application is not very extensive. There are still many companies in China that have
not realized the informationization of file management. This shows that there are still
some problems in the file relationship system at this stage.

This paper conducts research on RFID-based archives management, analyzes the
requirements of archives management system and the feasibility of RFID technology
on the basis of literature data, and then designs and tests the designed system based on
RFID, then draw related theories through test results.

2 Research on Archives Management System

2.1 File Management System Requirements

Archives are valuable historical archives formed on the subject of various social activ-
ities. These subjects can be government agencies, social organizations or individuals.
“Archives are the common intellectual property rights of mankind. With the develop-
ment of countries, enterprises, and institutions, the number of various information files
is increasing day by day, all kinds of printed information are emerging in large numbers,
and the number of files lacking management is gradually increasing. Traditional file
management can no longer meet actual needs. The details are as follows.

(1) The document workflow is very complicated and inefficient, and often takes a
long time. File management is done through traditional manual editing, which is
cumbersome and inefficient.

(2) The file storage sequence is easily interrupted. Saving files is confusing, it is difficult
to find files, and manual operations are unavoidable to make mistakes.

(3) It takes time to search for files. The process of doubling the file size requires filtering
all files to find a specific file.

(4) File security is weak and cannot effectively protect file security and prevent file
damage from malicious theft.

(5) The amount of file information is small. Traditional management methods cannot
manage file management information, and manual recording makes it difficult to
timely and accurately count file usage.

(6) The efficiency of file inventory is low. Due to the large number of files, it is difficult
to imagine the workload of counting all the files, which can be a huge task.
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2.2 The Feasibility of RFID Archive Pipeline

(1) Economic feasibility

The cost of using RFID file system includes three main parts: hardware cost, soft-
ware cost and labor cost. Figure 1 shows the cost structure of the RFID system. The
hardware cost mainly includes electronic tags, antennas, readers and other related hard-
ware. Software costs mainly include computer, server platform and system software
development costs. Labor costs refer to labor costs that are mainly invested in use and
system maintenance. The total cost of each component is the cost of the entire system.

Feasibility analysis of RFID 
system

Equipment cost System cost Labor cost

antenna electronic
label Reader computer server Software

system
Operator

costs

Maintenance
and upgrade 

personnel
costs

Fig. 1. Cost structure diagram of RFID system

(2) Technical feasibility analysis

Nowadays, the development ofRFID technology is becomingmore andmoremature,
and it iswidely used in various system integration and datamanagement platforms. Lead-
ing software developers have also provided related interfaces and solutions to support
the RFID technology in their products, and conducted a large number of product tests
and application promotion. Compared with other identification technologies, the advan-
tages of RFID technology can solve or alleviate many problems in the file management
system, so this is a very promising technology. For example, RFID technology can be
used to read batch archived information, but the barcode system requires a single scan
and input. RFID technology supports real-time on-site file detection, which cannot be
achieved by a simple barcode system. In addition, when detecting the access control
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unit, the barcode system must use magnetic stripe technology for anti-theft protection,
while RFID technology can be carried out without resorting to other technologies [12].

(3) Safety feasibility analysis

The application of RFID technology to the file management system, the data trans-
mission between the reader and the electronic tag, the data transmission between the
background computer system and the reader, all have specific security risks, but this
security risk is encrypted and may use computerized encrypted information to solve.
Electronic storage tags have no special security settings, and there is a unique and
immutable serial number in the tag. The storage area can store data and can be read and
written without a security authentication mechanism. The security of this type of label
is not very high, but some encryption methods can be used in the application system
to ensure the security of the data. Electronic encryption logic tags are different from
electronic storage tags. The tag chip has functions such as logic encryption circuit and
one-time programming. After this mode is enabled, a verification key is required to read
and write internal data, and one-time scheduling can prevent data from being leaked.
This is more secure than electronic tags. Therefore, the use of logical encryption tags in
the file management system can effectively improve the security of the system.

2.3 RFID Algorithm

The basic binary search algorithm of the RFID system uses Manchester information
encoding and is executed using a series of special reader instructions according to the
unique serial number of the tag.

The specific workflow of the BST algorithm is as follows:

1) During the execution of the system, the reader first issues a request command. The
first command parameter is 11 … 1 (the number is the same as the number in the
tag ID), and subsequent adjustments are made according to the status. The sender’s
receiving tag compares the value of the command parameter with the value of its
own ID. If her ID value is less than or equal to the value of the command parameter,
the ID is sent to the reader. Otherwise it will not respond.

2) The reader judges whether it has received the information returned by the tag, if not,
then execute step 7).

3) If the ID information returned by the tag is received, judgewhether there is a conflict.
If there is a conflict bit, reset the request command parameters, set the received
maximum multitag ID to 0, and do not change the previous bit. All the following
bits are set to 1, take it as a new parameter and return 1).

4) If the reader determines that there is no conflict, the reader sends a selection com-
mand. The parameter is the received tag ID, select the tag, and then send a data read
command to the tag to read and write data.

5) The reader issues a cancel selection command, and the parameters match the
parameters of the selection command.

6) The reader resets the parameters to 11 … 1 and returns to step 1).
7) The program ends.
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The number of request commands required by the BST algorithm to identify the first
tag is

f (N ) = log2 N + 1 (1)

Where N is the number of tags.
The total number of request commands to be sent when all N tags are recognized is

SUM (N ) =
N∑

i=1

f (i) (2)

3 Design of RFID-Based Accounting File Management System

3.1 The Overall Functional Architecture of the System

System configuration management functions include sorting file management, file num-
bering rule management, storage plan management, metadata format management, cate-
gory definition, etc. File management functions should include file collection, metadata,
and log records. File security management functions include authentication, principle
management, follow-up control, merging, storage, use, statistics, authentication, dis-
carding, transmission, backup, etc. This feature plays an important role in ensuring
the reliability of accounting files. System parameter management, system users and
resources, system function configuration, etc., constitute systemmanagement functions.

3.2 Data Acquisition Module

The data collection and processing part is divided into five parts: file box data collection,
file bag data collection, loan return data collection, safety management data collection,
and borrower data collection. The data module uses RFID equipment to understand
archives and personnel information, and the 485 communication module understands
the specific status of the vibration sensor, as well as specific security information such
as door status and files, and reports to the administrator. The data entered by the data
collection unit or part of the reported data is stored in the database through the file
management unit.

3.3 File Management

(1) Archive

The archiving of accounting files mainly includes archiving methods (online auto-
matic, manual, etc.), archiving time, grade archiving, classified archiving, delivery
archiving, etc.

Filing evaluation mainly refers to the division of the retention period of accounting
vouchers, which can check the authenticity, reliability, completeness and usability of
accounting vouchers, and can only be archived after the evaluation is passed. The system
can integrate the detected features into the file interface, reducing manual intervention.
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(2) Sharing

For public responsibility files, financial or file management personnel send the pub-
lished accounting data to the server via the Internet, and share the data for users to consult
and use. You can also send online (QQ, etc., Email) and send accounting documents for
applicants’ reference and use.

For confidential information, users can access the information through the application
client or the Internet approved by the user. In addition, you can also directly access
and copy files in the financial office. However, this method of copying may lead to
unauthorized distribution of accounting information. Enterprises need to take effective
control, borrow, copy, obtain, and destroy accounting files in a timelymanner, and obtain
and destroy copied accounting records in a timely manner.

(3) Disposal

Disposal of accounting files: identification and destruction. The company must
organize accounting, auditing, archives and other departments to evaluate the expired
accounting files, read them file by file, and put forward evaluation opinions. For account-
ing records that need to be retained, a 10-year or 30-year confidentiality period is
redesigned according to the content, and accounting records with unreserved value are
destroyed after the confidentiality period ends.

3.4 System Management Module

The systemmanagementmodule ismainly used for systemadministrators andfile admin-
istrators to maintain the system and data. There are four main types of enterprise file
management system users: system administrators, file administrators, file approvers, and
system users. In this article, the system administrator performs the user authentication
function. The file manager performs the task of importing and sorting group files in this
article. System users are divided into advanced users and ordinary users with file control
permissions. Ordinary users can use the workflow “submit application to advanced users
(advanced users)”.When the application is up and running, ordinary users can download
files to their desktop computers to facilitate their office work.

4 System Test

After the system design is completed, verify and test the various functions of the system
according to the file management procedures such as data collection and processing, file
lending, and file return to ensure the normal and stable operation of the system. The test
results are shown in Table 1.
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Table 1. System test results

Actual results Test results

Portfolio inspection 150 145

File box detection 150 148

File bag and file box mixed detection 150 143

150 150 150

145

148

143

138
140
142
144
146
148
150
152

Portfolio inspection File box detection File bag and file box
mixed detection

N
um

be
r

Type

Actual results Test results

Fig. 2. System test results

It can be seen from Fig. 2 that the system RFID has a high recognition rate, and the
recognition result is not much different from the actual result, and the recognition rate
is about 94%.

5 Conclusions

This article focuses on the research of RFID-based file management. After a gen-
eral understanding of the relevant theories, the RFID-based file management system
is designed and the designed system is tested. From the system test results, the detection
value of the system is the actual value is not much different.
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Abstract. The tremendous progress of scientific and technological information
has greatly improved the efficiency and level of corporate accounting file manage-
ment, and its positive significance is obvious to all. The purpose of this article is to
study the design of the information system of accounting file management. This
article studies the background of the accounting archives management informa-
tion system and discusses the importance of the research. This article conducts a
detailed demand analysis, including capital requirements and functional require-
ments. This article investigates and researches the accounting file information
system of a company in this city. Experimental research shows that the company’s
accounting information system data information security level is generally con-
sidered to account for 45%, which is a large proportion, and the company itself
lacks a set of rigorous standards in its management system. The internal control
system and data encryption measures are not in place.

Keywords: Accounting file · File management · File system · Information
system

1 Introduction

Nowadays, the company’s file management system has the needs of large amount of
information, real-time updates, and frequent access. This is a major challenge to the
current accounting file management system and methods [1, 2]. In the past, accounting
file management was managed by human resources. However, with the increase of file
resources, file management is still taken over by human resources, which will lead to
problems of low performance and increase of manual errors. If the file information
import function is complete, complete and systematic, it will undoubtedly provide great
flexibility to the file management function [3]. Therefore, it is particularly important to
use computers to manage financial files.

In the research on the design of the information system of accounting file manage-
ment, many scholars have studied it and achieved good results. For example, Kulagina
ZD believes that statistical file information can be used to identify the company’s assets
in different periods, and the company should adopt a file management system to unify
Store [4]. Onodi B E believes that the centralized storage and centralized control of all
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electronic databases can be realized by adding the function of the archive unit to the
information system [5]. It can be seen that more and more companies are implementing
electronic accounting file management.

This article studies the accounting file management system under the conditions
of informatization. This article analyzes the problems that need to be solved in the
electronic management of accounting files under the conditions of informatization, and
puts forward suggestions and suggestions. Finally, take a company in this city as an
example, apply the preliminary decision to the company’s file management system, and
record the results of online file management.

2 Research on the Design of the Information System of Accounting
File Management

2.1 System Function Module Design

(1) Functional structure design

System management system functions include command management, user control,
role control, backup and data recovery, system configuration and other functions.

User information can be added and modified in the user control. Existing users can
define roles. If an existing user has a role, then when the user is deleted or deactivated, all
corresponding roles corresponding to the user will be deleted. In execution control, you
can share existing commands, configure administrator relationships, and select programs
or services that can be used [6, 7]. You can addmanagement roles, delete roles, and adjust
the relationship between roles and permissions. If a role is deleted, the unit corresponding
to the unit will be deleted together. In addition, you can back up and restore system data
and set the life of the system.

(2) Physical management module

In physical file management, physical file files can be managed, including storing
physical files, exporting physical files, managing physical files in credit unions, returning
physical files, saving new or additional files. The library must sort the physical data it
generates according to specific specifications, and the system shares the corresponding
storage location to record this file. The delivery of physical files refers to the completion
of the physical processing of data. Sometimes the final file may be damaged or moved
to the storage location [8, 9]. When downloading a physical file, the program will check
whether the user has a rental order. If it is in the rental order, itwill record user information
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(such as user name, rental time, return time, etc.) and mark the file as borrowed. When
the user returns, the broken mark of the recording file is cancelled and the recording is
performed. Physical files can be added at any time. If there are new physical files to be
stored in the storage, they must be added.

(3) Electronic file management module

The electronic documentmanagement system includes electronic document registra-
tion control, electronic document conversion and deletion, electronic document request
and electronic document statistics. The central electronic file system is created by a uni-
fied electronic file and image file interface. Electronic files include file creation, editing,
addition, modification, deletion, request and management services.

1) Electronic file import control. The files to be downloaded are printed and stored
by the machine, and the files and procedures must be checked by the administrator
before converting and deleting electronic files.

2) Electronic file statistics provide statistical analysis of specific users, specific trans-
actions, and business data at specific times. Users can customize the title, query
location, data format and other information. Display data and analysis results on the
page. Statistics is an ideal choice based on statistics, design statistics and statistics
based on average conditions.

2.2 Electronic File Management

This function plays a very important role in the stability andquality of digital information.
All file pictures have stricter procedures.

(1) Business information map

This part is the most important part of the preparation of archive library resources,
and it is also the basis of the entire program. This part is to complete the construction
of the archive art library. The archived archive images are sorted by type and exported
to the server. The server declares and saves the captured archive images, and creates
an archive image file library [10]. When browsing archive image files, a catalog file
is created according to the archive image data information, and the archive image is
downloaded and displayed according to the catalog.

(2) Establishment of structured information
1) Schedule information file, while creating an image file library, integrate file data

information into the database for easy retrieval and reading when needed. That is
data + image information. Obtaining two locations not only ensures the reliability
and reliability of stored information, but also manages file management.

2) Check the configuration information and compare whether the data and image
information are compatible. As a supervisory role in processing structured
information.
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3) Structural information request, which is the query and security of large storage
information. Since query and security are taboo, data requirements and security
must be balanced. Therefore, it is necessary to separate the server, query the program
and write the service plan. Such a design can be easily adapted to actual conditions.

2.3 Electronic File Management Design

(1) Maintenance of electronic file information

The functional steps of file maintenance are as follows.
Step 1: Log in to your account and log in to the corresponding menu view. The

purpose of this step is to separate permissions so that different personnel can see different
program interfaces. When the connection fails, the server saves the user information in
time. Easy to upload images and archive file storage [11, 12].

Step 2: The administrator selects the file maintenance view type according to the
file type. Different files have different characteristics and requirements, it is easier to
maintain and request and speed up requirements of different authorized personnel.

Step 3: Capture the image. After the administrator uploads the pictures to the server,
the system sorts and saves them according to different file types and file dates, which
is convenient for maintenance personnel to quickly locate the files in the image library.
If you know that the image is in the server folder (not the system file system), you can
automatically copy it to the specified folder to complete the file customization process.

Step 4: Add information in the first electronic file information panel, and then create
an image list in the sub-table. The purpose of this is to create a master table for the
document for easy retrieval and reading.

Step 5: Leave the form information. The main purpose is to submit the form to
the electronic file viewer. The second purpose is to reduce the data of the maintenance
interface and facilitate the work of the nursing staff.

(2) Client design for file review

The future goal of document review is to make some changes to the design of
the maintenance unit in order to preserve the original design and reduce the cost of
maintaining and developing the document system. Under the maintenance unit, the
functions of file creation, storage, and retention have been cancelled, and the functions
of data sharing and file status modification have been added. That is, delete storage key,
upload, add password, registration, shared data, shared file key, and change the read
display mode to read-only mode.

2.4 Risk Analysis and Evaluation of Accounting File Information System

The risk level quantification table can be obtained, taking the calculation process ofX1 as
an example; assuming that the quantification value of the risk level of risk factorX1 is Rx,
the risk probability quantification table of the accounting archives information system
construction project and the accounting archives information system construction project
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risk The impact quantification table shows that the quantitative value of risk impact RA
= 2,7, and the probability of risk occurrence RB = 0.25, the formula is as follows:

RX = RX 1+ (RA− RA1)(RB− RB1)

(RA2− RA1)(RB2− RB1)
(RX 2− RX 1) (1)

Then by using the BORDA ordinal value method, first calculate the BORDA ordinal
number of each identified risk factor, according to the ordinal value calculation formula:

BX =
2∑

i=1

(N − Nxi) (2)

And by calculating the average value of the scoring data in the risk impact
quantification table and the risk probability quantification table.

3 Experimental Investigation and Research on the Design
of Accounting File Management Information System

3.1 Interview Survey

In order to systematically and comprehensively investigate the implementation status of
a company’s accounting file information system, the questionnaire survey method is not
suitable for collecting information and questions through interviews and surveys tomake
targeted supplements, so as to combine the actual situation of various aspects to propose
scientific research for the subject. Strategy, this survey is mainly aimed at the financial
management personnel (financial section chief, accountant) of a certain company in this
city.

3.2 Sources of Experimental Data

This questionnaire surveymainly adopts the formof on-the-spot questionnaires. The time
span from design to issuance is fromMay to November 2020, which takes more than six
months. In order to make the statistical conclusions more pertinent, all employees of the
FinanceDepartmentwill be supplemented in the follow-up. A total of 300 questionnaires
were issued for this survey, and a total of 280 were collected. At the same time, the
collected questionnaires were checked and screened. Incomplete and highly uniform and
extreme questionnaires were excluded. In the end, a total of 265 valid questionnaires
were successfully collected. Because the sample size of the survey data in this article
is not complicated, we mainly use EXCEL statistical analysis software to summarize
and analyze the original data of the questionnaire survey responses. The statistical data
analysis in this article mainly uses descriptive statistical analysis methods.
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4 Investigation and Analysis of the Design Experiment
of Accounting File Management Informatization System

4.1 Irregular Internal Control and File Management

Lack of systematic internal control standards. From the field investigation and ques-
tionnaire survey, we learned that the company’s current accounting information system
internal control system is not perfect and strict, and the confidentiality and security level
of data information is low. The experimental results are shown in Table 1.

Table 1. Analysis of accounting Wen’DANG information control management

Confidentiality Male (%) Female (%)

Very safe 5 3

Relatively safe 6 4

Safer 15 17

Generally 42 48

A bit safe 11 9

Relatively unsafe 12 16

Not safe 9 3

Fig. 1. Analysis of the information control management of accounting documents
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As shown in Fig. 1, from the analysis of the survey data, it can be seen that the
overall data of the company’s statistical information system is considered to be 45% of
the security level, which is relatively large, and the system management link is weak.
The security and confidentiality of data information is also dangerous and can be easily
destroyed. For other problems and safety issues, the main reason for the poor manage-
ment of the company’s internal accounting system is that the current internal control
system and the corporate accounting system do not match the pace of development over
time. Except for the lack of control, the company itself does not have a strict system.
Without data encryption measures, scripts and computers are not properly integrated to
monitor each cycle, resulting in a failure mode of operating internal controls.

4.2 Analysis of the Recognition of Accounting Staff’s Status in File Management

The file management work lacks strict management standards and professional teams,
and the management’s positioning of file management work is unreasonable. The
experimental results are shown in Table 2.

Table 2. Cognition analysis of employees’s management work status

Understanding Male (%) Female (%)

Very important 16 20

Relatively important 17 19

Generally 44 36

Relatively unimportant 14 12

Unimportant 9 13

The results of the experiment are shown in Fig. 2. From the survey and statistical
analysis, the base management and staff believe that the total file management status is
40%, which is a considerable amount. The company’s current file management infras-
tructure is convenient, there is no full-time electronic file management personnel, there
is no weight management and security of the online resource library, and many down-
loaded files are easily damaged and lost. There are many reasons for the inefficiency
of electronic file management, except for investment in this industry. Institutional man-
agement, professional file management team, etc. As a result, the current company’s
electronic file management cannot be effectively managed.
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Fig. 2. Cognition analysis of employee on archival management work status

5 Conclusions

This article startswith the basics andmethods of electronic filemanagement, and summa-
rizes the basicmethods of electronic filemanagement and the preparatory work required.
Among them, the basic approach is one is the rationalization of statistical files, and the
other is the docking of business plans with the electronic statistical file management
system to achieve centralized and unified management and complete data management.
Among them, the preliminary preparation requires the establishment of a statistical
information and electronic statistical archive management system, the establishment of
professional talents, and the development of a statistical archive management system.
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Abstract. Research on refined construction management based on three-
dimensional design technology is the need to explore the construction and man-
agement of power transmission and transformation projects in the new era. As
the size of power grid construction and the scale of individual projects become
larger and larger, the difficulty of project construction site management becomes
more and more complicated, and the project data becomes more and more com-
plex, which puts forward higher requirements on the management level of power
transmission and transformation construction projects. Traditional methods the
construction management of China has been unable to meet the management
needs of large-scale power grid engineering construction projects. At present, the
construction of power grids involves many subjects, and the management work
of design and construction, construction and completion acceptance is not effec-
tively connected, and there are problems such as limited information interaction
and insufficient information sharing. At present, the industrialization of construc-
tion is also advancing continuously, and new requirements are put forward for
the process management of the project. There are new challenges in informa-
tion transmission, data decision-making, etc. Only the refined management of
construction based on GIM 3D design technology can meet the needs of indus-
trialization of construction. The purpose of this paper is to study the cable laying
schedule of substations based on the GIM three-dimensional model. This paper
uses the GIN three-dimensional model to design the cable laying of the substa-
tion. First, design the layout of the substation, and then monitor the progress of
the substation cable laying. It is concluded that the method of substation cable
laying based on the GIM three-dimensional model is beneficial to the adjustment
and adjustment of the schedule. Optimization has greatly improved the progress
management process.

Keywords: GIM · Three-dimensional model · Cable laying · Substation
construction

1 Introduction

With the rapid development of electronic technology, information technology, and net-
work communication technology, the cable laying of substations is shifting towards
three-dimensional digitalization with data and information models as the core [1, 2].
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The digitization of design objects is the most basic work, especially the versatility of
design object models and data exchangeability are in line with the important require-
ments of power grid companies in the digital handover standard of power transmission
and transformation projects [3, 4]. Therefore, it is necessary to conduct in-depth analysis
and research on the model range, depth, standardization requirements and application
prospects of the three-dimensional digital results of substation engineering from the
perspective of digital engineering construction [5, 6].

Due to the early start of the power industry in developed countries such as Europe and
theUnited States, after a long period of development, its power pattern has been basically
formed, and the power demand is relatively stable [7]. At the same time, affected by the
current global economic downturn, the number of foreign power engineering projects
has grown slowly, and the number of new substation projects is relatively small. In
recent years, the application of BIM technology in the construction industry has greatly
improved the efficiency and quality of construction projects. The vigorous promotion
and wide application of BIM technology in the construction industry has also attracted
great attention from foreign power construction units [8]. Due to the different competi-
tion mechanisms, the professional division of power construction in developed countries
is extremely fine, and the collaborative efficiency of different disciplines has become
the most important development content in the construction of substations. Therefore,
the efficiency of BIM technology has accelerated the development of power engineer-
ing construction units. Introduce [9]. Domestic cable laying software mainly includes
GSN developed by Beijing Dameisheng Software Co., Ltd., DLFS developed by Beijing
Bochao Times Software Co., Ltd., and Beijing Tianzheng Software Co., Ltd. software.
Objectively speaking, there is still a certain gap between these domestic auxiliary cable
laying software and PDMS. For example, GSN provides complete digital factory solu-
tions including three-dimensional pipeline design system, equipment design system,
and drawing report system [10]. The design software of Beijing Tianzheng Software is
usually used in small-scale designed civil buildings; DLFS is used in large-scale power
plants, etc. These are in line with domestic engineering specifications and are often
restricted in international projects.

This paper mainly studies the substation cable laying schedule based on the GIM
three-dimensional model, creates the substation cable laying facility information model
of theGIM three-dimensionalmodel, and builds the substation cable laying facility infor-
mation visualization platform of the GIM three-dimensional model to realize efficient
construction management and control.

2 Substation Cable Laying Schedule Based on Gim
Three-Dimensional Model

2.1 Research on On-Site Tracking Management Based on 3D Model

Based on GIM 4D technology, the application research of construction schedule opti-
mization and dynamic control is carried out according to the characteristics of power grid
projects. In the entire project implementation process, the GIM 4D construction sched-
ule management platform is used to realize real-time data monitoring and information
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collaborative sharing, reduce the number of decision-making information transmissions,
and ensure that the project is completed on time [11, 12].

(1) Through mobile terminal equipment and lightweight technology, bring 3D model
data and project construction schedule to the construction site, view the plan model
in real time through the mobile terminal and record the actual construction data on
site to realize the connection between virtual data and actual data.

(2) Through the three-dimensional model, extract the work list to achieve refined man-
agement ofmaterials and resource allocation; carry out accurate schedule simulation
of complex construction areas, formulate installation specifications and sequences,
and help on-site construction to proceed in an orderly manner.

(3) Control the construction progress and quality through the collection, integration,
calculation and analysis of on-site data; compare the planned status and actual status
to understand the progress deviation and potential risk opportunities; analyze the
construction efficiency and influencing factors, and carry out the follow-up work
Replanning.

2.2 Distance Calculation

The distance between points is divided into two types, Euclidean distance andManhattan
distance.

Euclidean distance: refers to the straight line connection between two points (P1,
P2):

Dist(P1,P2) =
√
(x1 − x2)2 + (y1 − y2)2 (1)

Manhattan distance: The path between two nodes is at a right angle, the calculation
formula of (P1, P2) between the two nodes is as follows:

Dist(P1,P2) = |x1 − x2| + |y1 − y2| (2)

In the three-dimensional space cable laying, the calculation formula of the path
distance between two points:

Dist(P1,P2) = |x1 − x2| + |y1 − y2| + |z1 − z2| (3)

2.3 Requirement Analysis of EarlyWarning Function of Substation Construction
Behavior

At present, relatively backward construction safety management methods and technical
means are still used in the construction safety management of substation construction
projects. Most of them rely on the formulation of strict system measures and human
supervision to increase the probability of casualties or property losses. However, the
backward construction safety management methods can no longer meet the new require-
ments for construction safety in the construction of modern power industry. This paper
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combines the characteristics and application characteristics of GIM technology, real-
time positioning technology and sensing technology, and adds the required functions to
the substation construction safety management system in view of the current status and
existing problems of the construction safety management of substation projects. The
functional requirements in the system are summarized as follows:

(1) Automated data information collection.
In the construction site of a substation project, there are a lot of data information

that needs to be collected, such as the attributes of people, materials, and machines,
three-dimensional spatial location information and information on the construction
site environment. If only human input is required, the accuracy and timeliness of the
data information cannot be guaranteed, nor can it improve the efficiency of safety
management at the construction site. Therefore, automated data and information
collection is the basis for system implementation.

(2) Real-time updated data information collection.
In the substation construction site, there are a lot of data information that will

changewith the project construction schedule and site environment changes, such as
the three-dimensional position information of people, materials, and machines, the
project construction schedule, dangerous areas, and unsafe behaviors. Therefore,
real-time tracking and timely updating and sharing of data information can ensure
the effectiveness of data information and avoid security accidents in time.

(3) Visual safety monitoring.
Visual safety monitoring can help the relevant personnel of the substation con-

struction safety management to understand and grasp the construction site environ-
ment and the working status of the construction personnel in a simple, intuitive and
comprehensive manner, and can formulate new safety management plans and goals
according to the conditions of the project.

(4) Automated monitoring and early warning.
During the construction of the substation, the construction personnel may be

unfamiliar with the construction site environment and construction operation scope,
whichmay lead to safety accidents. Therefore, automated detection and early warn-
ing of dangerous areas and unsafe behaviors can make up for the lack of construc-
tion safety education and training, prevent construction personnel from accidentally
entering dangerous areas, and avoid safety accidents arising therefrom.

(5) Storage and analysis of data information.
The construction of substation projects usually takes a long time. Therefore, the

system needs to be able to store data information for a long time, and the positioning
data can be stored in the system database to query historical positioning information
at any time. The construction data information of the project, including the time
period and frequency of unsafe behaviors, are counted as a basis for safety perfor-
mance and safety education and training, and to improve the safety management
efficiency of substation construction projects.

(6) Sharing of data information.
In the substation construction site, the sources of hazards and unsafe behaviors

will change with the project construction schedule and the changes in the site envi-
ronment. Therefore, the sharing of hazard sources and unsafe behavior information
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can increase the speed of data information update and improve the efficiency of
construction safety management.

3 Compilation of Schedule Plan for Substation Cable Laying Based
on Gim Three-Dimensional Model

The project schedule is based on the master node plan made by the owner, and the
project master node plan is developed. Then, according to the master node plan, the
project plan for the project parts is developed to form the Gantt chart and the network
diagram. The content includes the construction project, start time, duration, completion
time, labor arrangement, and responsible person of the project site. According to this
detailed schedule, weekly inspections and assessments are conducted to form top-down
management. At the same time, the grass-roots employees of the project also report the
progress plan for the next week in their respective areas in accordance with the actual
progress on the spot, forming a bottom-up feedback on the preparation of the progress
plan.

The 3D simulation construction function developed based on the GIM three-
dimensionalmodel allows the relevant constructionmanagement personnel of the project
to easily and quickly foresee the progress plan of the project construction. Currently,
Bentley’s Synchro 4D construction schedule management software is widely used, and
Synchro 4D supports a variety of schedule data import, including Microsoft Project and
so on. Synchro 4D associates the construction schedule of the Project with the GIM
model through the resource allocation in the software (the corresponding model compo-
nent can be selected for each sub-item construction), and can also export the schedule
plan of the resource task set in Synchro to the Project file for adjustment After the con-
struction is completed, it is synchronized to Synchro 4D, the related resource tasks are
automatically changed, and the 4D simulation construction animation is reflected in the
4D review in Synchro 4D.

In view of the fact that the search path of the ant colony in nature is tree-shaped,
which is consistent with the layout of the cable in the cable laying; at the same time,
the ant colony algorithm is a discrete optimization algorithm, which is a probability
algorithm suitable for finding the optimized path in the graph. The ant colony algorithm
is selected and the antmovement rules aremodified accordingly. In this paper, simulation
examples and a large number of parameter studies have verified the validity of the data.

4 Experimental Analysis of Substation Cable Laying Schedule
Research Based on GIM Three-Dimensional Model

4.1 Substation Layout Design Based on GIM Three-Dimensional Model

In the design code, the design rules for substation layout can be summarized into three
aspects:

1) Working environment: electrical equipment should be arranged in a reasonable place
and the surrounding natural environment should meet the requirements for safe
operation of the device.
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2) Fire protection: fire protection requirements should be considered in the layout of
electrical equipment, and necessary fire protection facilities should be provided.

3) Maintainability: Sufficient space should be reserved between electrical equipment,
and between electrical equipment and buildings (structures) to meet maintenance
requirements.

The review, reasoning and calculation of the above three types of layout design
rules mainly require the support of three types of calculation functions: basic algebraic
operations, spatial analysis, and geometric model calculations.

Taking the “3 ~ 110 kV High Voltage Power Distribution Device Design Specifi-
cation” as an example, the basic calculation function requirements involved in various
layout rules are shown in Table 1.

Table 1. Basic calculation function demand statistics

Design rule type Basic calculation function

Algebraic operations Space Analysis Geometric calculation

Working environment 8 4 3

Fire protection 6 18 19

Maintainability 8 12 14

Generally speaking, spatial analysis and geometric model calculations are the focus
of rule coding. They all involve more complicated geometric (shape) calculations or
spatial analysis algorithms. Such algorithms are not easy to describe in logical language;
although hard coding can also be used to translate, they require high programming skills
of design experts and difficult coding.

The programming framework after visualizing the layout rules of substation
construction is shown in Fig. 1.

The bottom layer is the basic layer, which contains predefined various nodes, ter-
minals, and streams. The node not only encapsulates the aforementioned three basic
calculation functions, but also encapsulates functions such as design model access. The
terminal is the data input and output interface of the node, and the flow is the way to
realize data transmission and flow control, including two types of data flow and control
flow. The cable laying system is mainly the connection between two equipment nodes,
but under special circumstances, the connection between multiple equipment nodes will
be carried out. In this paper, considering the diversity of cable connection methods and
the tree connection structure between device nodes, with the help of the algorithm’s
advantage in finding the optimal tree path, an algorithm-based cable laying system sim-
ulation software is developed, which can support multiple device nodes. The optimal
path between the two can be searched for the optimal path better.
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Fig. 1. Visual programming framework for design specifications

4.2 Progress Monitoring

In view of the similarity in cable laying between substations and power plants, the cable
laying of substations can be used as an example. Take the Yuxiang substation as an
example. The substation has three power distribution devices with voltage levels of 110
V, 220 V, and 330 V, all of which are connected to the equipment in the main control
room. This paper uses an ant colony optimization algorithm to simulate the optimization
of the cable laying path from the main control building of the substation to the power
distribution equipment on its side. The GIM three-dimensional model contains building
information such as component size, quantity and material, and time is added on this
basis. The information forms a 3D model. The entire construction process can further
analyze and understand the design drawings and construction plans, and evaluate the
possible conditions during the construction and the factors affecting the progress, so as
to formulate countermeasures and optimize the construction plan in depth. The process
is shown in Fig. 2.

GIM model
3D virtual 
animation

problem found Solve the problem
Optimal 

construction plan
Carry out

Construction guidanceSimulation

Fig. 2. Flow chart of progress management
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GIM-based schedule management is based on traditional schedule management the-
ories and technical methods, combined with GIM related technologies and the project
schedule informationmanagement platform, to realize the construction simulation of the
project schedule. The main way of GIM-based schedule management is to build a GIM-
based schedule management platform. With the GIM information platform as the core,
the relationship between GIM model, WBS and schedule information is established,
and finally real-time monitoring and dynamic simulation of project schedules, as well
as engineering quantities Dynamic control, etc. This method is conducive to the adjust-
ment and optimization of the schedule, and greatly improves the schedule management
process.

5 Conclusions

With the continuous development of computer software and hardware technology,
China’s transmission and transformation engineering design is undergoing a develop-
ment transition from a two-dimensional era to a three-dimensional era. GIM three-
dimensional design is a major innovation in design methods. GIM three-dimensional
design is becoming an inevitable development trend in the design of power transmission
and transformation engineering industry, and relevant units have begun to explore grad-
ually. Substation is one of the important links of power supply, and its construction is
a huge and complex project that requires the coordination and cooperation of different
professionals. The application of enterprise GIM technology should be more in-depth,
not just on some primary applications such as collision detection. The value of GIM
technology lies in its information. Only with the active participation of all parties can
GIM technology truly blossom in China.
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on Logistic Regression Algorithm
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Abstract. The use of a sound social service management system to improve the
level of grassroots social governance has become an inevitable trend to strengthen
grassroots social service management. The purpose of this article is to study the
social service management system based on the Logistic regression algorithm.
First, it introduces the generalized linear model of logistic regression, and then
describes the terminal functions and management requirements of the social ser-
vicemanagement system.Designed and implemented a social servicemanagement
system based on Logistic regression analysis. Through the visualization of data,
the department can understand various information more intuitively when apply-
ing the system, and provide an intuitive management method. Logistic regression
algorithm was used for the first time in the field of urban management and poverty
reduction, and gradually extended to the basic public service department. Practice
has proved that the social service management based on the logistic regression
algorithm is effective in maintaining social harmony and stability, promoting the
construction of service-oriented government, and mobilizing society. Significant
results have been achieved in terms of force participation in social governance.

Keywords: Logistic regression algorithm · Social service · Management
system · Social governance

1 Introduction

The scale of data continues to expand, and machine learning tasks face more challenges
[1]. Therefore, simple logistic regression has received more attention [2]. How to accel-
erate economic development, promote social stability, and standardize social behavior
has become a common problem faced by people across the country [3]. Similarly, how to
use information technology to manage the society’s services has become the first prob-
lem to be solved [4]. In order to meet the trend of merger and promotion of domestic
social development, it is necessary forWeifang City to use advanced network technology
to design the social service management system, realize the society as a carrier, ratio-
nally plan resources, and coordinate social development and promote steady economic
growth. Reduce development risks, etc. to provide a good foundation [5].

Social service is not only one of the main functions of higher vocational colleges,
but also the most direct manifestation of the core competitiveness of higher vocational
colleges. According to the characteristics of education and teaching of management and
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service majors, some scholars expounded the construction of social service system in
management and service colleges and universities, and put forward some suggestions and
countermeasures for the construction of social service system in such colleges and uni-
versities. Colleges and universities will play a certain role in promoting the development
of higher vocational education [6]. Mustafa A proposed a model based on the combina-
tion of disordered multinomial Logistic regression (MLR) and cellular automata (CA)
to simulate the construction of expansion and densification. The possibility of comple-
tion and development is assessed based on (i) a set of causal factors for completion and
development and (ii) the land use of adjacent units. The model considers four built-up
areas: non-built-up areas, low-density, medium-density, and high-density built-up areas.
Unlike the most commonly used building/urban models that simulate the expansion of
buildings, their method takes into account the potential for expansion and densification
in the built area where the existing density allows. Themodel was constructed, calibrated
and verified for the Wallonia region (Belgium) using cadastral data [7].

At present, there is still a blank in the domestic academic circles regarding the social
service management system based on the Logistic regression algorithm. According to
the search on CNKI, most scholars’ research content is mainly about the dilemma of
social service management and the situation of supply and demand, the forecast of the
development trend of old-age care, and the exploration of old-age care in social security.
From the perspective of Logistic regression algorithm, this paper deeply explores the
needs of social service management, analyzes the basic situation and social status of M
area, and predicts the probability of returning to poverty, constructing a reasonable and
feasible social service system that meets the needs of M area. Open up a new direction
for the research of social service in the future.

2 Research on Social Service Management System Based
on Logistic Regression Algorithm

2.1 Logistic Regression

Logistic regression is a generalized linear model [8]. The regression problem is a curve
adjustment process. In fact, the curve found is not randomly selected [9]. Generally, the
shape of the curve is assumed first, such as a straight line, a square, etc., and then various
parameters are obtained through calculation and learning [10].

There are two problems in the parameter learning process: using straight lines to
customize nonlinear problems will cause major errors [11, 12]. The other is that the
required parameters are not ideal, and there will be insufficient or over-adjustment.
Generally, the selected model conforms to the characteristics of the data, especially in
the processing of high-dimensional data, the data is generally linearly separated.

The role of the loss function is to evaluate the quality of the model. Commonly used
loss functions include 0–1 loss function, quadratic function and so on.

2.2 Terminal Functions and Management Requirements of the Social Service
Management System

When analyzing the functions of mobile terminals, analyze the functional requirements
of the terminal from the aspects of data information, interaction and services. Through
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the terminal system, the location, population, and regional information can be managed,
and important information such as meetings and documents can also be managed. In
addition, the log recording function is also required in the terminal function to perform
the functions of the relevant personnel record.

In addition, end users can also use the interactive communication service function
to publish information in the form of short messages, read relevant information on the
platform, and understand relevant information in a timely manner.

The functions in the terminal function management business include basic infor-
mation management, work service management, work log function and interactive
communication function. The detailed introduction of each function is as follows.

(1) Basic information management The basic information management function
includes the management of grid area information, people’s daily information,
and social organization information. In this function, the maintenance and query
functions of population-related information in the jurisdiction are provided.

(2) Work log function Relevant staff can use this function to record important work
situations.At the same time, thework logwill also be used as an assessment standard
for employees. Various services such as work log selection can be performed in this
function.

(3) Service service management The service service management function is related
to events acceptance, filing and handling. Important meetings, documents, work
reports, etc. can be managed in this function.

(4) Interactive communication function Through the interactive communication func-
tion, business personnel can obtain information through platforms, text messages,
etc., and can also view important meetings, documents and other materials.

3 Investigation and Research on Social Service Management
System Based on Logistic Regression Algorithm

3.1 Experimental Environment

In the process of choosing a programming language, JSP is the preferred programming
language for the development of the social service management system platform of
this article. It has more frameworks and components, which improves the development
efficiency of the system platform. The cross-platform feature of JSP can make it run in
various types. In the server, the stability of the system is improved, which makes the
social service management system platform of this article easier to maintain. The well-
known relational databaseOracle is selected to be responsible for information interaction
in the social service management system platform.

3.2 Logistic Regression Model

The general classification rule of the logistic regression algorithm is based on the output
value of the sigmoid function as the threshold, and 0.5 as the threshold. Its corresponding
decision function is expressed as:

y = 1,ifp(y = 1|x) > 0.7 (1)
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For the selection of the threshold, sometimes the required threshold is selected
according to the actual situation. For example, when the judgment of positive examples
needs to be reliable, the threshold can be selected slightly larger.

The basic idea of the stochastic gradient ascent algorithm is: look along the gradient
direction of this function, and the result found is the maximum value of the function we
need to solve. If the gradient is denoted as ∇, then the gradient representation of the
function f(x,y) is:

∇f(x,y) =

⎛
⎜⎜⎝

∂f (x, y)

∂x
∂f (x, y)

∂y

⎞
⎟⎟⎠ (2)

This means that the variable values x, y move in their respective directions.
The functional modules based on Logistic regression analysis mainly include: intro-

duction to poverty return prediction model, data display module of poverty alleviation
households, and data display module for predicting return to poverty.

4 Investigation and Research Analysis of Social Service
Management System Based on Logistic Regression Algorithm

4.1 Basic Information Module

The information chart is calculated according to the data flow of the outline design
and detailed design stage. Enter the detailed information of the M area in the column.
The basic situation overview of the M area is intuitively displayed on the page. Here
is a virtual table of data generated according to the household registration category,
namely It exists in the view in Oracle, which guarantees the security of the data. Select
the corresponding street and community to query the information that needs statistics,
and click the pie-shaped legend of the query result to enter the detailed information
of the household registration status. In the cascading menu for selecting streets and
communities, JavaScript technology is used. The household registration category is the
ID value saved in the page and is directly transferred to the household registration
category detail page by clicking. Select the corresponding street and community and
the information that needs statistics. Perform a query and click on the pie legend of the
query result. You can enter the detailed medical insurance information as shown in Table
1. You can clearly see the relevant medical insurance situation in the pie chart, as shown
in Fig. 1, in the three-level linkage menu. With the cooperation, the data is returned to
the page by the select query statement:
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Table 1. Medical statistics

Percentage

Enjoy free medical care 38

Enjoy social security medical 33

Other 0.1

Fully at your own expense 18

Enjoy rural medical care 8.9

Enjoy half-fee reimbursement from
relatives

2

Fig. 1. Medical statistics

The above information is queried with the household registration database as the
basic database. In the outline design and detailed design, the user registration information
between the various modules of the system platform is generally used as the basic data,
and then each department is constructed according to the situation of each department.
Data, thereby realizing the design principle of “high cohesion, low coupling” of the
system, which not only improves the efficiency of development, but also makes the
maintenance of the system platform easier.

4.2 Poverty Return Prediction Module

The display module of the return-poverty prediction model is mainly introduced on the
home page of the model, explaining the basic functions implemented by the module
and the related algorithms and processing procedures adopted by the poverty alleviation



42 H. Li

department, including the functions implemented by the model, data preprocessing, and
logistic regression algorithms. Introduction, cluster analysis, etc., so that the staff of
the Poverty Alleviation Office and non-professionals can understand the function of the
model when applying the model. The poverty alleviation data page is mainly for the
visualization of the poverty alleviation data of Gansu Province, so that the poverty alle-
viation department can have an intuitive understanding of the current poverty alleviation
situation inM area through this module. Among them, the newly added poverty-stricken
households are made by supporting poor households to become poverty-stricken house-
holds on the basis of previous years. The number of people who have been lifted out of
poverty is the number of people who have been lifted out of poverty before that year.

Among them, the module ability index compares the average value of various indi-
cators in the poverty alleviation households with the overall average value of the poverty
alleviation households. The difference is the ability index. The main reason for poverty
is that the household counts the reasons for poverty in the poverty alleviation survey.
By clicking on the household data, you can intuitively see the basic information of the
household.

The Poverty Forecast Data page mainly displays the Poverty Poverty Forecast data
in Region M, as shown in Fig. 2.
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Fig. 2. Display of M-regional information data for the prediction of returning to poverty

Among them, the meaning of green stable poverty alleviation is whether there is
a phenomenon of returning to poverty before the households that have not returned to
poverty in the forecast. If there is a sign of returning to poverty under the household
characteristics, if the household has signs of returning to poverty before, after subsequent
support, the poverty-stricken households that are predicted to return to poverty are called
poor households, and there is no sign of returning to poverty before the orange sign of
poverty. For returning to the poor.
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The core page of the poverty return predictionmodel includes the prediction results of
the population returning to poverty in 2022 in the M region. There are six clusters. The
probability of returning to poverty is predicted by logistic regression, and the reason
analysis shows the key indicators under the corresponding category of the predicted
returning to poverty.

5 Conclusions

At present, innovative social service management has been included in the important
tasks and agendas of party committees and governments at all levels. The social service
management system is still at the stage of strengthening the government’s social man-
agement and social control capabilities. In addition, urban and rural people have higher
expectations for improving the level of social services and satisfying diversified service
needs. Therefore, it is necessary for the government to re-examine the social service
management system from the perspective of governance, making it an important carrier
and platform to promote the innovation of grassroots social service management, and
then improve the level of grassroots social service management. Therefore, this thesis
is supported by the social service management system, based on the domestic and for-
eign theories and local practices, taking the specific practice of M area as an example,
to create a social service management system based on the Logistic regression algo-
rithm. Analyze the results and existing problems of social service management system
construction, and explore methods and measures to promote the in-depth development
of social service management system based on Logistic regression algorithm from the
perspective of innovative grassroots social service management.
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Abstract. Today, in the context of the big data era, increasingly advanced data
processing technologies have been widely used in various fields for data analysis.
At the same time, people are paying more and more attention to the standardiza-
tion of competitions and the fairness of results in sports events. Data analysis is
reflected in sports competitions. For example, coaches analyze training or compe-
tition data to help athletes improve their competitive level, formulate competition
strategies, and optimize the configuration of team athletes. Through the analy-
sis, exploration, display and prediction of sports data, it provides value to data
users. At the same time, the track and field timing system automatically records
and automatically classifies, archives and displays the performance of each athlete,
making the timing methodmore efficient and convenient, and also plays an impor-
tant role in making the game more accurate and fair and reducing labor costs. The
automatic timing system for track and field competitions monitors the athlete’s
time spent in the competition and the distance from the finish line in real time
through wireless communication between the base station at the finish line and
the intelligent terminal. At the same time, combinedwith data analysis algorithms,
a more convenient and safer and more reliable automatic timing method is used
to determine the conditions for athletes to reach the end point, so as to achieve the
goals of accurate ranging, cost reduction, and error reduction. This article adopts
experimental analysis and data analysis methods to explore the timing system that
is more suitable for track and field competitions by understanding the algorithms
related to data analysis, so as to achieve accurate ranging, reduce costs, and reduce
errors. According to the research results, the response time of the system is kept
within 5 s. The performance of the system tested this time is still very good, and
it has certain application value.

Keywords: Data analysis · Track and field competition · Game timing system ·
Image recognition

1 Introduction

Regardless of type or quantity, the era of information explosion has brought unprece-
dentedly huge information data to people. However, how to effectively select data and
how to obtain useful information from data analysis has become an important issue for
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researchers. At the same time, in sports events, the regularity of the game and the fair-
ness of the results have attracted more and more attention and attention. Therefore, it is
very important to emphasize the fairness of the game and reduce the impact of manual
intervention on the results of the game. In track and field competitions, the accurate
judgment of athletes’ performance is more dependent on high-precision timing results.
Therefore, it is of great significance to combine data analysis technology to develop a
more practical, accurate and efficient track and field game timing system. While it can
more accurately measure the results of the game, it also provides convenient, fast and
stable services for the development of mass sports.

From the current point of view, the research results on data analysis and processing
algorithms are relatively rich, while the research on the timing system of track and field
competitions is relatively small. For example, SongBodong proposed that distributed big
data analysis and processing algorithms can effectively improve the speed of the system
in analyzing large amounts of data, and have high application value in high-frequency
big data processing systems [1]. ChenYuanyuan believes that data processing algorithms
can not only compress data, but also help extend the life cycle of the network and reduce
network energy consumption [2]. Wang Tao pointed out that the new race timing system
and the application of automation technology in the new system effectively make up
for the shortcomings of the current system. At the same time, it also showed people the
future development direction of the new track timing system [3]. Therefore, this article
is based on the data analysis algorithm to study the timing system of track and field
competitions, which has certain research significance and application value.

This article mainly discusses these aspects. First, a brief description of data analysis
and related knowledge is given. Then it briefly elaborated on the timing system of track
and field competitions. The application of image edge recognition algorithm in track and
field competition timing system is also introduced. Finally, based on the data analysis
algorithm, an experimental research on the timing system of track and field competitions
is carried out, and the experimental results and analysis conclusions are drawn.

2 Analysis of Track and Field Competition Timing System Based
on Data Analysis Algorithm

2.1 Data Analysis

The level of data quality often determines the quality level of data analysis and data
mining. Because the messy data cannot be efficiently analyzed and mined, the data
preprocessing technology has emerged at the historic moment. Preprocessing the data
before data mining can improve the integrity, accuracy and usability of the data, remove
redundant data, reduce complex calculation operations, and improve the quality of data
mining.

More effective analysis of data has become an inevitable demand in many fields.
Having hidden value is one of the characteristics of data, and data analysis algorithms
are one of the important ways to mine its hidden value. Among data analysis algorithms,
machine learning and data mining algorithms are a large class of core algorithms, used
for various types of big data analysis applications, and therefore have received extensive
and continuous attention and research from the industry and academia.
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Only after the massive data is analyzed and processed, can the useful information
contained in the massive data be obtained. At present, more and more socio-economic
and technological research fields involve the application of big data, so the method
of big data analysis becomes particularly important. It can be said that the key factor
in determining whether the information is valuable is whether the analysis method is
used properly. Generally speaking, data analysis is carried out from these two aspects.
One is visual analysis. Visual analysis can show their attributes through intuitive data
graphics, and users can better understand the complex relationships behind the data
through comparable information. The second is data mining algorithms. This algorithm
generally conducts in-depth data mining based on the type and format of the data, and
extracts the identified useful information. Because the amount of big data is very large,
these data mining algorithms provide faster solutions for big data processing [4, 5].

Combined with data analysis algorithms, the key events of athletes in training or
competition are recorded as structured data, and then data processing technology is used
for statistical analysis of the data. The scope and depth of these data is very limited.With
the development of data acquisition technologies such as cameras and portable devices,
the data collected has become more extensive and continuous. These data can fully
capture complete information about training or competition. However, this also brings
difficulties and challenges to data analysis and mining. The collected continuous raw
data must be converted into structured data before the data can be effectively analyzed
[6, 7].

2.2 Timing System for Track and Field Competitions

Track and field competitions are an important part of major sports events, including
numerous events, scattered venues, and factors such as the number of participating teams,
athletes, officials, the number of matches, the number of referees, and the large amount
of information transmitted and scattered information. In general, large-scale track and
field events include three events, while the number of applicants for sprint events can
reach four events. Even the field events are generally divided into two events, qualifying
events and final events. Therefore, the competition management of large-scale track
and field events must be accurate, efficient, standardized, and simple, and facilitate the
objective extraction of the results of the on-site processing of the competition. It is often
operated by humans alone. It is difficult for competition management to achieve rapid,
accurate and timely information disclosure requirements. There is no doubt that it is
very necessary to design a complete competition timing system [8, 9]. The composition
of the entire timing system is shown in Fig. 1.

From the current point of view, in track and field competitions, timing methods
mainly include traditional manual timing, optical timing and radio frequency identifica-
tion timing. However, due to the large influence of human operation and low accuracy,
traditional manual timing is mainly used for informal track and field competitions. Com-
pared with manual timing, the optical timing method improves the accuracy to a certain
extent, but it will still be affected by manual intervention.

Generally speaking, the first thing that appears is a fully automatic electronic timing
system, which consists of a high-speed camera system and an electronic timing instru-
ment. The film synchronously records the image and time data of the athletes, and then
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Fig. 1. Diagram of Timing System Composition

the referee determines the athlete’s ranking and performance based on the recording
results on the film. However, the system needs to transport a large amount of film, film
production and interpretation speed is long, image clarity is also difficult to guarantee,
and film and other items are expensive, and the cost is high, which increases the cost of
timing track and field competitions. The second is the photoelectric CDD sensor, which
collects the narrow slit image at the end point, and after image processing, time scale
superimposition, and image reconstruction, a continuous narrow slit image with time
stamps is formed and stored on the video tape. These images are transmitted from the
video recorder to the computer, and the computer is used to digitally process the images,
and then the referee evaluates the position and result of the athletes at the finish line by
moving the vertical cursor. Finally, the most advanced electric timing system at present
has a higher accuracy of image interpretation, which can effectively distinguish the posi-
tion of each athlete to the finish line and accurately determine the athlete’s competition
performance [10, 11].

2.3 Application of Image Edge Recognition Algorithm in Timing System of Track
and Field Competition

The image edge recognition algorithm detects the information contained in the image by
the edge of the image through recognition, classification and processing. It is one of the
basic methods for advanced image technology such as image analysis and processing,
object feature extraction, andmachine vision.As the core of image processing, compared
with using the processing software on the main control computer, the image processing
time has been reduced many times. At the same time, the main control computer has also
been relieved, and the interpretation speed has been accelerated. The most effective way
to improve the accuracy of interpretation is to improve the accuracy of the recognition
of the edge of the image. Since the target edge is a fuzzy concept in the image, that
is, the part that changes drastically, the accurate detection of the target edge is directly
related to the accuracy of the measurement. The edge recognition algorithm requires
first overall interpolation, then determine the target image curve, and finally calculate
the edge points to accurately identify the edge of the image, so as to use the image for
score interpretation, improve the interpretation accuracy, and achieve the high accuracy
of the track and field game timing system [12]. The calculation method is as follows.

Tu(y) = bu3y
3 + bu2y

2 + bu1y + bu0y ∈ [yu,yu+1] (1)

Tu(u + 1) = G(u + 1) (2)
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Among them, u is the pixel, y is the edge point, Tu(y) is the piecewise cubic function,
and G(u) is the gray value of the u-th pixel, and {u,G(u)} is the pixel point.

3 Experimental Research on Track and Field Competition Timing
System Based on Data Analysis Algorithm

3.1 Experimental Background

Testing system performance is an indispensable part of software testing, and it is also a
process of verifyingwhether systemperformance indicatorsmeet user needs. The system
performance test is usually performed after the functional test is completed. In order to
ensure the integrity of the function, the system realization process has been optimized
so that the system can achieve the required performance in demand modeling.

3.2 Experimental Environment

In this experiment, the track and field game timing system will run on the wide area
network anduse the Internet basedon theTCP/IPnetworkprotocol. The current operating
systemof the database serverwill adoptWindowsServer 2018. The database uses SQLite
formanagement operations. The client hardware environment adopts a PCwith dual-core
CPU, Inter Core i5 processor, 3GHz main frequency, 800GB or more hard disk, 8GB
memory, and independent graphics card. The network configuration uses 1000Mbps
wide as wired.

3.3 Experimental Process

In this experiment, the system performance was tested. The test content mainly included
the system’s concurrency, carrying capacity, response time, server utilization, and CPU
occupancy. This experiment achieves the goal of real-time performance monitoring by
simulating the concurrent operation behavior of actual users. In this test, 50, 100, 150,
and 300 people were simulated to enter and use the system at the same time, and then
the required test results were obtained. Finally, the data was analyzed to understand the
performance of the system. Some test results are shown below.

4 Experimental Analysis of Track and Field Competition Timing
System Based on Data Analysis Algorithm

This experiment was carried out under the condition that the network environment is
normal and all the data are at standard values. It simulates 50, 100, 150, 300 people
entering and using the system at the same time, and the response time, server utilization,
and CPU usage of the system Carry out the test, get the corresponding data result, so as
to understand the performance of this system. The test results are shown in Table 1.

It can be seen from Fig. 2 that when 50, 100, 150, and 300 people are simultaneously
accessing the track and field game timing system in this experiment, the system reaction
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Table 1. Test Results of System Performance

Number of
concurrent
users

Response
time
(seconds)

Server
utilization
rate (%)

CPU
usage(%)

50 1.46 1.7 3.1

100 1.98 2.3 3.5

150 2.56 2.8 3.8

300 3.29 3.4 4.3
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Fig. 2. Test Results of System Performance

time is 1.46, 1.98, 2.56, and 3.29s respectively, and the CPU occupancy rate has also
increased from 3.1% to 4.3%. It can be seen that the system response time is kept within
5s, and the performance of the system tested this time is still very good and has certain
application value.

5 Conclusion

In the current era, with the rapid development of information technology and the expan-
sion of various data scales, more and more advanced data processing technologies are
used in various fields of data analysis. At the same time, in order to respond to the call
for scientific and standardized development of sports games, it is a very critical step
to explore the game timing system. Because the track and field game timing system
can replace manual timing and minimize manual intervention, it is helpful to determine
the fairness and justice of the game, and it also improves the level of athletic events,
and accelerates the scientific and standardized process of sports games. Therefore, this
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article uses the advantages of data analysis algorithms to analyze and research track
and field competition timing systems and related content, which meets the requirements
of fairness and scientificity in track and field competitions, and has important practical
significance.
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Abstract. Financial management is an important part of modern corporate gov-
ernance, and the study of financial management information has also become an
important subject of financial software research. In order to adapt to the frequent
changes of the open environment and the needs of users, The financial systemmust
be able to continuously adapt to changes in the internal operating environment of
the software system and changes in external functional requirements. The purpose
of this article is based on intelligent information technology and the rapid develop-
ment of the Internet, apply intelligent information technology to the development
of financial software perception functions, and designing the perception function
of financial software to ensure the functional aspects of new financial software
progress. This paper takes the perception function of financial software based on
intelligent confidence technology as the research goal.With the support of big data
intelligence data mining technology, the data model and algorithm studied in this
paper are given, namely the Logistic algorithm and ID3 algorithm in data mining
technology. Then the two algorithms are used to verify the data trends of a certain
securities website on the Internet for two years as variables. Data experiments
are used to prove the feasibility and practicability of the algorithm proposed in
this paper. According to the data experiments in this article, The feasibility of the
financial software perception function of the intelligent information technology
proposed in this paper, substitute the real data of a website for two years into the
data mining algorithm to get, which is based on the Logistic algorithm and the
ID3 algorithm of the decision tree. The prediction accuracy of both exceeds 80%,
and the accuracy of the decision tree algorithm reaches about 86%, which is better
than the Logistic algorithm.

Keywords: Big data technology · Intelligent technology · Financial software
implementation · Perception function

1 Introduction

In recent years, with the rapid development of the Internet of Things and big data
technology, big data technology has become a key technology of global concern. The
ability to analyze and use large amounts of data has become a new standard formeasuring
the resilience of a country. Intelligent technology in big data has become the source
of competition between countries and enterprises. All these phenomena indicate that
the “big data era” has arrived. In general, in the last few years of the big data era,
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the transformation of information technology has gone through various stages such as
“decision support, data management, data warehouse, data mining and big data era”.

In the research on the perception function of financial software based on big data
intelligence technology, Some experts have explored this direction and obtained good
research. The application of intelligent information technology and data processing tech-
nology in all aspects of life has progressed While leading in information technology, it
has also generatedmany information security problems. Explore the information security
system and data processing technology of intelligent information technology, analyze
the main sources and methods of information risk detection, and hope to provide clues
for the comprehensive application of big data and artificial intelligence technology [1].
Authors such as Huang Hong, Xiong Zhuo, Wang Yu, Lei Taoling, Wang Junqi, etc.
stated that the basic positioning of big data technology is a multi-dimensional projection
and understanding analysis system. The program completes the previous process in the
landscape data field by creating a multi-dimensional view system for parallel applica-
tions and creating a single IoT agent, thereby identifying multi-dimensional, real-time
and panoramic views of the application. The platform integrates various data sources of
the most advanced cloud data platform, provides in-depth understanding of application
data and diagnostic data, and ensures accurate application maintenance [2]. Applying
big data intelligence technology to various fields can improve the intelligence of this
field.

This paper decides to study the financial software perception function of intelligent
information technology based on data mining as the research direction. Among them,
Among them, the decision tree algorithm used in intelligent information technology,
The Logistic algorithm and decision tree algorithm in data processing technology are
applied to the data prediction designed by the perception function of financial software,
the prediction results of the two algorithms are compared, and the accuracy of the data
obtained exceeds 80%. Use the specific data content of the experiment in this article to
prove the feasibility and authenticity of the method proposed in this article [3].

2 Overview of Big Data and Financial System

2.1 The Current State of Big Data

In today’s world, globalization, networking, and digitization are becoming more and
more common. The speed of the Internet is gradually accelerating, technology is chang-
ing with each passing day, and terminal applications are diversified. Everyone’s life is
inseparable from data transmission, search, storage and application. Network data has
also started the trend of explosive growth. The measurement category of network data
has also increased from basic bytes (B) and kilobytes (KB) to megabytes (M) and giga-
bytes (G). The amount of data we usually use is in this Russian-Japanese unit., And then
to trillion bytes (TB), the data volume will reach the current one hundred trillion bytes
until it exceeds the petabytes, tens of billions, etc., according to this growth rate, the
network data volume will be Close to 40ZB. Experts say that such a large amount of
data allows people to analyze data in social sciences and daily life, and draw accurate
conclusions and judgments based on this [4].
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2.2 Narrow and Broad Big Data

The characteristics of intelligent information technology generally recognized in the
current academic circle are summarized as 7 V, namely Volume, Speed, Value, Variation,
Truth, Visualization and Validity. The specific descriptions are as follows [5]:

(1) In terms of speed, it depends on the amount of captured data, your storage, search,
analysis and utilization must also be fast. Otherwise, Otherwise, you can only be
submerged in the large amount of data captured.

(2) In terms of value, because the total amount of data is fixed or limited, Due to the
massive increase in data, the value of your single data decreases, and the amount
of unit value gradually decreases, so how to mine useful information is a difficult
problem faced by big data.

(3) In terms of types, because big data technology is filled with different data in many
places, the data information has been replaced from the single structure of the data
stored in the past to the current unstructured data. Now there are sound, video,
location, and real-time tracking. Wait for the data, the latter is difficult to operate
before, what development trend has been shown.

(4) In terms of accuracy, because intelligent information technology emphasizes object
compatibility, the relationship between things is often ignored. This leads to a
decrease in the accuracy of the data.

(5) In terms of visualization, big data technology is trying to visualize the current data as
much as possible, that is, more pictures, tags, sound effects, videos, etc., reduce the
margin of data analysis, and make more changes. Have a professional background
People can mine, analyze and process non-professional data more flexibly, and
that’s why. Promotion and development of streaming media technology.

(6) On the formal side, Although the development of intelligent information technol-
ogy has only been in recent years, its role, influence and changes are far-reaching,
and it has brought a series of behavioral, legal, technical, political and social con-
sequences. Therefore, safeguarding and promoting one’s own rights is an issue that
must be paid attention to in the future.

(7) In terms of capacity, the data capacity of big data can be called a huge amount,
which has been measured in tens of billions of bytes (ZB) [6].

In a broader context, big data technology should also include technical methods
and thinking models for the operation, storage and analysis of big data technology, and
further include talents, teams, company services, governments and companies dealing
with big data. In addition, for “big data”, some scholars interpret it as “verbs”, which
is another way of expressing and narrating “analysis and processing”. In this sense, it
can also be understood as the storage, mining, analysis, processing, And broad data
applications. During this time, intelligent information technology has become a way to
compile and process data in exchange for valuable decisions, rules, research judgments,
predictions, etc. [7].
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2.3 Application of Data Mining

(1) Logistic regression algorithm.
Both the traditional linear regression model and the general linear regression

model require the dependent variable to be a normally distributed variable, and
there is a linear relationship between the independent variable and the dependent
variable [8]. Logistic regression is an important regression model that can also be
used for prediction. Mainly used for binary isolation analysis. Unlike traditional
regression models, the response variable is classified rather than progressive [9].

The principle of the algorithm is as follows: Suppose there are samples {x,y},
y is 0 or 1, which is used to represent the positive class or the negative class, and
x is a sample feature vector with m dimensions. Then for the sample x belongs to
the positive class, that is, the probability of y = 1 can be expressed by the formula
function:

p(y = 1|x:0) = σ(θT x) = 1

1+ exp(−θyx)
(1)

Among them, θ is the data parameter of the model, which is the regression
coefficient, and σ is the function of sigmoid, which can be transformed into:

log it(x) = ln
p(y = 1|x)
p(y = 1|x) = ln

p(y = 1|x)
1− p(y = 1|x) = θ1 + θ2xx...... + θmxm (2)

That is, y as a dependent variable is related to multiple independent variables.
Here, these independent variables are expressed as x1 to xm corresponding to the
weight, and θ1 to θm correspond to the regression coefficient of the independent
variable.

(2) Decision tree algorithm.
Decision tree is a very common technology that can be used for data analysis and

classification, and it can also be used for prediction. Themachine learning technique
for generating decision trees from data sets is called decision tree learning, which
is a technique for generating decision tree models based on existing data and using
the models to predict the future of classification. The advantages of decision tree
are high classification accuracy, simple generated model and good fault tolerance
to noise [10].

The basic idea of ID3 algorithm is to select a feature with judgment ability
attributes as the node of the current decision tree analysis according to information
changes. The algorithm principle is as follows. Suppose S is a sample set containing
s data, the attribute has m different classes ci, and si is the number of samples
contained in class ci, then the calculation formula for information entropy is:

I(s1,s2......sm) = −
m∑

i=1

pi log2(pi) (3)

The pi in the formula is the probability of any sample ci.
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2.4 The Perception Function of the Financial System

Todaywhen intelligent information technology is popularized, financialmanagement has
the characteristics of computer-aided, andfinancialmanagement is a feature of computer-
aided computing. In information technology, computer software has the characteristics of
calculating complex data. Need to use new software technology to improve the efficiency
of computer systems and employees. In terms of financial software, we use enough data
to predict the next operation of the service, provide userswithmore efficient and effective
strategies, and greatly improve the intelligence of financial software [11].

In this article, we will combine our understanding of the intelligent perception func-
tion of financial software to propose a more efficient data mining algorithm. Analyze the
application rules according to the operational knowledge level. When using software in
data mining, there must be a lot of information, and this information is hidden in a lot of
data, So use the algorithm in the software to extract the associated data in the software.
Effectively improve the security and intelligence level of financial software. In any case,
the extraction of good behavior and action data can be done in the user interface. Under
normal circumstances, data will be displayed in the form of digital codes in the software
of the financial system, but the randomness and uncertainty of digital codes will cause
financial managers to waste a lot of time and reduce resource utilization [12].

3 The Financial Software Perception Function of Big Data

3.1 Technology and Software Used in the Perception Function of Financial
Software

(1) J2EE is essentially a server application server environment and a Java environ-
ment, including: the central application operating system environment and the Java
extended API set for building applications can be used to create an enterprise-level
distribution with features such as scale, flexibility, and flexible maintenance appli-
cation. By providing a unified development platform, reducing the cost and com-
plexity of developing multiple systems, while integrating existing facilities, with
better performance and safety systems, the ultimate goal is to become a large-scale
architecture to shorten the development cycle of the industrial system.

(2) Myeclipse is an enterprise-level development application that integrates a large
number of development-based plug-ins and development tools. The platform adopts
a modular design, which can be expanded and upgraded at will without affecting
other units. Myeclipse can be used as a powerful J2EE development environment
that supports coding, configuration, testing, debugging and application verification.

By adopting the B/S architecture and Maven configuration process, you can easily man-
age and change configuration settings.Developed based on java technology, easy tomove
and replace the platform, mature technology, more related documents and applications.
The program has a complete log mechanism, which can easily confirm the operation
of the system and facilitate the troubleshooting of errors and exceptions.First, we must
analyze and classify the service data area, identify the relevant subject areas, and then
model the database in the relevant subject areas. In the process of model design, we must
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think about the impact of the model on the selected database, and make full use of the
characteristics of the database to improve the credit efficiency of the model.

3.2 Experimental Process

On the Internet, the data transaction volume published by a certain securities trading
website is used as the basis, the data transaction volume of the previous year is used as
the independent variable, and the transaction data volume of the following year is used
as the dependent variable. Substituting the data of the previous year as the base number
into the Logistic regression algorithm and decision tree algorithm proposed in this article
to calculate and predict. After the calculation, compare the calculated data with the data
of the next year and calculate the mold to get these two calculation algorithms. The
accuracy rate.

4 Big Data Intelligent Technology Financial Software Perception
Function Experiment

4.1 Logistic Algorithm and Perception Test

This paper uses the Logistic algorithm and the decision tree algorithm to analyze, and
then integrates it into the perception function of financial software, and compares the
information obtained by the two algorithms, so as to achieve the result on the basis of
integrating the two algorithms into the perception function. The corresponding accuracy
rate. Take the data in the two-year financial report on the securitieswebsite on the Internet
in a certain year as variables, conduct data practice, and give data conclusions. Specific
data shown in Table 1.

Table 1. Logistic algorithm regression results table

Parameter Parameter estimates Standard deviation Wald statistics

Past asset income − 13892 3872 12818

Past net profit growth − 5292 1465 10287

Sales growth rate − 3290 0.90 5233

As shown in Fig. 1, the ground difference indicators on this website are all nega-
tive numbers, and then according to the Logistic regression algorithm, the data can be
substituted into the formula to get the intercept of the parameter estimate as 2593.
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Fig. 1. Logistic algorithm regression calculation diagram

4.2 Prediction Experiment of Logistic Regression Algorithm and ID3 Decision
Tree Algorithm

As shown in Table 2, the accuracy of the prediction results of the two algorithms exceeds
80%, which shows that it is feasible to apply the data mining technology in big data
technology to the perception function of financial software. The perception software is
also relatively accurate in predicting the data trend of the future market.

Table 2. Predictive analysis results table

Algorithm Roe Forecast result Accuracy

More than 15% Less than 15%

Logistic More than 15% 261 53 80.80%

Less than 15% 252 1030

Decision tree More than 15% 296 18 86.37%

Less than 15% 198 1084

As shown in Fig. 2, the prediction algorithm using the decision tree is better than the
Logistic regression algorithm. Both algorithms can give the corresponding data trend of
the company’s assets in the future, and whether it is an increase or decrease in assets,
both algorithms have a higher accuracy rate, which improves the accuracy of financial
software analysis.
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5 Conclusions

This article introduces the concept of intelligent information technology in big data in
detail, and then applies the data mining technology in big data intelligent information
technology to the design of financial software, and adds a new data perception function
to the financial software. This function can predict the future trend of data flow based on
the analysis of the corresponding data. The research direction of the perception function
of financial software is introduced and the algorithm model is given, and then data
experiments are carried out through the algorithm and the data obtained on the network,
and the experimental results are given.
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Effective Combination of Intelligent Information
Technology and Labor Education Data Analysis

Algorithms
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Abstract. With the continuous deepening of curriculum reform, the examination-
oriented curriculum has evolved into quality education, a new teaching model that
emphasizes both theoretical knowledge and practical skills, and has become the
consciousness of the society and education community. As a subject of cultural
education, the labor education system has gradually changed due to the influence
of schools, students and parents. However, the traditional methods of labor edu-
cation and training are the same and may not meet the requirements of curriculum
development in the new era. Therefore, research should be carried out on the
combination of intelligent information technology and labor education based on
functional characteristics. The purpose of this article is to study the effective com-
bination of intelligent information technology and labor education. This paper
determines the effective combination of intelligent information technology and
labor education as the research goal, and then determines the data analysis algo-
rithm based on the reference case and the data obtained, and compares the data
obtained in the practice of this paper with the reference case. Based on the research
on intelligent information technology and labor education, based on a large num-
ber of surveys and data comparisons, this paper comprehensively considers the
advantages and disadvantages of the research direction, and considers the specific
implementation of the plan from the perspectives of technical level, teachers and
students factor. Then this paper uses data experiments to prove the validity and
authenticity of the research direction and purpose of this paper. According to the
comparative experimental data, based on the S-analysis method proposed in this
paper and the calculation using the algorithm therein, the overall score and the
passing rate of the examination in the experimental class assisted by intelligent
information technology are higher than those in the reference class using tradi-
tional practical teaching. The average score is about 5.4 higher, and the passing
rate of the assessment is 4.4% higher. The data has improved significantly.

Keywords: Intelligent information technology · Labor education · Effective
integration · School education

1 Introduction

Since the rapid rise of “multimedia technology” in information technology and Internet
technology in the 1990s, it has swept theworld. Since the beginning of the new century, in
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the world, intelligent information technology has developed rapidly in many areas of our
countrywith its ownunique developmentmethod, improving all aspects of people’s lives.
Labor education refers to the use of specific methods by schools or other educational
institutions to teach students a lot of knowledge and labor skills about labor, and to
understand labor skills to a certain extent.

In the research based on the effective combination of intelligent information technol-
ogy and labor education,many experts, scholars, and teachers on the front line of teaching
have conducted research on it and achieved good results. For example, Li Hongfei once
said that in the new round in the basic education curriculum reform, the comprehensive
practical activity curriculum has attracted more and more attention. Labor and techni-
cal education is to allow students to engage in operational learning through the role of
people and things, the interaction between people, and the combination of hands and
brains. So as to obtain comprehensive development [1]. Jiang Rong also pointed out that
labor education is an important part of quality education, and it is the key to coordinat-
ing moral, intellectual, physical, and aesthetic education. With the rapid development
of information technology, information technology education in higher education will
pay more attention to the cultivation of students’ information literacy and computa-
tional thinking ability. This requires attention to the process of practical exploration
in the information technology courses of higher education, which is to teach through
fun and education. Labor, organically integrate information technology education with
labor education [2]. Labor education is an indispensable important part of research and
teaching in our country’s teaching.

This paper determines the research goals of the effective combination of intelligent
information technology and labor education, ST analysis methods, and the parameters
of data experiments, and then uses examples of this paper to verify the operability and
effectiveness of the research directions and goals, and then uses a variety of The method
was compared to prove the verifiability of the experiment in this paper.

2 Intelligent Information Technology and Labor Education

2.1 The Significance of Labor Education

Labor is an importantmeans for human survival and development, aswell as an important
way to improve the quality of one’s own will and realize the value of life. With the
rapid development of social economy, different values and diversified social thinking
are presented. In such an environment, labor education is facing more opportunities and
challenges. How to find practical and effective methods and means to optimize students’
labor education curriculum, how to better understand labor values, labor ethics, and labor
spirit to develop correct cognition, so as to better help students develop, it is Problems
that need to be solved in the current labor education research [3].

The factors that affect the labor education material rate are the student’s family,
school choice and social attention. The labor education mentioned by scholars refers
to the labor education of school education. Scholars have basically the same views on
labor education, but the reference objects are different.

Some scholars believe that the labor education program is a skill education pro-
gram whose main purpose is to enable students to master labor skills in the process of
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promoting labor emotional performance and overall quality improvement through labor
programs.

Other scholars pay more attention to the function and practicality of labor training,
and believe that the purpose of labor training is to gain more academic understanding
through labor experience, and to better understand society and oneself through labor
training [4].

2.2 The Necessity and Purpose of Student Labor Education

Labor education is an important part of student quality education. It is an important
part of the student’s education plan. Educational content is very important to promote
the all-round development of college students. It is an important link in creating a good
social environment and meeting social needs in line with the national education policy.

The purpose of labor education is to cultivate students’ appropriate labor values,
enhance labor emotions, develop labor habits, master labor skills, cultivate labor dis-
cipline, promote the development of labor ability, promote youth labor awareness and
labor quality, establish a positive attitude, and cultivate The diligent spirit of students
promotes the common development of labor education and school behavior education,
spiritual education, virtue and sports [5].

2.3 Methods of Carrying Out Student Labor Education

(1) Raise the necessity of students’ awareness of labor education

Students are the first part of labor training. Giving full play to their creative thinking
is the core and key to effective labor education programs. Require students to actively
participate in labor training, the most important thing is to raise students’ awareness of
the importance and necessity of labor education [6].

As today’s society has higher and higher requirements for the quality of talents, and
the current work situation is becoming more and more severe, students will face many
challenges such as personal growth and employment. If you do not improve your own
labor quality, it will be difficult to adapt to the needs of social development.Whatmodern
society needs is talents with morals and talents. They must have strong knowledge and
skills, and they must also have good behavior and good knowledge. Therefore, students
and students must pay full attention to the labor curriculum and cultivate their own
independent ability and ability. Good sense of responsibility, cultivate the correct value
of work, improve the quality of students, make contributions to their own future, national
development, and social progress, and lay a good foundation [7].

First of all, students need to set reasonable values in their lives. People’s thoughts
and behaviors are affected by their values. Students should establish lofty values in life,
knowing that the realization of their own value is not in personal enjoyment, but in their
contribution to the country, to society, and to others. Only by establishing the correct
values of life andbeing aware of the responsibilities of oneself, can the self-consciousness
to improve one’s character and ability be produced [8].
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Secondly, students must clearly recognize their own problems. While establishing
lofty values in life, studentsmust clearly recognize their ownproblems andgaps. Students
should clearly recognize their own problems and the gap between themselves and the
requirements of society, and consciously seek changes. Only by doing well, can they
avoid unnecessary setbacks when they are unprepared to join the society.

Finally, students must realize the necessity of labor education. To overcome their
own problems, student labor education is indispensable. Obtain correct labor values
through labor education, gain independence in life and personality through labor prac-
tice, enhance the psychological quality in the face of setbacks, and enhance their own
morality and ability. A correct understanding of the necessity and importance of labor
education is a prerequisite for fully mobilizing students’ enthusiasm for participating
in labor education and triggering students’ consciousness to continuously improve their
comprehensive quality through labor practice [9].

(2) Raise the school’s awareness of labor education

In the new historical period, colleges and universities need to increase the importance
of labor education to student education. This is not only the realization of the national
teaching plan, but also the need for actual education. The development of modern society
is inseparable from talents, and the demand for talents is getting higher and higher.
Higher education is the beginning of cultivating talents for the society. What kind of
talents a university can teach is directly related to the development and construction of
the country. Universities are responsible for creating high-quality new talents for the
country and society. Need to keep pace with the times to change traditional concepts.
Theyneed to understand the current situation of students andunderstand the requirements
of the society for talents in order to find the correct and effective way to cultivate talents.

First of all, in the classroom, professional teachers of colleges and universities can
provide students with labor education in combination with students’ learning content.
On the one hand, it can improve students’ appreciation of works, and on the other hand,
it can make students feel the charm of labor education in the course. Improve the realm
of labor education, and taste the benefits that labor education can bring to students from
a philosophical point of view [10].

(3) Strengthen the construction of campus labor education

The campus division can have a big impact on the three views of students, which is
unparalleled by any experience. A good culture can have a positive effect on improving
student behavior, behavior training and healthy behavior. At present, most students live
in the school. During the precious four to five years of university time, it has a positive
impact on the cultural construction of labor education in colleges and universities, and
it has a positive impact on students. This is an important part of gardening culture [11].
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(4) Carry out rich labor education activities

The first is to carry out lectures, seminars, seminars and other activities related to labor
training. Local staff or professional team staff can be invited to the school to teach on-the-
job teaching, and the teacher will personally guide teachers and students to complete the
homework. A discussion competition related to labor education is held every semester
to increase students’ emphasis on labor education. The second is to perform collective
tasks related to labor education. From the perspective of individual trainees, the on-
the-job training team is also a closely integrated physical training project. Dormitory
activities are labor education activities that take multiple dormitories as a unit or the
entire dormitory as a unit, and can be motivated by dormitory labor appraisals. The third
is to use campus media for education. Make full use of the highly developed media in
the new era, such as school post bars, official accounts, and other multimedia software
used by students today. Publish the content of labor-related course topics so that students
can view and respond on the Internet during the holidays [12].

The forms of labor education activities are diversified, and students will gain a lot in
the process of participation, but in the process of carrying out activities, they need the
correct guidance of educators to truly play the role of education in labor education.

3 Data Practice of Intelligent Information Technology

3.1 The Purpose of the Experiment

The combination of intelligent information technology andwork training fully embodies
the practicality, independence and creativity of practice. Use information technology to
create emotional or problematic situations, encourage students to think, let students freely
use the resources provided by the Internet for practical and research training, deepen
their understanding and understanding of the content of the course, and let students
choose to collaborate around key themes and participate in teachers and teachers. Multi-
dimensional dialogue between students, student books and students, and conduct joint
research. Then teachers and students collect information together, select and process
information, form consensus or ask more detailed questions.

3.2 Experimental Comparative Analysis

It is the product of the combination of intelligent information technology and labor
education. Through this intelligent information technology, students can realize the joy
of practice and immerse students in the practice of labor courses. Then combined with
the actual manual operation.

For example, in the electrician training selected, the ST analysis method was used
to compare and analyze the two different teaching methods of the experimental group
and the reference group with the same learning content. It needs to be explained that the
selected project focuses on the mastery of professional basic knowledge and belongs to
practice Experimental teaching in the course. Guide students to use information technol-
ogy to complete the research of each topic through group cooperation, so as to complete
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the learning task. Jiang has one class as an experimental group, which combines intel-
ligent information technology for data practice, and the other class as a reference class,
using traditional practical teaching methods. After a month of teaching to participate in
the assessment, the teacher will evaluate the scores. Each class is divided into 10 groups
and an average of 5 people in each group. The statistics of the scores are evaluated
according to the credentials of each group.

3.3 Principles of S-T Algorithm

T’s analysis method is based on ST. At the enlightenment moment on the way, the actual
detected S behavior and T behavior time are displayed on the S axis and T axis in the
order of acquisition according to the measured S and T verses until the data The end of
the acquisition.

Rt represents the occupancy rate of T-lines, that is, the proportion of T-lines in the
teaching process:

Rt = NT/N, (1)

Where N is the total number of samples, and NT : T is the number of rows.
Ch represents the conversion rate, that is, the ratio of the number of conversions

between T rows and S rows to the total number of rows. The specific formula is:

Ch = (g − 1)/N (2)

Among them, g is a losing streak, and the same behavior is a continuous losing
streak.

4 Practice Control Experiment Based on Intelligent Information
Technology

4.1 Reference Class Assessment Data

As shown in Table 1, in the traditional practical teaching, the scores of the students in
the reference group are basically concentrated between 60 and 70 points. The average
score of the entire reference book is around 65.5. The pass rate of the assessment was
90.0%. Among the 50 students in the reference class, 11 had a score of 70 or higher.

Table 1. Evaluation data of the reference class

Group Group
1

Group
2

Group
3

Group
4

Group
5

Group
6

Group
7

Group
8

Group
9

Group
10

The
average
score

70 57 74 63 64 61 63 60 70 73
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Fig. 1. The average grade chart of the reference class

As shown in Fig. 1, from the group performance distribution curve, 11 students in
the reference class have a score of 70 or higher, and 6 students with a score of 22% or
less account for 12% of the total number of students. There are three groups with an
average score of 70 or more.

4.2 Evaluation Data of Experimental Class

As shown in Table 2, looking at the average scores of the 10 groups in the experimental
class, most of the students’ scores are concentrated between 65 and 80, the pass rate of
the assessment is 94.4%, and the average score of the entire class is 70.9. Among the 50
students in the experimental class, 23 had a score of 70 or more.

Table 2. Examination score table of experimental class

Group Group
1

Group
2

Group
3

Group
4

Group
5

Group
6

Group
7

Group
8

Group
9

Group
10

The
average
score

80 68 74 77 65 65 62 70 80 68

As shown in Fig. 2, both the average grade and the pass rate of the classes that
use intelligent information technology to participate in practical teaching exceeded the
reference class. From the results, the effect of using intelligent information technology
combined with labor education is higher than the traditional teaching method combining
teaching and practice.
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Fig. 2. The average score of the experimental class

5 Conclusions

This article combines intelligent information technology with labor education, focusing
on school students’ emphasis on labor, supplemented by intelligent information, and
setting up lofty life values to illustrate the importance and necessity of labor education
for our students. Emphasizes the importance of labor education to the training of talents
in our country. Then analyze the loopholes and shortcomings of China’s high-efficiency
labor education, and give specific implementation methods for cultivating high-quality
and high-quality new-type social talents.
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Abstract. With the ever-increasing demand for high-quality and high-quality
teachers in society, the professional certification of teacher training aimed at ensur-
ing the professionalism of teacher education has been fully implemented in our
country. This article mainly studies the application of association rule algorithm in
the reform of Chinese language and literature majors in colleges and universities.
The collection of student performance data information is a process of collecting
information such as student ID, name, academic performance of each subject, and
learning evaluation. Data extraction is to select the data needed in our mining
tasks from various relational databases of our school, integrate it into the data
warehouse, and prepare the data for our future mining. This article selects some
courses closely related to Chinese language and literature for excavation, trying
to find out the relevance of these courses and the support of these courses for
obtaining vocational qualification certificates, so as to provide us with theories for
strengthening professional skills training, professional construction and curricu-
lum reform in accordance with. The scores of general education courses in the five
normal universities fluctuate between 23.84% and 31.23%, and the average score
is 28.4%. The results show that the association rule algorithm provides theoretical
support and practical guidance for the reform of Chinese language and literature
majors in colleges and universities.

Keywords: Association rule algorithm · College Chinese language and
literature · Curriculum reform · Relational database

1 Introduction

With the reform of basic education curriculum, it has attracted great attention all over
the world, especially in some developed countries, education reform generally starts
from the reform of basic education curriculum. Through the reform of basic education
curriculum, the adjustment of talent training objectives, the change of talent training
methods and the improvement of talent training quality, all countries put the reform of
basic education curriculum first.

With the rapid development of science and technology, the process of economic
globalization is accelerated, and the competition of comprehensive national strength is
becoming more and more intense [1]. In order to meet the requirements of the era of
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talent training, countries all over the world have put the reform of higher education in a
very important strategic position [2]. Therefore, it is very important to adjust the training
objectives and curriculum of the University in time [3]. In the educational administration
system of the University, only one structure is used. Both C/S structure and B/S structure
have some disadvantages [4]. Therefore, according to the characteristics of the system,
the advantages of the two structures can be used to build a hybrid structure that can be
used with each other [5]. Therefore, it can flexibly complement each other and give full
play to the two more beneficial structural advantages in the educational administration
system [6]. In the case of fierce competition, although the theoretical learning time is
shortened, the trainingmethodsmust not be reduced.On the contrary,wemust strengthen
the training of vocational skills and emphasize the strength of vocational trainees [7, 8].
In order to adapt to the changes of the new research mode, the most urgent task is to
reform the existing curriculum system and realize the talent training standard in less
teaching time [9]. When students study, they must start their research in a specific order.
For example, before learning professional courses, you first need to learn the basic
courses of professional knowledge. Moreover, the learning effect of previous courses
has a great impact on the learning effect of subsequent courses [10].

In the curriculum reform of colleges and universities, data mining technology is
used to mine the useful information accumulated by students in the performance man-
agement system.We can adjust the curriculum to the relevant departments of the school,
promote the adjustment of the time number of popular courses and unpopular courses,
and encourage students to select complementary courses and give guidance by selecting
courses and relevant information. This will not only help to improve the overall quality
of students, but also help to reasonably allocate educational resources. The relevant rule
algorithm is segmented and changed, and the two steps of Apriori algorithm are clearly
segmented. Frequent itemsets will be sorted and read by the distributed system in order.
Then, parallel computation is repeated to obtain frequent item sets. As a result, associ-
ation rules are generated using the MapReduce framework. Finally, the association rule
algorithm can be successfully applied to the cloud computing distributed platform, and
the distributed computing function of Hadoop platform can be used to realize the par-
allelization of Apriori algorithm operation and memory computing, which can reduce
the disk I / O overhead and realize the high-speed reading, writing performance and
application efficiency of Apriori algorithm.

2 Curriculum Reform of Chinese Language and Literature Majors
in Colleges and Universities

2.1 Association Rule Algorithm

In this process, the core of association rule mining is to find all frequently used itemsets.
When using association rule mining, you need to repeatedly scan the database D as
the first solution, and it takes a lot of time to repeatedly scan the database and perform
input and output operations. Therefore, the main problem solved by various related
rule algorithms is to find all frequent item sets quickly and effectively. This is also
the standard for measuring various related rule algorithms. Each partition needs to be
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placed on the computer’s main memory for processing, and each partition needs to be
scanned once. Therefore, the computer usage must be fully considered when creating
the partition. The correctness of this algorithm is because the frequent itemsets of each
possible block may occur frequently throughout the block. Because the algorithm is
processed individually in blocks, the algorithm can be processed in parallel. It can be
done using multiple processors or distributed operations. However, the communication
process of each block and the time required for each independent processor to generate
the frequency set are the bottleneck of mining efficiency.

With the rapid development of computer technology and the widely used database
system, more and more data are stored in the database. Under the background of the
surge of data information, there is unknown but very valuable information. It is hoped
that through careful analysis and investigation,we can explore these useful and important
information. The database system performs data input, query and other businesses, but
it cannot make full use of data and information, find potential rules from multiple data
sets, or predict the development trend of things. Because there is no effective means to
mine the information hidden behind the data, all kinds of data will increase explosively,
but the knowledge is insufficient. This strange phenomenon aroused people’s thinking.
After continuous research, data mining technology came into being. The so-called data
mining is that it is difficult to find valuable information and knowledge from a large
amount of data. These hidden information is useful knowledge for people. The mined
knowledge is expressed in the form of concepts, models, laws, rules and so on.

The model inputs H into the Softmax classifier to obtain the parsing result ut of
each sentence st , and gives the conditional distribution probability on the specific task
category:

ut = σ(WyHt + by) (1)

p(yt = c|Ht) = exp(euc)
∑|C|

j=1 (euj )
(2)

Among them, (Wy, by) is the calculation parameter and bias term of the classifier.
The formal definition of the negative log likelihood function is as follows:

J (θe, θc, I) = −
N∑

t=1

logP(yit |θe, θc) (3)

2.2 Curriculum Reform of Chinese Language and Literature Majors in Colleges
and Universities

The knowledge points recognized for the professional qualification of Chinese and lit-
erature in universities are included in each course, and the proportion of each course
is different, which is directly reflected in the performance of the students in each pro-
fessional course and the professional qualifications of the students. By analyzing the
correlation between the performance of each professional course and the result of voca-
tional qualification certification, we can find the support of each professional course
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for vocational qualification certification, so the degree of relevance of the certification
results is different. By teaching courses that strongly support accreditation, the pass rate
of vocational qualification accreditation can be increased. Therefore, the combination
of course content and students’ actual life can shorten the distance between students
and learning content, pay attention to the significance and value of learning content, and
stimulate students. Concern for learning promotes students’ independent and continuous
exploration and improves students’ creativity. However, the content of China’s unique
basic education curriculum ignores the problems of life and reality, and often focuses
on knowledge and musical instruments. The content is profound and difficult, which is
separated from students’ life and social reality. Students’ positive development, aiming
at the problems of the previous curriculum content, the new curriculum reform empha-
sizes that students should learn more knowledge closely related to modern life. The
main problems of Chinese traditional curriculum evaluation are as follows: the evalua-
tion content unilaterally emphasizes knowledge learning and ignores the comprehensive
test of practical innovation ability, learning methods and attitudes, psychological qual-
ity and value. Ignoring students’ commonality and students’ individual development;
The evaluation method is mainly based on the single written test results, ignoring the
students’ learning process and progress; The main body of evaluation is teachers, and
students participate in the evaluation of themselves and partners who fail. China’s cur-
riculum evaluation needs to focus on cultivating students, strengthen process evaluation
and qualitative evaluation, and the evaluation objects must be diverse.

All colleges and universities should combine the actual situation of the school and
the research group of Chinese literature education to cooperate in carrying out education,
research and educational reform activities, so as to unite teachers, urge teachers to learn
and make common progress. Only in this way can teachers of Chinese and literature
education realize the reform of teaching concepts, such as their views on teaching plans,
students, education and evaluation, and consciously carry out the reform of professional
teaching plans. The goal is unbalanced, the unreasonable structure, the content separated
from students’ actual life, the teaching method can not emphasize students’ subjectivity,
and the evaluation of teaching plan is limited. Any reform is accompanied by the problem
of interest distribution. The reason for the inertia of Chinese literature education teachers
in the reform of teaching plan is undoubtedly related to the balance of interest. In the
curriculum reform of this major, teachers need to spend more time and energy than
previous education, so it is difficult to quantifymany tasks and evaluate them. If there is no
particularly important incentive, then the teachers of this major must have psychological
inertia. Therefore, schools must formulate supporting policies and evaluation methods,
work for the reformof professional teachingplans, andgive professional teachers specific
important remuneration. At the same time, because the performance of participating in
curriculum reform is related to the promotion of professional teachers, professional
teachers can obtain corresponding benefits, overcome inertia and improve enthusiasm.
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3 Application Experiment of Association Rule Algorithm
in the Reform of Chinese Language and Literature Major
in Colleges and Universities

3.1 Data Collection

The collection of student performance data information is a process of collecting infor-
mation such as student ID, name, academic performance of each subject, and learning
evaluation. Data extraction is to select the data needed in our mining tasks from various
relational databases of our school, integrate it into the data warehouse, and prepare the
data for our future mining. For example, you can see in the student database: some stu-
dents have no scores due to missing exams in certain subjects, and some students did
not participate in the vocational qualification appraisal. Therefore, for students who do
not have certain academic performances, the records of this part should be deleted; for
students who have academic performances but have not participated in the vocational
qualification appraisal, this part of the records should also be deleted. In short, the items
with missing data should be deleted to avoid bias in subsequent mining.

3.2 Data Mining

This article selects some courses closely related to Chinese language and literature for
excavation, trying to find out the relevance of these courses and the support of these
courses for obtaining vocational qualification certificates, so as to provide us with the-
ories for strengthening professional skills training, professional construction and cur-
riculum reform in accordance with the program written in this design is implemented
based on the classic Apriori algorithm, and the back-end database is SqlSever2005. This
mining program is composed of two parts, namely data conversion and data mining.

4 Experimental Results

Figure 1 shows the overall proportion of teacher education courses in normal universities.
The total course unit of the usual university is 165–180, the highest is K3, and the lowest
is J1. The scores of the general education courses of the 5 ordinary universities fluctuate
between 23.84% and 31.23%, and the average score is 28.4%. From the perspective of
the credit ratio of professional courses, the credit ratio of the five ordinary universities
fluctuates between 42.42% and 56.25%, and the total score averages 47.7%. From the
point of view of the credit ratio of teacher training courses, the credits of the 5 schools
moved between 16.81% and 22.67%, accounting for 18.6% of the total scores.
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Fig. 1. The overall proportion of teacher education courses in normal universities

Table 1 shows the credit structure of compulsory and elective courses for teacher
education courses in five normal colleges. There is little difference in the credit structure
of elective and compulsory courses in teacher education courses of the five colleges
and universities. The credits of required courses are all greater than 10, and the credits
of compulsory courses in teacher education courses meet the requirements of teacher
professional certification. The professional certification system requires teacher edu-
cation curriculum content to introduce the latest results of basic education curriculum
reform and education research, as well as excellent basic education teaching cases, and
implement the cultivation of teacher ethics in the curriculum content.

Table 1. Credit structure of compulsory and elective courses of teacher education courses in five
normal colleges

Colleges J1 G2 K3 S4 N5

Compulsory course 22 22 20 29 20

Elective course 8 13 7 7 7

The results of the survey are shown in Fig. 2. When asked about “the content of
teacher education curriculum is rich and practical”, the proportion of normal students
who think that the content of teacher education curriculum is rich and practical is 38.7%,
and the proportion of normal students who disagree with the content of teacher education
curriculum is rich and practical is 35.2%. The proportion of students who choose normal
teacher training courses is 26.0%. It can be seen that many normal students think that
the teacher education curriculum of this major is not rich and practical enough.

This article analyzes the structure of relational databases, and analyzes the main
characteristics of multi-valued, multi-dimensional, multi-layered and other related rules.
The university courses in the new century pursue the value of “valuing people” and
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Fig. 2. Survey results

shift the focus to ideology and action. That is to say, just focus on knowledge, and
it is necessary to realize the meaning of shifting the focus to existence and spiritual
growth superior. In the curriculum reform, the characteristics of multidimensionality
and openness are reflected, and the traditional single static and dull narrow curriculum
must be changed. The research of data mining technology is an advantage. With the
continuous expansion of demand and the deepening of research, a greater research climax
will be formed in the future, and more results will be obtained. The DMQL language is
gradually formalized and standardized, and the research on the visualization method of
the data mining process has also made great progress.
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Abstract. With the explosive growth of various Internet news text data in Internet
funds, how to effectively use these text data and find out the true value behind it
is very important. As the core of Internet word processing and word mining, text
classification has become a major research topic in the field of natural language
editing. For text classification problems, traditional methods are mainly shallow
machine learning. With the rapid development of blockchain technology, huge
research findings have been made in the field of image recognition and speech
recognition, and the ability of blockchain to learn technical features has been fur-
ther proved. This article is based on the blockchain technology model to classify
Internet financial news text Research the problem. This article attempts to intro-
duce blockchain technology related theories and design a blockchain technology
model to complete the task of classifying Internet financial news texts. Overcome
the shortcomings of the semantic connection between words in shallow machine
learning. The final result of the research shows that the improved algorithm in
this paper is 8% higher than the IG algorithm’s macro average recall rate and 2%
higher than the PIG algorithm. The F1 index has increased by 6% and 2% respec-
tively. The experiment proves the feasibility and effectiveness of the improved IG
feature selection algorithm proposed in this paper.

Keywords: Internet finance · Text classification · Blockchain technology ·
Machine learning

1 Introduction

As an important way to process documents, text classification plays an important role
in information processing. In Internet finance, many news information resources are
presented in the form of text. People expect to quickly and accurately obtain useful
information through news text data processing. In recent years, with the gradual deep-
ening of blockchain technology, text sorting technology has been well developed [1].
However, accurately classifying text into a large amount of text is not as simple as we
think. It usually needs to go through the steps of word preprocessing, feature selection,
feature weighting and sorter training. The text ranking algorithm used in these specific
steps is mainly based on the research of specific feature selection, attribute weighting
and classifier algorithm in Chinese text ranking, and an improved algorithm is proposed.

In recent years, many researchers have conducted research on the Internet financial
news text classification algorithm of blockchain technology and have achieved good
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results. For example, Wu believes that the Internet contains a wealth of information
resources. It has become a worldwide library in the digital age, and it has become a
means of exchanging ideas and obtaining information [2]. Liu believes that due to the
openness and dynamics of the network, the distribution of information resources on
the network is scattered, and there is no unified management and structure. Therefore,
the utilization efficiency of information resources is obviously reduced, which leads to
difficulties in obtaining information [3]. At present, domestic and foreign scholars have
conducted a lot of research on the Internet financial news text classification algorithm
of blockchain technology. These previous theories and experimental results provide a
reliable theoretical basis for the research of this article.

Based on the relevant characteristics of blockchain technology, this article improves
and analyzes the Internet financial news text classification algorithm. Due to the faster
update of network data andmore content, how to quickly and accurately find the required
information resources from the massive data has changed A problem encountered by
most users. To solve this problem requires a lot of text classification information, so
automatic text classification technology has become a development trend and has become
a very meaningful research direction. This article analyzes financial text classification
algorithms on the basis of blockchain to provide enough Rich sample diversity, try to
introduce a corpus of sufficient scale to better describe semantic features.

2 Research on the Application of Blockchain Technology in the Text
Classification of Internet Financial News

2.1 Introduction to Blockchain Technology

(1) Overview of blockchain technology
Blockchain technology is essentially a distributedwitness technology. The so-called
distributed means that the data is not concentrated in a certain data server center,
but is stored in each node in the network. The network members themselves are
the storage carriers of the data, and directly share, copy, store and synchronize
the data [4, 5]. The so-called “witness” refers to the confirmation and notarization
of the information uploaded on this distributed network. Once the information
is uploaded and verified successfully, it cannot be tampered with to achieve the
purpose of “witness”. Blockchain is the storage form of blockchain technology.
The blockchain is composed of “blocks” connected in chronological order, and
corresponding information is recorded in each “block”. In the earliest application of
blockchain technology to Bitcoin, each block records both parties of the transaction
and the transaction amount, timestamp (a string of fields for recording the time),
the hash value of this block and the previous block’s hash value. Hope value, etc.,
each block is connected with the corresponding hash value through a timestamp to
form a chain [6, 7]. If the blockchain is compared to a ledger, that block is a page
of the ledger, which records the corresponding transaction information.

(2) Blockchain structure analysis
The “page number information” of the block is recorded in the block chain, and
its content includes: block chain version number, hash value of the previous block,
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Merkle root, timestamp, difficulty target, Nonce, etc. Among them, the blockchain
version number shows its applicable version number and corresponding consensus
rules. The hash value of the previous block is equivalent to the number of the previ-
ous block. The Merkle root is used to quickly query the corresponding transaction,
and the timestamp shows the area. The generation time of the block. The difficulty
target is the number of 0 s that start with a string of 0 s in the hash value of the block,
and Nonce is the final solution to the problem of the POW consensus mechanism of
the block. How to achieve the proof-of-work (POW) consensus mechanism through
the difficulty target and the Nonce value will be explained in the “consensus mecha-
nism” below [8]. The realization of blockchain technology, combined with existing
cryptographic technologies such as asymmetric encryption and hashing, has created
a consensus mechanism to solve the asynchronous problem of distributed networks
and constructed a brand-newwitness storage technology. Among them, asymmetric
encryption technology is used for user identity verification, which is equivalent to
providing customerswith amechanism for registering “accounts” and “passwords”.
Hash operation is used to verify transactions and realize the consensus mechanism
of proof of work, and is used to ensure the consistency of information between
nodes in the blockchain network.

2.2 The Consensus Mechanism of Blockchain Technology

(1) Work proof mechanism
Taking Bitcoin as an example, the Bitcoin blockchain uses a POW proof-of-work
mechanism. Every time an accountant is introduced, the POW mechanism creates
a block. There are multiple user nodes in the blockchain system, which are used
to continuously test different Nonce values and add the Nonce value to the hash
value calculation of the current block to obtain a series of hash values that meet the
difficulty value, because the hash value calculation Uncertainty and irreversibility
to obtain the Nonce value that satisfies the conditions requires constant trial and
error calculations. These nodes that undertake the calculation work are also called
miners, and the process forminers to calculate theNonce value ismining [9, 10]. The
miner who successfully solves the result is a recognized accountant, and obtains the
right to the current block’s books and receives certain rewards. That is, in the next
blockchain expansion, the one with the fastest expansion speed can be recognized
by the entire network. This can ensure that the blockchains stored by the nodes in
the entire network are consistent, and avoid paying the same bitcoin to two people
at the same time. The advantage of the POW mechanism is that it is simple and
direct. Attacking the blockchain consensus mechanism requires strong computing
power, high cost, and strong anti-interference ability. However, the workload proof
mechanismalsohas someproblems: for example, it needs to consumea lot of energy,
the computing power is gradually concentrated, and the possibility of monopolizing
the bookkeeping power is high.

(2) Proof of rights mechanism
Because theBitcoinworkload proofmechanism consumes a lot of computing power
and energy, and as computing power becomes more concentrated, it becomes more
like a centralized system. So someone proposed a POSmechanism. The POS equity
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proof mechanism, also known as the equity proof mechanism, is because under
this consensus mechanism, currency holders can earn interest through currency
holdings. ThePOSmechanismcalculates the user’s “coin age”, that is, the number of
users holding coins multiplied by their holding time. The higher the user’s currency
age, the higher the probability of being elected as the bookkeeper. In addition, when
the accountkeeper is elected as after the bookkeeper has successfully booked the
book, its currency age will be cleared to zero [11]. Such a mechanism guarantees
that no node will continue to be the bookkeeper to monopolize the bookkeeping
power. However, in the POS mechanism, the cost of forged blocks is low. Unlike in
POW, the corresponding Nonce value must be calculated for forged blocks, which
is prone to blockchain bifurcation. Ethereum is currently gradually transferring the
consensus mechanism from POW to PoS.

(3) Appointment of equity certification mechanism
TheDPOS appointed equity proofmechanism is similar to the board electionmech-
anism. A certain number of nodes will be elected as nodes with the right to keep
accounts in the system at regular intervals. Compared with POS and POW, DPOS’s
method of electing bookkeepers is more direct and concise, but some critics believe
that this election method has actually returned to a centralized system, which vio-
lates the original intention of blockchain technology to decentralize [12]. The virtual
currencies that use the DPOS consensus mechanism mainly include BTS and EOS.
Taking EOS as an example, in the system, each token holder uses the number of vir-
tual currency holdings as the voting weight to select 21 master nodes. These master
nodes generate blocks in turn and obtain Corresponding rewards, the system will
organize a re-voting every 10 rounds, and malicious or incompetent bookkeepers
will be eliminated. It seems that DPOS is prone to the problem of bookkeeping
monopoly, but the introduction of the elimination mechanism makes any malicious
node that wants to monopolize the bookkeeping power for their own benefit will
be eliminated, and the fork caused by the malicious node can also be followed by
subsequent nodes. Smooth, seemingly centralized blockchain actually has higher
bookkeeping efficiency.

3 Research on the Experimental Preparation for the Application
of Internet Financial News Text Classification

3.1 Experimental Method

The contour index evaluationmethod evaluates the clustering results based on the degree
of cohesion of the same attribute data and the degree of separation of different attribute
data. It can be performed on different algorithms under the same basic principle of data
experiment, or on the experimental results generated by different test methods under the
same algorithm. Evaluation. The following is the contour factor formula.

SE = 1

n

n∑

i=1

b(i)− a(i)

max{a(i), b(i)} (1)
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In formula (1), n represents the total number of data objects, a(i) represents the
average value of the sum of the distances between data object i and other constituent
elements of this category, and b(i) represents the distance between data object i and all
other constituent elements of this category. And the average value. The maximum value
of the contour coefficient is 1, and the minimum is −1. The larger the value, the better
the comprehensive evaluation effect of the cohesion of the same attribute data and the
separation of different attribute data.

CH indicator(Calinski-Harabasz index):

CH (K) = Tr(SB)

K − 1
/
Tr(SW )

N − K
(2)

In Eq. (2), Tr(SB) and Tr(SW ) respectively represent the traces of the divergence
matrix between different classes and the divergence matrix within the same class.

3.2 Experimental Data Collection

The implementation process of the experiment is mainly to investigate the application of
the Internet financial news text classification algorithm of blockchain technology. The
data used in the experiment includes classified treasures and news text data obtained
by news portals. There is a one-to-one match between news category and URL. The
Internet financial news text data is financial news text, and the classification treasure text
data is officially provided by Sogou Input Method. The use of blockchain technology to
analyze the classification algorithms of all categories in the educational text set, thereby
verifying the effectiveness of the relevant algorithms for the classification of Internet
financial news texts.

4 Analysis of Experimental Results of Internet Financial News
Text Classification Application

4.1 Analysis of Recalls Obtained by Different Feature Selection Algorithms

In order to test the feasibility of the feature selection algorithm for improving the informa-
tion gain in this chapter, an experimental analysis is carried out. Perform 10 experiments
on the data set each, and take the average of the 10 experiments as the final result. Exper-
imental simulations have obtained the recall and precision of each category under the
traditional IG algorithm, PIG algorithm and the improved algorithm in this article. The
experimental results are shown in the Table 1 shown.

As shown in Fig. 1, under different feature selection algorithms, the data obtained
by the improved algorithm proposed in this article is better than other algorithms. The
recall and precision rates of the IG algorithm are 71.54% and 72.74%, respectively, and
the data of the PIG algorithm are 77.63% and 76.45%, respectively. The gap between
the IG algorithm and the PIG algorithm is not large, and the improved algorithm in this
paper is 8% higher than the IG algorithm’s macro average recall rate and 2% higher than
the PIG algorithm. F1 the index increased by 6% and 2% respectively. The experiment
proves the feasibility and effectiveness of the improved IG feature selection algorithm
proposed in this paper.
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Table 1. Recall analysis table obtained by different feature selection algorithms

Options IG (%) PIG (%) Article’s algorithm (%)

Macro average recall rate 71.54 77.63 79.52

Macro average precision 72.74 76.45 78.38

F1 72.14 77.04 78.45

Fig. 1. Recall analysis graph obtained by different feature selection algorithms

4.2 The Overall Evaluation and Analysis of the Naive Bayes Algorithm
and the Improved Algorithm in this Paper

In order to test the feasibility of improving the naive Bayes algorithm of mutual infor-
mation weighting in this chapter, an experimental analysis is carried out. Perform exper-
imental simulation analysis on the data set, and the experimental results are shown in
Fig. 2.

As shown in Fig. 2, the overall data situation of the naive Bayes algorithm and
the improved algorithm in this paper can be seen, the data of naive Bayes shows that
the recall rate and the precision rate are 73.74% and 78.64%, respectively, while the
improved algorithm The data are 81.24% and 86.36%, which are an increase of 8%
and 6% respectively compared with the naive Bayes algorithm. At the same time, the
F1 index increased by about 6.5%. The experimental results prove the feasibility of
the naive Bayes algorithm with weighted reciprocal information proposed in this paper,
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Fig. 2. Naive Bayes algorithm and the overall evaluation analysis diagram of the improved
algorithm in this paper

indicating that the effect of Internet financial text data classification has been significantly
improved.

5 Conclusions

The research object of this paper analyzes the research and analysis of the Internet
financial news text classification algorithm under the blockchain technology, compares
the traditional algorithm with the improved algorithm of this paper, and analyzes the
feasibility of the algorithm through the macro average precision rate and the macro
average recall rate. Today, there is an online text database containing a large amount of
data on the Internet. How to perform fast and accurate text analysis on these text data is a
research direction that deserves attention. Internet economic news texts focus on social
hot spots and have a large number of users in China. Its potential application value is of
great significance to promoting economic and social development. Today’s text sorting
methods are different and adapt to different data environments. Blockchain technology
allows the text analysis process to adapt to complex application environments, to adapt
to the variability of data and the impact of data noise, so that the data processing process
remains reliable and practical. It is a very difficult question. Social media focuses on a
large number of hot topics, search engines are continuously optimized according to user
behaviors, the rapid response of information retrieval systems, and the high topicality of
intelligence analysis are all in urgent need of analysis and development in a wider range
of fields.
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Abstract. In this document, the input-output method and the SDA method are
combined within the framework of modern information technologies to measure
carbon emissions and changes in trade between China and the EU. The input-
output method is used to calculate the total direct and indirect carbon emissions
hidden throughout the entire commodity production process. This document uses
the structural decomposition method to further break down the factors influencing
the growth of carbon emissions incorporated from exports to the EU in terms of
energy efficiency, production technology, export scale and export structure. The
contribution rate of energy use efficiency to global carbon reduction incarnate is
12.8%. Both the size and structure of the export from China to the EU promote
the growth of carbon emissions embodied to varying degrees, in which the export
dimension plays an important role, contributing to 104.2%.

Keywords: Sino-European Trade · Embodied carbon emission · The
input-output method · Structural decomposition analysis

1 Introduction

Global warming is a major problem faced by countries around the world. According
to the statement on global climate in 2020 issued by the United Nations Environment
Programme in March 2021, the global average carbon dioxide concentration in 2020
is 408.04 ± 0.1 shares per million, and the average temperature is 1.1 °C higher than
before industrialization. Carbon dioxide and other greenhouse gas emissions are impor-
tant causes of global warming. World economic integration and the rapid growth of
international trade, China, as the main exporter of manufactured products, has under-
taken a considerable amount of hidden carbon emissions to other countries to clarify
countries’ responsibilities for energy conservation and emission reduction.

Scholars at home and abroad have conducted extensive research and Analysis on
the relationship between trade and carbon emissions, mainly including the relationship
between trade and carbon emissions, carbon emissions brought by trade and the influ-
encing factors of carbon emissions reflected in trade [1–3]. Li et al. (2020) [4] pointed
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out that due to Sino US trade, China’s inefficient manufacturing technology and coal
biased energy structure have led to an increase in global carbon dioxide emissions.Wang
et al. (2019) [5] studied the carbon contained in Sino Australian trade, and the results
show that the carbon contained in China’s export to Australia is much higher than that
imported from Australia. Iftikhar (2018) [6] analyzed the input-output model and con-
cluded that the environmental performance of Japanese industry was much higher than
that of American industry, thus reducing the global carbon emissions caused by trade
between Japan and the United States.

The input-output method and the life-cycle method are mainly used to calculate
the carbon content. The input-output method generally adopts the input-output model
of a single region, multi-region, multi-product or sector to calculate and analyse carbon
content in international trade goods [7–9]. The life cyclemethodmainlymeasures energy
consumption and carbon dioxide emissions from different products at different life cycle
stages [10, 11]. These calculations aim at analysing whether international trade transfers
hidden carbon emissions and howmuch. In recent years, Some scholars began to combine
the structural decomposition analysis (SDA) with the input-output model to analyze the
factors of influence of carbon emissions reflected in trade.

To sum up, although many scholars have studied carbon emissions in trade from
different angles and different researchmethods, so far, fewhave studied carbon emissions
in China EU trade in combination with input-output model and SDA model. Therefore,
Based on the existing research results at home and abroad, this paper will eliminate the
impact of imported intermediate products, establish a competitive input-output model,
calculate China’s implied carbon emissions due to China EU trade, andmake a structural
decomposition analysis of four factors, trying to reveal the reasons affecting China’s
implied carbon emissions growth in China EU trade.

2 Estimate the Embodied Carbon Emission in the Sino-European
Trade

2.1 Input-Output Model

Commodity production not only needs the energy consumption of the final production
department, but also indirectly leads to the energy consumption of other departments
in the production process. Therefore, when calculating the implied carbon emissions of
international trade in a sector, it is necessary to calculate the direct carbon emissions and
indirect carbon emissions caused by the sector at the same time. The input-outputmethod
can measure all direct and indirect implicit carbon emissions in the whole process of
commodity production through the interdependence between the input and output of
various departments in the econometric system.

According to the input-output method, the following mathematical relations can be
obtained:

X +M = Y + AX + E (1)
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In the Eq. (1), X is the matrix of total domestic output, M is the entry matrix, Y is the
final use matrix in China, A is the technology matrix (represented by input-output the
table (value type), So AX is the domestic indirect using matrix, and E is the exit matrix
(Table 1).

Table 1. IRIO input-output table

Project Intermediate
demand

Final demand Import Export Total output

Each
department

Intermediate
input

Each
department

ZRS Y M E X

Added value V

The total investment Z

A = ZRS

X
(3)

In the input-output table statistics, the rawmaterials of intermediate supplies not only
come from domestic production, but also include imported raw materials. In order to
eliminate the influence of imported intermediate products, the import coefficient matrix
U is constructed. It is assumed that imported intermediate goods are interchangeablewith
domestic products. That is, the input-outputmodel established in this paper belongs to the
competitive type. In this paper, U is designed as a diagonal matrix. Uii, as a proportional
coefficient, represents the proportion of the import mi of the i sector in the total domestic
demand of the sector. The calculation formula is as follows:

M = U (AX + Y ) (4)
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Where the elements of the diagonal matrix U:

uii = mi
n∑
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It can be obtained from Eqs. (1), (2) and (4):

X = D[(I − U )Y ] + DE (7)

D = [I − (I − U )A]−1 (8)

D is Leontief inverse matrix, W is defined as the direct matrix of carbon dioxide
emission coefficient.

wi = αk × qik
xi

(9)

αk represents the direct CO2 emission coefficient of various energy sources, qik/xi
represents the energy consumption intensity of type K in the industry sector i. xi rep-
resents the total output of product department i. qik represents the total consumption of
type K energy in the product sector i.

Finally, the total implied carbon emission formula of the country is obtained:

C = WX = WD[(I − U )Y ] +WDE (10)
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2.2 Data Description

This study concerns energy data, economic data, commercial data. αk can be calculated
in accordance with the guidance of the IPCC. This document divides energy consump-
tion by sector into eight types. The process of calculating the carbon dioxide emission
coefficient, αk, of these eight major energy sources, is as follows:

αk = CEFk × COFk × NCVk × (44/12) (k = 1, 2, 3, . . . , 8) (11)

The αk is the direct emission coefficient of CO2 from different energy sources, the
results of the calculation are shown in Table 2. CEF is a carbon emission factor provided
by the IPCC. COF is a carbon and oxygen binding factor (Carbon oxidation factor, take
the deficiency value 1). NCV means a low average calorific value of primary energy,
data are available from the China Energy Statistical Yearbook. The units of crude oil,
kerosene, gasoline, fuel oil, coca, diesel and coal are 10 Kt/ 10 Kt. The natural gas unit
is 10 Kt/BCM (Billion Cubic Meters).

Table 2. Direct CO2 emission coefficient of various energy sources(10 Kt/10 Kt, 10 Kt/BCM)

Types of
energy

Coal Coke Crude oil Gasoline Kerosene Diesel Fuel oil Natural gas

αk 2.03 2.66 3.07 3.19 3.08 3.16 3.22 218.4

Note: The data sources in the table are calculated according to Formula (11).

The data of qik and xi come from China Statistical Yearbook. All data in mi and
E come from China Statistical Yearbook of Foreign Trade. The data of China and EU
interregional input-output tables are all from WIOD.

2.3 Conclusions and Discussion

Based on the model, we calculate the total implicit CO2 of exports from China to the
EU in 2010 to 2020. (Table 3).

Table 3. The total value of China’s exports to the EU and the total CO2 in them

Year 2010 2020

Total carbon emissions implied by exports (10 Kt) 40251.31 55086.54

Total exports (billion dollars) 3731.5 4449.7

From 2010 to 2020, there was an upward trend in total CO2 from Chinese exports
to the EU. Compared to 2010, the CO2 produced by China’s exports of raw materials to
the EU increased, from 402513.1 Kt to 55865.4 Kt in 2020. In 2020, the implicit carbon
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emissions of Chinese exports to the EU were 136,86% of those of 2010. China accounts
for a significant proportion of carbon emissions in EU consumption.

Table 4 shows the implied carbon emissions and export amount of China’s com-
modity sector exported to EU. The top three sectors of embodied carbon emissions
from China’s exports to the EU in 2010 were metal smelting and calendering industry
(22.51%), general specialized equipment manufacturing (21.74%), chemical industry,
plastic and rubber manufacturing (15.71%).In 2020, the top three sectors of embodied
carbon emissions from China’s exports to the EU were chemical industry, plastic and
rubber manufacturing (24.34%), general and special equipment manufacturing (20.9%),
and electrical, machinery and equipment manufacturing (9.87%).

Table 4. Implied carbon emissions from China’s export goods sector to the EU

Serial number Industry sectors Implicit carbon
emissions from
exports of goods to
the EU by sector (10
Kt)

Proportion of
embodied
carbon
emissions
from exports
of goods to
EU by sector
in total
emissions (%)

2010 2020 2010 2020

1 Agriculture, forestry, animal
husbandry and fishery

195.98 210.34 0.49 0.38

2 Metal mining industry 476.55 100.34 1.18 0.18

3 Non-metallic mining and other
mining industries

274.5 335.78 0.68 0.61

4 Food, beverage and tobacco
processing industries

176.4 257.21 0.44 0.47

5 The textile industry 3524.18 5166.51 8.76 9.38

6 Garments, shoes, hats, leather,
eiderdown and other products

433.35 891.62 1.08 1.62

7 Wood processing and furniture
manufacturing

1072.35 2249.57 2.66 4.08

8 Paper printing, culture and education,
sports goods manufacturing industry

1619.33 3141.95 4.02 5.70

9 Petroleum processing, coking and
nuclear fuel processing industry

652.95 301.22 1.62 0.55

10 Chemical industry, plastic and rubber
manufacturing

6324.08 13407.90 15.71 24.34

(continued)
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Table 4. (continued)

Serial number Industry sectors Implicit carbon
emissions from
exports of goods to
the EU by sector (10
Kt)

Proportion of
embodied
carbon
emissions
from exports
of goods to
EU by sector
in total
emissions (%)

2010 2020 2010 2020

11 Nonmetallic mineral products
industry

2351.25 4567.54 5.84 8.29

12 Metal smelting and rolling processing
industry

9061.65 3560.14 22.51 6.46

13 Metal products industry 1091.25 1485.88 2.71 2.70

14 General, special equipment
manufacturing

8751.825 11513.32 21.74 20.90

15 Transportation equipment
manufacturing

772.2 1243.59 1.92 2.26

16 Electrical, machinery and Equipment
manufacturing

2478.38 5436.49 6.16 9.87

17 Instrument and cultural office
machinery manufacturing industry

734.4 805.53 1.83 1.46

18 Crafts and other manufacturing 203.85 239.44 0.51 0.44

19 Others 56.86 172.17 0.14 0.31

3 Structural Decomposition Analysis of the Growth of Implied
Carbon Emissions in China’s Export Trade to the EU

3.1 Structural Decomposition Analysis (SDA)

The SDA is to measure the influence of each variable on the dependent variable. This
paper uses the SDA to decompose the change of embodied carbon in China’s export
trade to EU in 2010 and 2020.

C = WX = WD[(I − U )Y ] +WDE (12)

CE = WDE = W [I − (I − U )A]−1E (13)

E = QK (14)

CE = W [I − (I − U )A]−1QK (15)
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There are four factors that affect the carbon emissions embodied in China’s export
trade to the EU: energy efficiency, the production technology, the export scale, export
structure. The Eq. (15) can be obtained by using the bipolar decomposition method (The
calculation period is marked with 1 and the base period is marked with 0):

�CE = C1 − C0 = G�W + G�[I−(I−U )A]−1 + G�Q + G�K (16)

G�W , G�[I−(I−U )A]−1 , G�Q, G�K respectively represent the contribution value of
energy utilization rate, production technology, export scale and export structure to the
change of China’s embodied carbon emissions from trade to EU in 2020 compared with
2010.

G�W = 1

2
{�W [I − (I − U )A]−1

1 Q1K1 + �W [I − (I − U )A]−1
0 Q0K0} (17)

G�[I−(I−U )A]−1 = 1

2
{W0�[I − (I − U )A]−1Q1K1 +W1�[I − (I − U )A]−1Q0K0}

(18)

G�Q = 1

2
{W0[I − (I − U )A]−1

0 �QK1 +W1[I − (I − U )A]−1
1 �QK0} (19)

G�K = 1

2
{W0[I − (I − U )A]−1

0 Q0�K +W1[I − (I − U )A]−1
1 Q1�K} (20)

3.2 Results and Discussion

Decomposition the results of implied the carbon emission growth factors in China’s
export trade to EU (Table 5).

Table 5. Decomposition results of implied carbon emission growth factors in China’s export trade
to EU

Influencing factor Contribution value (10Kt) Contribution (%)

The formula The results The formula The results

Energy efficiency G�W −1415.39 G�W
�CE

−12.8

Production technology G�[I−(I−U )A]−1 −993.96
G

�[I−(I−U )A]−1

�CE
−6.7

Exports to the EU G�Q 15458.31
G�Q
�CE

104.2

Export structure to EU G�K 786.27 G�K
�CE

5.3

As can be seen inTable 5, among the four decomposition factors that affect the growth
of the carbon emissions that embodied China’s export trade to the EU, improvement of
energy utilization efficiency and improvement of production technology contribute to
concrete carbon emission reduction.
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4 Conclusion and Countermeasures

According to the empirical results of input-output model and structural decomposition
analysis, the following conclusions and suggestions can be drawn:

4.1 Conclusion

(1) The carbon emissions embodied by China’s exports to the EU are on the rise. China
is responsible for the bulk of the carbon emissions implied by EU consumption.

(2) Mechanical and electrical products are the main export commodities of China to
EU, and also the main commodity of hidden carbon emission of China’s export to
EU.

(3) Improvements in energy efficiency and production technology in China contributed
to the reduction of CO2 from exports to the EU. Export scale and export structure
result in increased carbon emissions by exporting goods.

4.2 Policy Suggestions

(1) EU and other developed consumer countries should take the initiative to undertake
carbon emission reduction responsibilities and obligations.

(2) China should further optimize the mix of exports and take full use of energy pol-
icy guidance to guide export firms and to guide exporting firms to produce more
products with low energy consumption and high added value.

(3) China should improve relevant laws and regulations to promote the introduction of
advanced energy-saving and emission reduction technologies from abroad.
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Abstract. With the rapid development of Internet technology, network security
(NS) issues have attracted people’s attention, and the types of threats to network
security have becomemore diverse. Therefore, the application of new technologies
is essential to accurately understand, monitor and analyze the network informa-
tion security status in real time. However, for data sets with huge information and
complex changing trends, it is impossible to completely rely on traditional man-
ual analysis methods to reveal the effective intelligence hidden in massive data
and information. This requires the use of special analysis tools, namely big data
technology, to mine potential intelligence information. This article uses big data
technology to construct an intelligence analysis system, organizes the data infor-
mation of the perpetrators according to the police intelligence analysis work, and
clusters the personnel with similar characteristics of the crime. According to the
results of the cluster analysis, the perpetrators are grouped into 4 categories. Cate-
gory 0 accounted for 25%, category 1 accounted for 46.67%, category 2 accounted
for 18.33%, and category 3 accounted for 10%.

Keywords: Network security · Intelligence analysis · Big data technology ·
Cluster analysis

1 Introduction

With the continuous acceleration of the process of networking and informatization, the
Internet is becoming more and more inseparable from political, economic, and cultural
life, and various Internet applications are integrated into all aspects of people’s lives.
But at the same time, due to the complex structure of the Internet, even if the various
security systems used on the network have the ability to analyze network security data,
it is difficult for the network security system to transmit and store data with scattered
information and large format differences. Therefore, the use of big data (BD) technology
to process massive data functions to strengthen network security, build a harmonious
network environment, and also provide technical support for intelligence analysis (IA).

Many scholars have achieved good results in the exploration of BD applications in
NS and IA. For example, some Western countries have implemented surveillance on
mobile networks. Although these surveillances did not truly monitor the security of the
public Internet, and did not provide users with public Internet surveillance services, they
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noticed the gaps in Internet security surveillance and the existing market. Centralized
security management (SM) and control technology, there have been many concepts that
regard security monitoring and security hosting as business models. Wireless operators
inWestern countries have begun to establish SM and control platforms around the world,
ready to provide SM and control services to customers around the world [1]. In view of
the large amount of data stored in the database and the increasing complexity of user
query requirements, many software manufacturers have begun to develop their front-end
products to solve the shortcomings of the related database decentralized public applica-
tions, through a special data synthesis engine, plus more direct data access interface, try
to standardize the decentralized public application logic, quickly respond to the user’s
query needs, and solve the problem of data query for users [2]. Although the research
results on the application of BD in NS and IA are good, in order to ensure the quality of
NS and promote the efficiency of IA, advanced technology must be introduced into the
actual application of NS monitoring and national IA go.

This article describes the threat factors of NS and the related functions of the IA
system. The intelligence analysis structure system is designed using big data technology,
and the system is applied to the public security IA. The k-means algorithm is used to
deal with the complex data of the perpetrators. The information is clustered to help IA
organize the information of the perpetrators and quickly analyze the characteristics of
the perpetrators.

2 Network Security and Intelligence Analysis Based on Big Data

2.1 Analysis of Cyber Security Threats

(1) Threats to network security
With the development of the Internet, threats to NS have become increasingly
diverse. Recently, complex and multi-directional APT attacks have been launched
against specific targets, which can last for days, weeks, months or even longer.
The APT attack initially collects data and intelligence information, including the
collection of technical information and personal intelligence information, to pave
the way for the final later attack. Since then, through various integrated attack
methods, including a large number of social engineering methods, to achieve the
final penetration of the target [3].

(2) Network Trojan
Network Trojans use special programs to control other computers, usually with two
execution programs, the control end and the controlled end. The computer running
the Trojan horse program has one or more open ports. Intruders can use these open
ports to invade the computer system, and the personal information stored in the
system is exposed. In order to prevent the detection of Trojan horse programs,
Trojan horse developers usually use various methods to disguise the Trojan horse
[4, 5].

(3) Botnet
The definition of botnet is used to help people understand the characteristics of this
destructive network.Attackers use variousmethods to distribute bots in a distributed
manner, so thatmost hosts on the Internet are infected, and the infected hosts receive
the attacker’s commands from the control channel to form a botnet [6].
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2.2 Functions of Intelligence Analysis System

(1) OLTP transaction processing NS intelligence business information and file infor-
mation, and the data of the place where the data is generated is directly input into the
computer. The work is mainly compartmentalized three parts: one part is the data
generated in the daily work of receiving the police, filing a case, investigating, and
transferring according to the intelligence business process, the other part is the use
of various legal documents, and the third part is mainly the electronic equipment
management [7, 8].

(2) In view of the separation characteristics of data collection, according to the design
requirements of the data warehouse and the data collection system used by the
embedded data collection algorithm, a separate data collection module is set up
for data preprocessing, and the quantitative data in the OLTP database (such as
Case personnel, crime tools and information), qualitative (such as the nature of the
case, inspection reports, etc.), and descriptive (such as site survey reports) work
information through data extraction and data conversion, reorganized and stored in
the DM [9].

(3) Data Mart the purpose of establishing a data mart is to provide a comprehensive,
detailed and unified data source for OLAP and DM without affecting OLTP trans-
action processing. Because many public security work information records have
strong continuous value, we divide the logical structure of the data mart into three
layers, namely, the basic data, the comprehensive data, and the thematic data layer.
And establish ametadata database, describe theOLTP source database andmetadata
environment, formulate data processing rules, and combine advanced technology
in data description. The metadata set mainly uses intelligence as a unit to establish
several types of intelligence such as criminal, public security, and economics, and
different types of sub-information are established in intelligence information [10].

(4) The model library of the intelligence information analysis system is used to store
data miningmethods and show the relationship betweenmodels and algorithms; the
specific algorithms of various methods are stored in the method library in the form
of plug-ins; data mining is carried out under the guidance of the knowledge base,
the obtained knowledge is stored in the knowledge base after expert inspection and
analysis, for intelligence personnel to analyze or transmit to the DM database [11].

(5) Data display presents all types of information in the form required by intelligence
analysts. For example, the change curve of specific statistical indicators of spe-
cific types of cases in a specific time period, the statistical coefficients of specific
quantitative and qualitative indicators, etc. Based on various data analysis and case
references, intelligence analysts can propose corresponding solutions for some dif-
ficult scenarios, and even discover some undiscovered laws, which achieves the
purpose of computer-aided intelligence analysis [12].

2.3 K-Means Algorithm in Intelligence Analysis

First, randomly select k cluster objects, and treat these objects as the initial cluster centers
(CC). As for the remaining cluster objects, according to their distance from each CC,
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they are assigned to the cluster with the closest feature, and then the cluster position of
each new cluster is recalculated. Repeat this process until the standard is astringent.

E =
k∑

i=1

∑

p∈ci
|p − mi|2 (1)

Among them, k is the number of clusters, E is the sum of squared errors of each
object, p is a point, i represents a given object, and mi is the mean value of cluster ci (p
and mi are multi-dimensional).

Some data that can be represented by numerical values need to be normalized, such as
the age-specific data of criminals; the normalization can use theminimum andmaximum
normalization methods to linearly change the original data. It is assumed that minA and
maxA are the minimum and maximum values of attribute A, respectively, and V Is the
linear conversion rate. The formula is as follows:

v = v − minA

maxA −minA
(new_ maxA − new_ minA) + new_ minA (2)

3 Research on the Application of BD in NS and IA

3.1 Purpose of Inquiry

Information technology is widely used in intelligence work, which enables intelligence
workers to collect a lot of social information data in actual work. These data messages
contain information that we have not yet discovered. This article takes public security
IA as an example, uses modern technology to process public security intelligence infor-
mation, and provides important decision-making references for effectively combating
cyber invaders and analyzing intelligence data, so that public security intelligence anal-
ysis work conforms to the development direction of today’s digital intelligence. Use
the role of big data technology to improve management analysis work of intelligence
analysts.

3.2 Inquiry Method

Based on the BD technology, this paper establishes the structure model of the IA system,
and uses data analysis tools to perform k-means clustering on the crime information
of public security intelligence to help intelligence analysts quickly process the crime
information.

4 Based on the Application of BD in IA

4.1 Structure Design of Intelligence Analysis System

Figure 1 shows the structure model of the intelligence analysis system designed using
big data technology. The OLTP online analysis page interacts with data analysis and
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data management systems to process and share multi-dimensional information. Multi-
dimensional data analysis takes into account people’s ways of thinking, which is ben-
eficial for intelligence analysts to interactively analyze data reflecting social security
characteristics from different angles, discover the value of hidden information, avoid
people from making comprehensive errors when viewing data and information, and
reflect public The true face of security supports managers in decision-making on dis-
tributed heterogeneous data from information sources. The system uses OLAP tools and
DM tools for data collection, stores the collected data in a database, and can extract
information from the database at any time to obtain effective data.

Application

OLAP
tool

Domain
knowledge DM tool

Data mart Model library

Data collection Metadata

Analyze the 
database Manage data

OLTP operation 
page

Fig. 1. Intelligence analysis system structure

4.2 Analysis of Intelligence Clustering Results

This article applies the established intelligence analysis system structure model to the
public security intelligence analysis work, and analyzes the 60 criminal data informa-
tion of the public security intelligence, according to the age, gender, family conditions,
education level, occupation and presence of the case personnel criminal records and
other characteristics are categorized, and similar characteristics will be grouped into
one category. As shown in Table 1 and Fig. 2, the data sets of these 60 criminals are
clustered. From the table, we can see that they are clustered into 4 categories. Category 0
means that the characteristics are those over 40 years old, the gender is girls, poor family
conditions, they have a primary school education (PSE) and have no formal occupation,
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5 people are classified as category 0, accounting for 25% of the total. Type 1 refers to the
criminal characteristics (CC) between the ages of 30 and 40. They are all women, and
the family conditions are okay. The number of people who gather in the first category is
28, accounting for 46.67% of the total. The second category refers to the CC between the
ages of 18 and 40. the offender has a PSE. There are 11 people in the cluster 2 category,
accounting for 18.33% of the total number of people. The CC represented by the three
categories are those between 30–40 years old, Their family conditions are moderate, and
they basically have high school education. There are 6 people in the three categories,
accounting for 10% of the total number. It can be seen that the clustering effect of the
IA system is better, and it can group crime information with similar characteristics into
one category, and improve the efficiency of intelligence personnel’s analysis work.

Table 1. Display table of clustering results of similar persons

Category Number of cases Percentage

0 15 25%

1 28 46.67%

2 11 18.33%

3 6 10%
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Fig. 2. Statistics of clustering results
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5 Conclusion

In the era of BD, the network environment has undergone qualitative changes. NS
research pays more attention to the status of the entire NS and future trends. The appli-
cation research of ia based on big data in this paper shows that the use of big data
technology to extract and understand complex data can help intelligence personnel to
sort out the data intersection of complex crime information and improve the efficiency
of dealing with network security related issues.
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Abstract. When macroeconomic policy makers make decision-making goals,
maintaining the same price level and maintaining economic growth are the best
combination of goals. Throughout the history of economic growth in various coun-
tries, we can see that economic growth has always revolved around equilibrium.
Therefore, policymakers need to accurately predict and ensure the changing trends
of future macroeconomic dynamics and formulate prudent monetary and fiscal
policies. This article focuses on the research of macroeconomic forecasting based
on neural network algorithm and genetic algorithm. Based on the literature, it
understands the related theories of macroeconomic forecasting and neural net-
work algorithm and genetic algorithm, and then discusses the macroeconomic
forecast based on neural network algorithm and genetic algorithm. The economic
forecasting model is constructed, and the constructed model is tested. The test
results show that the forecast error of the model constructed in this paper is within
10%, which shows the feasibility of the model constructed in this paper.

Keywords: Neural network · Genetic algorithm ·Macroeconomics · Forecasting
model

1 Introduction

After the reform and opening up, China’s market economy grew out of nothing, and con-
tinued to grow rapidly. Today, it is now above the world’s average value curve and has
become the world’s second largest economy [1, 2]. However, in the process of economic
integration into economic globalization, the factors that affect economic dynamics are
also affected, and it becomes more and more complex and uncertain [3, 4]. This not
only caused some blindness in the formulation of national macroeconomic policies, but
also brought huge pressure and rare opportunities to enterprises. In this context, macroe-
conomic policymakers hope to formulate scientific and wise macroeconomic control
policies to promote and deepen the reform of China’s socialist market economic system
[5, 6]. Business decision-makers also want to accurately understand market economic
trends and provide support to companies, so effective forecasting of macroeconomic
dynamics is particularly important for coping with growth opportunities [7, 8].

In view of the macroeconomic forecasting research, some researchers have proposed
amethod of establishing a dynamic binary sequencemodel, extending the standard prob-
ability model to various forms of dynamic probability model, and copying the dynamic
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probability model, and applying this method to the study of U.S. Treasury bonds Yield
curve, the study found that this method has the ability to predict the macroeconomic
[9]. Some researchers believe that the financial structure itself is very unstable and will
inevitably lead to periodic financial crises, and put forward the “financial instability
hypothesis” based on this. In this theory, financial structure and business cycle are inter-
related.When the economy is booming, instability increases due to a series of phenomena
such as currency surplus, credit expansion, and rising asset prices. With the continuous
turbulence of the financial and economic structure, the macroeconomic situation will
appear unbalanced, leading to further recession and even economic crisis [10]. Some
scholars subdivide China’s financial market into stock markets, interbank lending mar-
kets, bond markets, and foreign exchange markets, and use out-of-sample forecasting
techniques to predict future volatility or compound volatility in these markets to verify
whether the method can predict economic trends. Empirical research shows that stock
market volatility can be used to predict the level of economic growth and price volatility
in two years. The volatility of the foreign exchange market can explain one year and
the inter-bank lending market affects China’s macro economy [10]. To sum up, due to
the importance of macroeconomic volatility and bond market volatility, macroeconomic
forecasts have attracted much attention in academia, but there are still some problems
in macroeconomic forecasts, such as the reasonable choice of forecast indicators and
forecast accuracy issues are worthy of further investigation.

This paper studies the macroeconomic forecast based on neural network algorithm
and genetic algorithm, analyzes the predictability ofmacroeconomics and the application
advantages of neural network algorithm and genetic algorithm based on literature data,
and then analyzes the application advantages of neural network algorithm and genetic
algorithm. The macroeconomic forecasting model of the algorithm is constructed, and
then the model constructed by the experiment is tested, and the relevant conclusions are
drawn through the test results.

2 Macroeconomic Forecasting Neural Network Algorithm
and Genetic Algorithm Research

2.1 The Predictability of the Macro Economy

In the final analysis, the predictability of macroeconomics is the predictability of human
economic behavior and other natural constraints based on natural laws. People’s financial
behavior can be roughly divided into two categories: individual decision-making behav-
ior and multiplayer game behavior. Among them, individual decision-making behavior
includes consumer behavior and production behavior. The hypothesis based on rational
economic man can predict what people call “equilibrium” economic behavior. E.g:

(1) Combined consumption (demand function) that maximizes consumer utility.
(2) The balanced combination of input factors (conditional factor demand function)

that maximizes the output of production factors.
(3) Equilibrium (supply function) production that maximizes the profit of the producer.
(4) Supply and demand balance (Walrasian general equilibrium price-general equilib-

rium and non-Walrasian prices).
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(5) Nash balance and improvement of micro and Hongbo, non-Nash balance (strategic
balance, cooperation balance, etc.).

2.2 The Significance of Macroeconomic Forecasts

(1) Macroeconomic forecasting is an important tool for national and regional research
and formulation of plans and plans. It can not only review the strengths and weak-
nesses in the past economic construction, but more importantly, provide a reference
for formulating future economic development strategies. In policy simulation, eco-
nomic structure Analysis, corporate development strategy research and many other
aspects play an important role.

(2) Through the study of macroeconomic forecasting, the standardization and accu-
racy of local macroeconomic and financial management can be improved, and
for government functional departments to forecast macroeconomics, control finan-
cial risks, provide management and decision-making tools, and promote the rapid
development of regional e-government affairs develop.

(3) Macroeconomic forecasts are an important basis for the government to formulate
guidelines and policies, prepare and inspect plans, and adjust economic structure.
Correctly use macroeconomic forecasts to strengthen the government to effectively
transform the government’s economic functions, strengthen the government’s social
management and public service functions, regulate the government’s intervention
in the market and intervene in economic activities, and bring the government’s
management of the economy into a scientific track.

2.3 Application Advantages of Neural Network Algorithm and Genetic
Algorithm

(1) The artificial neural network modeling method is different from the traditional
method. Because the traditional quantitative forecasting method is a forecasting
method that completely relies on big data technology, it needs complete and clear
original data; the real statistical data is usually not complete and vague. However,
the neural network can use its own structural adaptation process to the complex data
environment (such as incomplete and inaccurate information sources) to obtain a
large amount of characteristic data, so as to make a reasonable estimate of the future
situation.

(2) The artificial neural network is simple in construction, the physical meaning is clear
during the training process, and the sensitivity is very strong, but themost important
thing is that it can better achieve the relevant conditions of function approximation,
so the imaging power is strong.

(3) Once the traditional forecasting model is formed, its structure has great stability
problems, but the realistic forecasting environment is often complicated, and the
traditional forecastingmodel cannot satisfy the complex and changeable forecasting
environment. The neural network model is a variable structure model with a very
strong learning function. It can not only learn new knowledge samples through the
network, but also adapt to the structure of the network, and then adapt to the changes
of social economic variables.
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2.4 Neural Network Algorithm and Genetic Algorithm

The overall distribution of neural network connectionweights includes all the knowledge
of the neural network system. The traditional weight acquisition method is to adopt a
certain weight change rule, gradually adjust during training, and finally obtain a better
weight distribution. For the training of feed forward neural networks, the BP algorithm is
one of the most commonly used training methods. However, because the BP algorithm
is a gradient descent search method, it inevitably has inherent shortcomings, such as
easy to fall into the local error function extremum points, and for larger search space,
multi-peak and non-biting differential functions can not effectively search for the global
minimum point, and GA is an effective solution to overcome this problem, mainly
because GA is a global optimize the search algorithm, so that it can avoid local minima,
and there is no need to provide the gradient information of the problem to be solved
in the evolution process. Training recurrent neural networks and networks with non-
differentiable transfer functions have great potential.

The genetic algorithm is based onDarwin’s “survival of the fittest” theory. It receives
high-quality genes into the next gene through replication, mating, mutation and other
characteristics, and guides it through a suitable fitness function. From several genera-
tions, we finally cultivate high-quality people, and finally cultivate high-quality people
who have a higher chance of survival. Obviously, this method can be used to select initial
variables. Based on this idea, some researchers have proposed a combination model of
genetic algorithm and artificial neural network.

In their model, the fitness function is the reciprocal of the sum of squared errors
between the output value of the neural network and the actual value.

f (x) = 1/mse (1)

mse =
n∑

i=1

(pi − ti)
2 (2)

In the formula, x represents the chromosome, p is the actual value of the variable
target, t is the predicted value, and mse is the sum of squared errors. Under the super-
vision of this fitness function, it is obviously more likely to choose a combination of
variables with smaller prediction errors, but variables that have little relationship with
the prediction results will be eliminated.

3 Macroeconomic Forecast Based on Neural Network Algorithm
and Genetic Algorithm

3.1 Selection of Predictors

(1) Inflation rate
In general, economic growth and inflation are generally moving in the same direc-
tion. Economic growth is fast, inflationary pressure is rising, and inflation is rising
too fast in the process of economic growth. It is often that fixed assets have a greater
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impact because it reduces inflation and inevitably affects economic growth. Differ-
ent types of investors, such as credit bureaus, can pay attention to different price
indices, conduct investigations through inflation control, and determine investment
timing and strategies.

(2) GDP index
Due to some reasons for the Chinese economy, the national economic accounting
dividesGDP into three parts: consumption, investment and net exports. Government
consumption is not mentioned separately, and government consumption is included
in consumption and investment. Analyzing the components of GDP can roughly
judge the trend of macroeconomic management, and the total retail sales of social
consumption can roughly judge the upward trend of final consumption throughout
the year. The total investment in fixed assets is the total annual investment.

(3) Business cycle index
The economic cycle is the process of alternate expansion and contraction of the
entire economic activity. The main indicators of the economic cycle are GDP and
its growth rate. One is the alternating process of rising and falling GDP or the
absolute value of total production, and the other is the alternating process of rising
and falling, or slowing down the relative speed of economic growth. China is a
developing country, and it is unlikely that the GDP will fall absolutely. Therefore,
the basis for studying China’s economic cycle is the fluctuation of GDP growth.

3.2 GA-BP Neural Network Combination Model.

(1) Network structure
The network structure diagram adopted is shown in Fig. 1:

parameter settings

data

Enter the amount of technical indicators

Genetic algorithm dimensionality reduction

Candidate species

Neural Network Predicted Value
(Objective function)

Output

Fig. 1. Network structure
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(2) Selection of the number of hidden layers of BP neural network
For a multi-level neural network, the first decision is to choose a hidden layer.
Some researchers use hidden grids to approximate the continuous function in any
closed space when each node has a different threshold, thus proving that the three-
level neural network can go from any N dimension to another dimension, and this
structure can complete the mapping M. Moreover, increasing the number of hidden
layers can improve the processing capacity of the artificial neural network, but it
inevitably complicates the training, increases the number of training samples, and
increases the training time. Generally speaking, first define a hidden layer and add
hidden layers as needed. Through logical structure and appropriate weights, the
3-level neural network can approximate complex continuous functions arbitrarily.
Therefore, in this article, the GDP prediction model uses a three-layer BP neural
network with only one hidden layer.

(3) Determination of the number of neurons in the hidden layer
Choosing the number of hidden layer nodes is very important in the artificial neural
network model and has a significant impact on the performance of the standard
neural networkmodel. Too few hidden layer nodes will result in no network training
or poor network performance. At present, there is no scientific or universal decision-
making method in theory. In order to ensure a fairly high network efficiency and
versatility, the most basic principle for determining the number of hidden layer
nodes is to meet the accuracy requirements, that is, as few as possible, that is, to
use a compact structure. If you want to specifically identify hidden-level drives, the
effectivemethod is to install a sufficient number of hidden drives first, and gradually
remove non-functional hidden drives after learning, or if the network performance
is poor, follow the opposite steps. In other words, the reasonable number of hidden
layer nodes should be determined by the way the nodes are removed and expanded,
while considering the complexity of the network structure and the size of the error.
Through experiments, the hidden layer of the network model established in this
paper is more suitable to get 6 nodes.

3.3 Establish a GA-BP Neural Network Combined Model for China’s
Macroeconomic Forecasting

The GDP forecast model established in this paper has three levels: input level, hidden
level and output level.

(1) Input: As mentioned in the above question, the n-th year economic growth rate,
inflation rate and business cycle rate are used as input level information.

(2) Hidden layer: Experience has shown that the hidden layer selects 6 neurons.
(3) Output: The neural network model has only one output, that is, n + 1 year GDP.
(4) Excitation function: adopt sigmoid type excitation function.

The purpose of introducing genetic algorithm is to try to optimize the input variables
of neural network.
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3.4 Model Evaluation

Judge the production efficiency of the combined model calculation, mean absolute error
(MAE), mean square error (MSE), root mean square error (RMSE), mean absolute error
rate (MARE), mean square percentage error (MSRE) for comparison and testing ten
statistical indicators (also called loss functions).

4 Model Detection

4.1 Source of Data

Regarding data selection. Through the above detailed and clear introduction and expla-
nation of the characteristics and advantages of the artificial neural network model, when
doing macroeconomic modeling, it is necessary to train the neural network with histor-
ical data, so that a more accurate financial forecast model can be trained (this article In,
the data comes from the economic value of World Net’s GDP from 2015 to 2019).

4.2 Selection of Parameters

Determining the parameters of a genetic algorithm requires a lot of experimentation
to finally determine relatively reasonable values. This genetic algorithm system adopts
{0,1} binary codingmethod, code lengthL is 45, initial population sizeN is 21,maximum
genetic algebra T is 55, roulette selection probability S is 0.8, crossover probability C is
0.8, mutation probabilityM is 0.01. BP neural network parameters are selected as above.

Since the error of training samples can be small, test samples are randomly selected
from aggregated samples to represent the accuracy of network calculation and prediction
(network performance). The prediction results are shown in Table 1.

Table 1. Model prediction results

Actual value Predictive value

2015 89560.9 88980.5

2016 98782.9 95974.7

2017 109797.7 108655.8

2018 123430.6 121749.7

2019 145494.4 148601.8

As can be seen from Fig. 2, because the error between the predicted result and the
actual result is within 10%, the neural network model based on artificial neural network
and genetic optimization algorithm is more accurate in predicting GDP. This shows
that economic growth rate, currency expansion rate and business cycle are feasible as
forecasting models for establishing neural network models.
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Fig. 2. Model prediction results

5 Conclusions

This paper studies the macroeconomic forecasting based on neural network algorithm
and genetic algorithm. After understanding the relevant theories, constructs the macroe-
conomic forecasting model based on neural network algorithm and genetic algorithm,
and validates the constructed model. As a result, the prediction results of the model are
more accurate, so the prediction mode of the model is feasible.
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Abstract. The rapid economic development makes people’s lives inseparable
from power communications. In order to ensure people’s quality of life, the
development and application of smart optical distribution technology, a high-
performance power communications technology, has become the current power
grid company’s intelligent development main direction. As a communication net-
work system that specializes in power grid operation and power supply enterprise
management information, the power communication network system is undergo-
ing important technological changes in order to meet the development of power
supply at all levels across the country. It is necessary to ensure the smooth trans-
mission of power supply dispatch and enterprise management information. It is
also necessary to adapt to the demand for management information transmission
of power supply enterprises that has rapidly increased broadband. This article
studies the broadband services in a certain province, and analyzes the applicabil-
ity of smart optical distribution technology in power communication transmission
by analyzing the number of broadband users in the province and the usage of
broadband traffic in Internet TV.

Keywords: Smart optical distribution technology · Power communication
system · Communication technology · Power grid enterprise management

1 Introduction

Traditional power communication mainly relies on SDH technology for service trans-
mission, and the protection of services only relies on its own main-standby switching
method. Today, with the vigorous implementation of smart grids, there are major limita-
tions, such as poor network scalability and network transformation. Shortcomings such
as insufficient flexibility and insufficient capacity to meet the needs of the surge in busi-
ness volume are in urgent need of upgrading and transformation. The unique advantages
of OTN provide a new direction for the future development of power communication
under the smart grid.

Many scholars at home and abroad have conducted research on the application of
intelligent optical distribution technology in power communication transmission, and
have achieved good research results. For example, the single-wave transmission tech-
nology promoted by a power grid company has greatly increased the capacity of the
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OTN transmission platform, but for the power communication network, the research on
the optical transmission network is more focused on the transmission of long distance
between stations, in order to meet the long-distance transmission needs of the UHV grid,
research on the transmission performance of SDH systems, including ultra-low-loss opti-
cal fiber, super-strong coding error correction, high-power optical amplification technol-
ogy, etc., but the application research of OTN systems in power communication systems
has not been in-depth [1]. A conference put forward the concept of Automatic Switch-
ing Optical Network (ASON) technology, conducted in-depth research and discussion
on ASON standardization, and put forward some related draft standards or develop-
ment suggestions accordingly, in order to realize the optical communication equipment
of different manufacturers in optical communication Interconnection and intercommu-
nication in the network. The conference standardized ASON’s general open structure
model, standard interface, and intelligent control protocol for dynamic configuration
exchange. It mainly defined the ASON system architecture from the overall network
architecture, routing protocol, automatic identification, etc. And protocol specification
[2]. Although the research results in the application of smart optical distribution tech-
nology in power communication transmission are still good, there are more and more
power communication services. To achieve the development goal of smart grid mod-
ernization, it is necessary to integrate smart optical distribution technology with power
communication services.

This article explains the concept and classification of smart optical distribution tech-
nology. The most promising one in the transmission network is OTN technology, and
applies OTN technology to the actual power communication transmission system, and
analyzes OTN based on the broadband usage of the power grid in a certain province.
The applicability of technology in power communication transmission.

2 Intelligent Optical Distribution Technology and Influencing
Factors of Power Communication Transmission Performance

2.1 The Concept of Smart Optical Distribution Technology

Intelligent optical distribution technology is based on various transmission technologies,
adding an independent control layer to the SDH transmission layer and optical trans-
mission network (OTN), so that signals of different rates can be clearly communicated.
Intelligent optical distribution technology can provide stable bandwidth for the optical
data transmission channel between the two customer network features at the source point
of optical network transmission and the egress point of acceptance. Intelligent optical
distribution technology is the development trend of power communication transmission
technology in the future. Through the research of intelligent optical distribution net-
working technology, the flexible and efficient networking problem of the Internet can be
solved [3, 4].
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2.2 Classification of Smart Optical Distribution Technology

(1) SDH technology
SDH is the multiplexing, demultiplexing, link transmission and exchange of com-
munication services, through the unified networkmanagement system for integrated
control of synchronous optical network technology, and finally evolved into a syn-
chronous digital system, that is, the SDH communication transmission system. The
SDH transmission system sequentially transmits left, right, top, and bottom serial
code streams. The basic transmission process is: the sender adds various informa-
tion code blocks in the information payload in the STM-N frame structure and adds
them for channel performancemanagemonitoring, control overhead bytes, and then
add network operation management and maintenance (OAM) bytes, and then add
a management monocular pointer to ensure effective separation of the information
payload and then transmit it to the receiving end [5, 6].

(2) ASON technology
ASON technology supplements automatic switching under routing and signaling
control with multi-granularity and multi-level information functions, and provides
various personalized services dynamically initiated by users. The new generation
of optical networks integrates service applications, automatic routing and signal
control to establish or clean up connections, exchange and merge transmission
power. The ASON network adopts the MESH networking method to contribute
to the improvement of network availability; the automatic detection of network
topology, the automatic establishment and deletion of connections, and the end-to-
end configuration of services are realized by the introduction of a control plane;
through dynamic bandwidth allocation, dynamic configuration and fast generating
services effectively enhances the ability to recover from multiple network node
failures. The main feature of ASON is that it can provide a fast connection, and
the use of distributed control can provide an end-to-end connection within a few
seconds. Reducing service delivery time will help operators gain more customers
and generate profits [7].

(3) OTN technology
OTN overcomes the shortcomings of the SDH network and is a newly developed
transmission technology. It not only combines the technical advantages of SDH,
but also achieves high-efficiency and low-cost transmission of large-particle ser-
vices. With the rapid growth of broadband data services, the use of increasingly
mature OTN technology to establish a more efficient and reliable transmission net-
work is an inevitable evolution of OTN technology. The high-speed cross-particle
crossover efficiency provided by OTN technology is very high, so that the equip-
ment has a strong cross-connection capability and reduces the cost of purchasing
high-performance equipment. Compared with SDH scheduling particles, OTN con-
figuration particles are obviously larger, which greatly improves the adaptation and
transmission efficiency of data client services [8].

OTN technology can effectively solve the transmission, planning and protection
problems of large-scale data services, provide efficient operationmanagement andmain-
tenance functions for the network, strengthen the functions of the network, and increase
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the durability of data services. OTN technology can also be similar to ASON technology.
Combine, make the network more intelligent [1].

2.3 Parameters Affecting Transmission Performance

(1) Attenuation
The attenuation of the optical signal in the optical cable represents the energy loss
of the optical signal during the transmission process. The energy loss is mainly due
to the absorption of the light wave by the material and the reduction of the light
wave’s own energy during the transmission process. The inherent refinement of
the optical fiber spectrum is through the addition of potential absorption loss and
scattering loss.

(2) Dispersion
Dispersion is the basic characteristic of optical fiber. The propagation speed of light
depends on the refractive index of themedium, and the refractive index of the optical
fiber depends on the wavelength of the optical signal. Therefore, the speed of light
at different wavelengths in the optical fiber may be different, which is a scattering
effect. In optical fiber communication, distortion and expansion conditions will
spread when the signal pulse propagates, causing crosstalk between symbols, and
ultimately limiting the overall performance of the system. The chromatic dispersion
in the optical fiber has two basic effects. One is chromatic dispersion, which is
the main problem of optical fiber transmission. The different propagation speeds
are caused by the different frequencies of the light waves contained in the signal
in the optical cable. The signal passes through the light wave after long-distance
transmission. Transmission, causing the front and back phases, the adjacent signal
pulses overlap and produce corresponding position errors. The other is polarization
mode dispersion, which refers to the irregular circular cross section of the core, and
polarizationmode dispersion is often the result of local disturbances. The difference
in signal propagation speed in the two basic modes of optical fiber leads to different
grouping delays [9, 10].

(3) Non-linear effects
There are two types of nonlinear effects in single-mode fibers: stimulated scattering
effects and nonlinear refractive index effects. Stimulated scattering is a gain or loss
related to light intensity, and nonlinear refractive index causes a phase change
related to light intensity [11].

2.4 Calculation of Optical Transmission Section Parameters

The division of the optical multiplexing part must consider the influence of the system
signal-to-noise ratio and chromatic dispersion. There are two calculation methods as
follows.

(1) Rule design method
In the case that the project length is relatively uniform, a regular design method can
be adopted: use the scattering limit formula and the loss limit formula to determine
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the signal-to-noise ratio of the system, and then calculate the length of the optical
path and take the minimum value.

L = Dsys

|D| (1)

L represents the length of the optical multiplex section with limited dispersion
(km), Dsys represents the maximum allowable dispersion value (ps/nm) of the
optical channel between MPI-SM and MPI-RM points, |D| represents the average
dispersion coefficient (ps/nm.km).

(2) Simple calculation method of signal-to-noise ratio
When the rule design method does not meet the calculation requirements of the
actual application, it can be replaced with a simpler and more convenient SNR
calculation method: the length of the optical multiplexing part or the optical trans-
mission part is designed by the system using the scattering limit formula and simple
SNR calculation the formula is determined. This method is often used when there
is no significant difference in the consumption of the optical transmission section.

OSNRN = 58dBm+ Pout − 101gM − Nf − Aspan− 101gN (2)

OSNRN represents the optical signal-to-noise ratio (dB) of each channel after N
optical transmission sections,M represents the number of channels, Pout represents
the total incoming fiber power (dBm), Nf represents the noise figure of the optical
amplifier, and the maximum optical transmission section loss of Aspan ( dB).

3 Application Research of Smart Optical Distribution Technology
in Power Communication Transmission

3.1 Research Purpose

OTN technology is an ideal technical system for building large-capacity power commu-
nication optical transmission networks. The large-capacity OTN network of the power
communication network at all levels is developing rapidly, and the construction projects
are relatively concentrated. Therefore, it is necessary to conduct research on the applica-
tion ofOTN technology in power communication systems, and understand the particular-
ity and applicability of the application of OTN key technologies on power optical cable
grids. Based on a comprehensive comparison of different transmission technologies,
combined with the future technology development direction, the telecommunications
network company decided that the new transmission network will adopt OTN technol-
ogy and build an OTN platform based on large-scale IP broadband services, the business
requirements of the metropolitan area network, and optical fiber resources. The con-
tradiction has promoted the further integration and development of the local network
transmission network.

3.2 Research Methods

This article collects the number of broadband users and broadband business traffic in 6
cities in a province from 2017 to 2020 in the statistical yearbook, and analyzes the traffic
usage of users watching online videos through broadband, proving the application of
OTN technology in power communication systems sex.
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4 Application Analysis of Smart Optical Distribution Technology
in Power Communication Transmission

4.1 Basic Situation of Communication Users

Table 1. Number of users (ten thousand) and metropolitan area network traffic (G)

2017 2018 2019 2020

User
number

Broadband User
number

Broadband User
number

Broadband User
number

Broadband

A 3.42 15.23 3.74 18.25 4.18 24.63 4.36 31.79

B 3.56 15.54 3.98 18.67 4.34 26.24 4.72 35.28

C 2.13 11.38 2.37 12.01 2.61 17.51 3.10 23.50

D 1.58 7.34 2.02 8.87 2.57 10.36 2.86 18.67

E 1.26 6.97 1.63 7.85 1.95 9.37 2.44 16.29

F 2.71 12.45 3.15 14.11 3.42 20.48 3.75 28.96
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Fig. 1. Number of broadband users and business usage from 2017 to 2020

As shown in Table 1 and Fig. 1, the number of broadband users and broadband usage
in 6 cities in a certain province in recent years. From the table, we can see that the number
of broadband users and broadband usage in 6 cities has increased year by year, and city
A And City B has the largest number of broadband users, with 43,600 and 47,200 by
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2020. These two cities are also the cities that use the most broadband traffic, indicating
that the province’s communication transmission network coverage is becoming more
and more extensive, and the number of people using broadband Will gradually increase.

4.2 Number of Broadband Traffic Used by Internet TV

Figure 2 shows the traffic usage of broadband users in 6 cities using broadband to watch
Internet TV. It can be seen directly from the figure that the traffic layer of broadband
users in 6 cities using broadband to surf the Internet to watch TV is increasing year by
year, and the growth rates of City A, City B, and City F are the fastest, while the growth
rates of City D and City E are the fastest. Relatively slow. It shows that the application
of OTN technology in the province’s power communication system provides users with
communication transmission channels to facilitate users’ access to the Internet.
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Fig. 2. Internet TV uses broadband traffic (Mbps)

5 Conclusion

The power information communication transmission network is an important infras-
tructure invested and managed by the state grid to ensure the development of the energy
industry. It provides the necessary information transmission and exchange channels for
the construction of the power grid, and strongly supports the safe and stable operation
of the power grid. This paper studies the application of smart optical distribution tech-
nology in power communication transmission, combined with the number of broadband
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users and broadband traffic, and finds that OTN technology is more practical in power
communication systems. The use of OTN technology can meet user communication
requirements. OTN equipment will be the main equipment type of the metropolitan area
transmission network in the future networking.
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of Gynecological Tumors

Hui Zhu(B)

Hebei North University, Zhangjiakou 075000, Hebei, China

Abstract. According to the statistics of the Ministry of Health, the mortality and
incidence of breast cancer in Chinese women have been increasing year by year.
Research on the key technologies of assisted puncture robots based on medical
images can well solve the problems existing in traditional percutaneous puncture
operations. The purpose of this article is to study the application of smart punc-
ture equipment in gynecological tumor sampling. Analyze the movement of the
puncture needle inside the tissue, and establish a trajectory and planning model
based on the robot kinematics. The model uses the puncture coordinates and target
coordinates to analyze the needle radius value, which can effectively predict the
trajectory of the needle, and at the same time predict the trajectory of a deflection
by inputting the coordinates of the inflection point. The experimental results show
that the deviation values of the puncture needles are all stable within 8%, which
meets the experimental requirements for the stability of the radius value.

Keywords: Smart puncture · Puncture equipment · Gynecological tumor ·
Tumor sampling

1 Introduction

Puncture cytology can accurately detect breast cancer. It has high sensitivity, simple
method, safety, small trauma, low cost, and a wider range of clinical advantages, but
it cannot determine the source of cells. Immunohistochemical testing by creating cell
wax blocks can further help diagnosis [1, 2]. For patients with high clinical suspicion of
malignant tumors, surgical biopsy is recommended [3, 4]. Puncture surgery, also known
as invasive medical surgery, refers to a treatment method in which a puncture needle is
inserted into human tissue through manual or mechanical surgery for the next step of
tissue biopsy or targeted drug therapy. It has been widely used in human biopsy.

There are many scholars who study the whole process of tumor [5]. Some scholars
investigate the practice of nurses in solving the sexual problems of patients with gyne-
cological tumors, and find out the contributing factors and obstacles. The results show
that the main factors contributing to nurses’ sexual health care are good nurse-patient
relationship, communication skills and training for nurses. It is necessary to strengthen
the training of nurses, increase the number of nurses, and provide patients with all-round
care [6]. In addition, scholars have evaluated the routine use of endometrial samples in
outpatient clinics through LEVEL trained by gynecological residents. The causes of
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endometrial sampling are divided into 6 categories, including screening, PMB, menor-
rhagia or AUB, huge uterine and cervical lesions. Use Pipelle to obtain an endometrial
sample. Endometrial biopsy is accurate, simple, and safe. It can be performed byLEVEL,
a gynecological resident, with an accuracy rate of 70%.An additional endometrial exam-
ination is required for undiagnosed patients [7]. The application of intelligent puncture
equipment in gynecological tumor sampling has practical significance.

This work uses medical images to conduct in-depth research on the basic technology
of precision puncture robots, analyze the kinematics and workplace characteristics of the
continuous six-degree-of-freedom robot, combine route planning and surgical puncture
design, and study the space trajectory of the improved RRT algorithm drilling robot
system The design ensures that the final puncture guide of the precision puncture assist
robot can accurately reach the puncture needle point with the best surgical route. Lay
the foundation for the clinical application of human breast tumor surgical puncture.

2 Research on Intelligent Puncture Equipment in Gynecological
Tumor Sampling

2.1 Accurate Trajectory Planning of the Piercing Robot

After completing the medical image processing, the identification of the marked points
of the medical three-dimensional image, and the selection of the puncture path, the
medical image coordinate system is registered to the robot surgery space coordinate
system through binocular vision, and the auxiliary precision puncture robot system
needs to have the best design space The trajectory planning algorithm enables the end
guide of the assisted precision puncture robot to accurately reach the needle point of the
puncture operation set by the doctor with the best surgical path [8]. The path planning of
the assisted puncture robot must avoid obstacles, select the optimal puncture positioning
angle, and be able to move to the best position for the doctor to complete the manual
puncture operation.

In medical puncture surgery, with the help of the assisted precision puncture robot
system to achieve precise positioning, it is not only necessary to plan the starting point
and target point in the surgical space, but also to plan some path points between the
two, so that the robot follows a specific Path movement [9]. Through the tool coordinate
system to reach the desired position and posture in the working coordinate system, set
the path point in the robot motion, and use the researched robot inverse kinematics
principle to convert the position and posture corresponding to the path point into the
corresponding joint angle [10, 11].

In order to realize the trajectory planning of the joint space of a multi-degree-of-
freedom series robot, a high-order polynomial is usually used to solve the position, the
speed and acceleration of the joint motion, etc. The net is sent to the robot controller,
and controls the robot to do the corresponding movement [12].

2.2 Dynamic Tracking Measurement Principle Based on Position Vision

The principle of dynamic tracking based on binocular position vision to measure the
micro-movement of the patient’s body mainly includes camera calibration, image acqui-
sition and calibration. Recognition and extraction of marked points, stereo matching,
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calculation of three-dimensional coordinates, extraction of marked points after body
movement, matching, and acquisition of new three-dimensional information. The design
scheme of dynamic tracking and measuring marker points based on position vision
mainly completes the following process: the binocular camera quickly collects patient
images and analyzes and processes them, recognizes and stereo matches the marker
points, and derives the position of the marker points in the camera coordinate system.
Spatial three-dimensional coordinate information; when the patient’s body is slightly
moved, its circular marking point deviates from the original position, the binocular cam-
era collects image information again and analyzes and processes it, and after identifying
and stereo matching the marking point, the circular marking point is deduced again The
new spatial three-dimensional information in the camera coordinate system; the spatial
three-dimensional coordinate difference of the circular mark point is used to solve the
change of the corresponding spatial position and posture of the mark point after the
micro-movement occurs, and it is done in the process of assisting the precise position-
ing of the puncture robot. Error compensation enables the puncture guide tube to be
accurately positioned on the puncture needle point after the patient’s body is slightly
moved.

3 Research and Investigation of Intelligent Puncture Equipment
in Sampling of Gynecological Tumors

3.1 Construction of a Robotic Arm Assisted Puncture Experiment Platform

Fix the UR3 six-degree-of-freedom mechanical arm to the OTP damping isolation plat-
form, and install a specially designed clamp to hold the puncture needle at the end of
the tool. The puncture needle used in the three-dimensional path planning verification
experiment based on the improved RRT algorithm is the No. 2 puncture needle with
a diameter of 0.8 mm and a length of 80 mm. Subsequent PVA prosthesis and biopsy
puncture comparison experiments were performed with 20G, 21G, 22G, 23G puncture
needles, the puncture needle was installed on the fixture, and the PVA prosthesis was
placed on the plate. Fix the camera at a distance of 20 cm from the PVA prosthesis.

3.2 General Information

Collected patients who were planned to undergo needle biopsy of breast lesions in the
UniversityHospital from January 2021 toOctober 2021. Inclusion criteria: themaximum
diameter of breast lesions is greater than 5mm; imaging assessment BI-RADS 4a or
higher. Exclusion criteria: Pathological diagnosis has been made before needle biopsy;
there is no obvious solid part in the ultrasound appearance of the lesion. Finally, this
study selected 100 patients who underwent ultrasound-guided needle biopsy, including
5 males and 95 females. The age of the patients for the first biopsy was 30–50 years old,
with an average age of 40 years.
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3.3 Breast Tumor Puncture Biopsy Method

Preoperative Preparation: The patient undergoes routine electrocardiogram examination
before the operation to ensure that the patient has no serious heart disease, and blood
is drawn for routine blood tests and coagulation to ensure that the total number of
platelets and PT time are within the normal range. If the patient takes aspirin and other
anticoagulant drugs before surgery, they should stop taking it, and perform a puncture
operation after checking that the blood coagulation is normal one week later. Sign the
informed consent form for the operation and the consent form for the use of high-value
medical consumables.

Intraoperative Operation: Before the operation, the doctor performed ultrasound
again to determine the location of the nodule and the course of the adjacent blood
vessels, and determine the route of needle insertion to avoid complications such as
pneumothorax. The operating physician wears sterile gloves, the needle tip reaches the
breast mass, and pulls the trigger to release the needle groove. Generally take 3–4 tissue
strips about 2 cm in length and fix them with formalin solution for inspection. After
removing the needle, cover the puncture point with a small applicator.

Postoperative Precautions: pressure the needle track at the gauze layout for 30 min
to prevent bleeding.

3.4 Data Preprocessing

The force sensor can be used to measure the magnitude of the resultant lateral force.
Therefore, the following needle tip bending deformation estimation equation and
bending radius calculation formula are established:

bendB = −FV l4

8Elh
(1)

Among them, l represents the length of the flexible needle (m), which can be obtained
bymeasurement. E represents the elasticmodulus of the needlematerial, and I represents
the moment of inertia of the cross-sectional area.

In addition, whether the puncture probe can accurately reach the center of the lesion
according to the planned path is also a very important evaluation indicator. Therefore,
the three indicators of the number of rotations n, the total length of the path L and the
distance d from the end of the path to the center of the lesion are taken into consideration
together. Different weight ratios w1, w2, and w3 are assigned to these three, and the
calculation formula of the new inspection index is shown in 2.

W = w1n+ w2(L− D)+ w3d (2)

4 Research and Analysis of Intelligent Puncture Equipment
in Sampling of Gynecological Tumors

4.1 Results and Analysis of Three-Dimensional Path Planning Based
on the Improved RRT Algorithm

For a flexible puncture needle with a diameter of 0.8 mm and a needle length of 80 mm,
the bending radius of the flexible puncture needle can be calculated to be about 300 mm.
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According to the three-dimensional path planning process of the puncture probe, the
process of puncturing such a flexible puncture needle into the breast tumor tissue is
planned, and we can get 10 puncture paths of the flexible needle. The arc length L and
the number of rotation segments n of these 10 puncture paths are shown in Table 1
(Fig. 1).

Table 1. Puncture path data of 10 flexible needles

Serial number Number of
rotations

Path length
(mm)

W

1 4 228.12 2.42

2 4 228.63 2.31

3 5 228.24 2.5

4 5 228.68 2.27

5 5 228.45 2.15

6 4 228.44 2.1

7 5 228.31 2.34

8 4 228.29 2.33

9 6 228.76 2.51

10 5 228.68 2.22
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Fig. 1. Puncture path data of 10 flexible needles

The linear distance D from the needle insertion point to the center of the lesion is
226.6 mm. Using the method of optimal path solving, the three evaluation indicators are
respectively 0.3, 0.4 and 0.5. We can calculate the optimal puncture path among these 10
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puncture paths as the sixth puncture path obtained by simulation. The trajectory length
of this puncture path is 228.44 mm, and it has been rotated 4 times in total.

According to the planned puncture path, the puncture needle can avoid obstacles
well and finally reach the target lesion. At the same time, the planned puncture path
does not have a large reentry. It is an arc path, which fully conforms to the physical
characteristics of the puncture needle.

4.2 PVA Prosthesis and Biopsy Comparison

During the needle puncture process, due to external interference and the imaging prin-
ciple of the instrument itself, the noise in the collected images will also be slightly
different, resulting in different image quality exported by the instrument. To explore
whether these noises will affect the results of the three-dimensional path planning of the
improved RRT algorithm. Using 20G, 21G, 22G, 23G puncture needles for puncture,
due to the unevenness of the PVA prosthesis, the bending radius of the needle body of the
puncture needle fluctuates within a certain range, but the upper and lower deviations of
the 4 types of puncture needles fluctuate. It is less than 150 mm, showing good stability.

When performing biopsy puncture, the dynamic tracking measurement of binocular
position vision is used for image acquisition. During puncture, the puncture needle
bends downward, and the collection surface always overlaps with the curved surface of
the puncture needle. The puncture experiment is divided into two types: core-pulling
and non-core-pulling, both of which are non-deflection puncture experiments. In the
experiment, four types of puncture needles are used for puncture. The deflection radius
of the puncture needle in the biopsy is shown in Fig. 2.
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Fig. 2. Comparison of PVA prosthesis and biopsy
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The total radius value difference is stable within 8%, indicating good stability. The
radius of the needle biopsy is larger than that of the PVA prosthesis. This is because
the tissue structure of the human body is looser than the PVA prosthesis, which makes
the cutting action on the needle injection smaller than the force in the PVA prosthesis.
In addition, the internal structure of muscle tissue is more complex than that of PVA
tissue prosthesis, and has more uncertainty, making the trajectory of the puncture needle
less stable in some cases. The release radius of the puncture needle with and without
core pulling differs by 7%, indicating that the puncture needle has the best flexibility
when removing the core. With the increase of the puncture needle model, the radius of
the puncture needle deflection in the tissue is also decreasing, and the curvature of the
puncture needle shows a certain linear relationship. The deviation values are all stable
within 8%, which meets the test requirements for the stability of the radius value.

5 Conclusions

In order to improve the cure rate of patients, the treatment of breast cancer has changed
fromanatomicalmode.However, before clinical diagnosis and treatment of breast cancer,
a biopsy must be performed to obtain a baseline medical history before further specific
treatment can be performed. This paper discusses the position of the robot puncture
system based on binocular vision, and proposes a mapping algorithm from the medical
imaging system to the robot projection coordinate system to solve the problem of system
field registration in puncture. Robotic puncture assists imaging from site to surgical site.
It can provide doctors and patients with more thinking time and choose personalized
treatment plans according to the situation, so that the treatment can be more effective in
the treatment of breast cancer.
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Abstract. With the enhancement of environmental awareness, people pay more
and more attention to environmental art design. Starting with the improved par-
ticle swarm optimization (PSO) algorithm, this paper proposes an environmental
art system based on improved PSO. The improved PSO algorithm is applied to
the environmental art system to solve the problems faced by the current environ-
mental art. Firstly, this paper introduces the connotation and characteristics of
environmental art system, and then studies the application of improved PSO algo-
rithm. According to the system design principles, the environmental art system is
designed and developed, and its performance is tested. Finally, the test results show
that the four modules of art painting, architectural appearance, interior design and
landscape design of the system have good performance in the test, and the scores
aremore than 3, which shows that the system canmeet the operation requirements.

Keywords: Improved particle swarm optimization · Environmental art · System
design · System optimization

1 Introduction

In recent years, with the continuous development of Internet technology, environmen-
tal art design is gradually developing towards a more diversified and multi-functional
direction. Nowadays, human beings pay more and more attention to the ecological envi-
ronment. In today’s society, people are not only satisfiedwith the visual aesthetic function
of the environment in the traditional sense [1, 2].

Many scholars have studied the improved PSO algorithm. Some scholars have
improved PSO algorithm by introducing global optimal selection pool and probabilistic
global optimal selectionpool (p-gbest). The algorithmobtains a set of Pareto optimal(PO)
solutions. By calculating the fuzzy membership(FM) degree of Pareto optimal solution
set, the individual with the smallest FM degree is selected as the final optimization result.
Through the comparative analysis of the results, it is proved that the optimization effect
of the algorithm is excellent [3, 4]. Some scholars have proposed a solution based on
the improved multi-objective PSO algorithm. Firstly, a multi-objective decision-making
model is established according to the delay, area and power of large-scale mprm circuit.
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Then, on the MCNC benchmark of PLA format, the proposed solution is compared
with the current three preferred algorithms, and the results verify the effectiveness of
the solution [5, 6]. The above research lays a foundation for the design and research of
environmental art optimization system based on improved PSO algorithm.

In this paper, a method based on Improved PSO and fuzzy clustering evaluation
system is proposed to realize the real-time monitoring of pollutant emissions in urban
ecological environment, social economy and other fields. By designing a comprehensive
systemand integrating itwith traditional artificial neural network technology, the purpose
of improving global performance and reducing computing cost is achieved. This method
can make environmental art have good adaptability and reduce the problem of resource
waste or pollution caused by human factors to a certain extent.

2 Discussion on Environmental Art Optimization System Based
on Improved PSO Algorithm

2.1 Environmental Art System

2.1.1 Connotation

In the early 1990s, Chinese local designers had a superficial understanding of the con-
cept of environmental art system design. They consciously and subconsciously engaged
in design and made profits, which made up for the lack of the development of Chinese
architecture. In the 21st century, our current design theme is system design [7, 8]. Envi-
ronmental art design includes not only interior design and landscaping, but also system
design, just as foreign villa design includes the appearance, landscape and interior of
the villa. In the United States, they call it the trinity of planning, architecture and the
overall landscape. In the systematic design of environmental art, painting, architectural
appearance, interior, landscape and orientation, all design elements are combined with
ideas to form an overall design behavior system. For example, the overall architectural
design is a new architectural design concept, which is completely synchronized with
various components, external environment, building structure, technical equipment and
so on. Integrating new technologies means using the technical knowledge of various
disciplines to develop and apply new technologies to adapt to external space, building
volume and building components, so as to reduce investment and cost [9, 10].

2.1.2 Features

China’s environmental art design must strive for simplicity, freedom and full control
in order to create high-quality environmental art [11, 12]. Because it promotes human
beings in the process of feeling art, not limited to the intuition of the ear, but to mobilize
the imagination of the soul, so as to capture the image of environmental art to a higher
level. In the historical period when the development of human civilization is still at a low
level, we must further put forward requirements for natural environment art, so as to put
more emphasis on transformation and conquest. When the development of architectural
civilization reaches a higher level, the harmonious relationship between architecture and
nature will come first. Environmental aesthetics refers to the trinity of thinking, emotion
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and science and technology. When paying attention to the overall architectural design,
architects also need to make a breakthrough in creative ideas and design methods. The
outbreak of creative inspiration will rely more on the analysis, synthesis and evaluation
of the overall design of buildings. We need to learn and improve the overall ability of
architecture and overall design, new knowledge system and new way of thinking, as
well as the integration of multi-disciplinary technology. We need to use new design
concepts to highlight the integrity of architectural creation. The concept of comprehen-
sive building planning can not only improve the adaptability of buildings, but also be
the inevitable trend of environmental protection and energy conservation consciousness.
With the continuous development of China’s economy, science and technology,more and
more advanced technologies and scientific and technological achievements are applied
to architecture. It is firmly believed that in the near future, there will be more excel-
lent overall architectural design in China’s architectural industry. We should constantly
sum up and move forward, which is a major responsibility entrusted to architects and
designers by history.

2.2 Improved PSO

2.2.1 Algorithm Development

Social creatures living in the wild can reproduce and survive in the wild because of their
special abilities. After studying the relevant laws, people developed an evolutionary
algorithm corresponding to the group lifestyle and applied it to the related optimiza-
tion problems. In the bird pile model, anyone can intuitively simulate the bird pile
phenomenon by following the following three rules:

(1) Avoid collision with nearby people;
(2) Airspeed corresponds to adjacent individuals;
(3) Aim at the person in the best position;

By studying the behavior of birds, the PSO model is inspired by the foraging law of
birds. The space is chaotic and orderly to obtain the optimal solution.

Inspired by bird predation, PSO algorithm has evolved into an artificial intelligence
algorithm to solve optimization problems. For example, suppose a group of birds are
randomly looking for the only piece of food in the spatial area. Although birds may
not know where the food is at first, they can sense the distance between the food and
themselves. Therefore, the best strategy for birds is to look for food near the birds
closest to the food. In the case of optimization problem, food is the optimal solution of
the problem, and the distance between bird and food is the sufficiency of the function.
The process of bird looking for food is the best point of the process of function looking
for food.

2.2.2 Calculation Process

Based on the illumination in the bird swarm phenomenon, the solution to all optimization
problems is that each bird finds food in the d-dimensional search space, which is called
“particle”. The speed can be adjusted according to the experience of individuals and
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populations. When the algorithm initializes the population in the search space, it ran-
domly assigns the position and velocity to a random particle and generates the original
population. Then, each particle looks for the optimal solution to the individual or group
problem in the complex airspace according to the flight law. In the optimization process,
the particle follows two extreme values and updates its state. Extremum is the optimal
solution (gbest) found by the whole population, which is called global extremum. The
other extreme value is the optimal solution (particle optimization, abbreviated as pbest),
which is found by the particle itself, which is called individual extreme value. Particles
follow individual extremum and total extremum, which can more completely record the
position of the optimal solution.

vid (k + 1) = vid (k)+ c1rand(pid (k)− xid (k))+ c2rand
(
pgd (k)− xid (k)

)
(1)

xid (k + 1) = xid (k)+ vid (k + 1) (2)

Where I = 1,2,…, m, M is the total number of particles representing m solu-
tions in the group; D = 1,2,…, n, n is the dimension of particle search space; Xid
(k) is the d-dimensional component of the k-th generation particle I; Vid (k) is the d-
dimensional component of the airspeed vector of the iterative particle k-th I; Pid (k) is
the d-dimensional component of particle I in the k-th iteration. Pgd (k) is the best point
for the k-generation population to find the component of the d-Dimension itself; c1 and
c2 are generally a constant set 2. Appropriate c1 and c2 can accelerate the convergence
of the algorithm and make it more difficult for particles to fall into local optimization.
Rand () is a random number between 0 and 1.

3 Experiment

3.1 System Design Principles

3.1.1 Principle of Continuity and Foresight

The system has the overall concept of overall system architecture, data architecture,
physical architecture, security architecture, application architecture and specification.
Based on the expansion and increase of functions, corresponding further development
and improvement shall be carried out to ensure the sustainable construction of the project.
The overall design of the platform should be advanced in technology and involve the
design of the system framework and software framework.

3.1.2 Advanced and Economical Principles

The platform adopts advanced technology in line with the development trend of informa-
tion technology, and adopts advanced technology and architecture model related to this
field as far as possible. The system life cycle is long. Try to choose the latest technology.
The environmental art data analysis platform adopts Hadoop data processing technol-
ogy, big data spark technology, spring MVC framework technology, redis technology
and other related advanced technologies. The structure of the platform must take into
account the principle of economy and make rational use of existing hardware, software,
security, network and other resources.
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3.1.3 Stability and Safety Principles

Stability is an important principle when designing a platform. In order to ensure the
normal operation of the platform, the environmental art data analysis platform faces
many users and needs to meet the daily peak needs of the system. At the same time,
it must also adapt to special situations such as one-time batch processing, processing a
large amount of data and sudden increase of business. The platform shall be established
on the basis ofmature and stable hardware and application software environment, prevent
damage, modification and leakage by improving various security measures, and protect
platform hardware, software and data from accidental and malicious causes.

3.2 Environmental Art System Design

Figure 1 is the design structure of environmental art system.

Environmental art system 
design

Art Painting

Architectural 
appearance

Interior design

Landscape design

Fig. 1. Structural diagram of the environmental art system

As can be seen from Fig. 1, the environmental art system has the following four
parts: art painting, architectural appearance, interior design and landscape design. From
painting, architectural appearance, interior, landscape to orientation, all elements are
integrated with each other. The system can enable designers to build the source of
creative inspiration on the comprehensive ability of system design, and greatly improve
the efficiency of environmental art design.

4 Discussion

4.1 Performance Test of Environmental Art System

This paper makes a series of tests on the performance of environmental art system,
including load test, capacity test, strength test and pressure test. This experiment adopts
the score system. 5 is the full score. The closer the score is to 5, the better the performance
of themodule. It can be seen fromTable 1 and Fig. 2 that the fourmodules of art painting,
architectural appearance, interior design and landscape design of the system have good
performance in the test, with scores above 3, which shows that the system can meet the
operation requirements.
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Table 1. Performance testing

Load
test

Volume
test

Strength
test

Pressure
test

Art painting
module

4 5 4 4

Building
appearance
module

3 5 3 3

Interior
Design
Module

3 5 4 2

Landscape
Design
Module

4 5 4 3
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Fig. 2. Performance comparison

5 Conclusion

Environmental art is a science based on ecological environment, which is closely related
to environmental protection. With the increasing awareness of environmental protection
and ecological protection, people begin to know more about green and clean energy. In
this paper, a performance optimization design method of environmental protection sys-
tem based on Improved PSO (PSO) is proposed, which is applied to the ant colony behav-
ior theory to establish a new model and calculate and solve it. Simulation experiments
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verify the feasibility, practicability and effectiveness of the scheme in environmental art,
so as to provide users with a better reference and decision support.
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Abstract. Phonetics teaching plays an important role in Japanese professional
courses. Nowadays, various voice-assisted teaching application software are avail-
able, but how to make full use of such resources and skills to closely integrate with
actual teaching activities and improve students’ current voice teaching methods
is still a difficult point. This article aims to study the software-assisted Japanese
speech teaching based on speech visualization. Based on the analysis of the advan-
tages of speechvisualization in speech teaching, the characteristics of Japanese, the
reasons for the difficulty of learning Japanese, and the strategies of Japanese speech
teaching, it is necessary to understand the advantages of speech visualization soft-
ware. The application effect of Japanese phonetics teaching, this article conducted
a three-month experimental teaching for students in a class of Japanese major in
a university, and selected another class with equivalent Japanese proficiency as
the control class for comparison. The experimental results show that the software-
assisted Japanese speech teaching based on speech visualization technology is
effective and feasible.

Keywords: Voice visualization · Software-assisted teaching · Voice teaching ·
Japanese teaching

1 Introduction

Phonetic practice is the most basic and important part of Japanese teaching. Mastering
accurate Japanese pronunciation and tones is a key factor in successfully completing the
oral communication tasks in Japanese [1, 2]. However, many Japanese learners in our
country are deeply influenced by the local dialect, so sometimes their pronunciation is
not satisfactory. Once the speaker’s pronunciation is wrong or cannot be mastered by the
reader, no matter how good their language level and vocabulary comprehension ability
is, normal and efficient oral communication cannot be realized at all [3, 4].

Although the auxiliary teaching activities of multimedia teaching equipment have
been widely used in the classroom, the focus is still on listening, reading, and writing.
Some teachers still use traditional listening and speaking methods in traditional phonetic
teaching, so they cannot effectively combinemodern educational information technology
with traditional phonetic teaching [5, 6]. In the 1990s, the theoretical support of modern
educational information technology also made new progress, and a multi-modal speech
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theory based on the operatingmode of the operating system emerged.Multimodal speech
theory also supports that learners can mix multiple sensory experiences in the process
of speech teaching, such as using images to evoke visual experience, or at the same time
provide sound effects that evoke the learner’s audio-visual experience [7, 8]. The various
sensory experiences mentioned above can greatly mobilize students’ voice learning
motivation. Therefore, speech visualization is also another main technical realization
form supported by multimodal speech theory. In recent years, due to the continuous
advancement of computer technology, voice visualization tools and software systems
have been produced. Such software has the functions of recording, storage, playback,
voice fusion, big data analysis, etc., providing powerful capabilities for the management
of various voice materials [9, 10]. Through these software systems, abstract audio files
can be converted into sound maps with certain voice features, and voice classification
can be achieved by extracting the features of related voice data. Among them, Praat
speech visualization software is widely used by speech researchers to analyze, mark,
edit and synthesize digital speech signals to create various speech maps and text reports,
but it has not been widely used in speech education [11, 12]. However, many scholars
have conducted research on the education of speech fragmentation characteristics with
the help of Praat software, and they have shown that it can optimize the effect of speech
education.

On the basis of consulting a large number of references related to speech visualization
and speech teaching, this article combines the advantages of speech visualization in
speech teaching, the characteristics of Japanese, the reasons for the difficulty of learning
Japanese and the strategies of Japanese speech teaching, and selects a Japanese major in
a university of the two classes, one class is used as an experimental class that uses voice
visualization software to assist Japanese voice teaching, and the other class is used as a
control class for teaching in a traditional mode. Compare the differences in attitudes and
performance of the two classes on Japanese voice. It is proved that the voice visualization
software is effective in assisting Japanese voice teaching.

2 Research on Software-Assisted Japanese Phonetic Teaching
Based on Phonetic Visualization

2.1 Advantages of Speech Visualization in Speech Teaching

(1) It is difficult to reveal the hidden features of speech only by hearing. Voice visual-
ization technology can represent tacit knowledge. The education planning link also
directly provides a visual interface, such as the related classification and dynamic
display of sound waveform, fundamental frequency, energy, and audio data. The
sound map, also called the “holographic photo” of sound, can freeze the sound and
re-expand it in a certain time sequence, and help us see the dynamic changes of
the sound. And these intuitive sound analysis will be closely linked with the basic
plan and final realization of teaching to enhance the effectiveness of education and
learning.

(2) In the process of speech education, different students’ initial knowledge level, cog-
nitive strategies, and ability to construct knowledge are unequal, and the speed of
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knowledge acquisition also varies. The visual voice learning form allows students
to repeatedly see difficult points and enhancement areas regardless of time or field,
choose learning methods, and achieve self-learning knowledge and information
goals.

2.2 Features of Japanese

(1) Vocabulary
Due to historical factors, the origins of Japanesewords are also complicated. First of
all, there are several Japanese vocabulary that are specific to Japanese. And they are
generally called “Japanese” words in phonetics. This kind of word is now generally
spelled in hiragana or Chinese characters, and the pronunciation characteristics
of Chinese characters often appear in the form of education. Secondly, due to
the long-term influence of ancient Chinese literature, there are Japanese Chinese
researchers who directly imported from China and modern Japanese phonetics
researchers based on the characteristics of Chinese morphology. These words are
generally written directly in Chinese, and the pronunciation of Chinese is also
the phonetic pronunciation. The pronunciation characteristics of these words are
imported from Chinese other than ancient Chinese, especially “Japanese”, which
has been absorbed by Japanese. Today, they are usually written in katakana and
are called “foreign words”. Among them, foreign words are the main component
of modern Japanese words. But it is worth mentioning that foreign words are not
limited to vocabulary introduced in Chinese other than Chinese, but also Chinese
vocabulary introduced from postmodern Japanese. With the large-scale adoption
of the above three words by the Japanese, some new Japanese vocabulary has
gradually emerged, the composition of which is a mixture of two or more of the
above three words. This kind of vocabulary is generally called “hybrid”. One of
the most common forms of expression is: Chinese character vocabulary with more
than two words, the pronunciation method of Chinese characters is often more than
one, or the pronunciation and pronunciation of the characters appear together.

(2) Grammar
As a cohesive speech, the characteristic of Japanese grammatical form is between
isolated speech and gradient speech. Part-of-speech words will not be distorted due
to changes in different syntactic elements. On the contrary, accusation words gener-
ally change according to their meaning in the sentence pattern. After adding virtual
characters that can represent syntactic elements, they are divided into stems and
curvilinear words. Except for some irregular changes, modern Japanese distorted
predicate words can only express various syntactic meanings simply by modify-
ing the endings. Unlike most other languages in the world, adjectives contain both
verbs and adjectives. This is equivalent to the adjective types in other Chinese.
Japanese is divided into “adjectives” and “adjective verbs”. In addition, because
Japanese nouns do not change with different names, there are no comparative or
superlative adjectives. From the perspective of tense, Japanese predicates also have
the distinction between past tense and non-past tense.



138 X. Zhang and L. Liu

2.3 Reasons for Difficulty in Learning Japanese

(1) Negative migration
As a category of cognitive psychology, language communication refers to the pro-
cess in which language learners transfer existing cognitive experience and experi-
ence to language learning and gradually master new things in the process of grad-
ually mastering new things. It can be divided into positive migration and negative
migration. If the old knowledge can promote themastery of the new knowledge, it is
called positive transfer, and if the existing experience can hinder the mastery of the
new knowledge, it is called negative transfer. In the process of learning Japanese,
it is easy to think that the difference between the native language and the target
pronunciation is directly proportional to the difficulty of the native language. In
fact, the difficulty of the native language is the same, so there is no most difficult.
Although there are not many phonemes in Japanese, it is very difficult to master
because of the negative transfer of Chinese. Judging from the many difficulties in
Japanese pronunciation introduced in the previous article, part of the reason is that
due to the lack of similar pronunciation in Chinese, students deliberately emphasize
prominent positions during practice. Therefore, learners are more likely to adopt
Chinese pronunciation or English pronunciation acquired earlier than Japanese,
rather than the most accurate Japanese pronunciation.

(2) Psychological factors
In the process of learning Japanese, in addition to the negative transfer of themother
tongue, there are also psychological factors. Some learners have poor Japanese
proficiency, so they also have the intention to learn before learning, but due to
the increase in content and learning difficulties, they often give up halfway. How-
ever, these learners have serious psychological barriers and are afraid of making
mistakes in pronunciation. Therefore, they dare not communicate directly with
Japanese people and do not have the necessary daily training. As a result, there is
no effective correction of incorrect pronunciation, so that they develop long-term
Mispronunciation habits.

2.4 Strategies of Japanese Phonetics Teaching

(1) Grasp the difficulties and break through each
In the voice education stage, the teacher pays attention to observing and analyzing
the learners’ problems in voice acquisition, so that the learners can circumvent
them reasonably, so as to provide appropriate guidance and important training in
a timely manner. Practice can correct pronunciation errors and the influence of
negative transfer, so as to become familiar with Japanese pronunciation rules.

(2) Using multimedia teaching
Phonetics learning is relatively boring. In traditional teachingmethods, teachers use
blackboardwriting, speaking, andwriting as themain teachingmethods. The simple
forms often lead to inaccurate pronunciation and low interest in learning. Modern
teaching methods such as multimedia combine text, sound, animation, graphics and
other tools into one. Knowledge is transmitted through multiple sense organs such
as vision and hearing, which not only guarantees the quality of pronunciation, but
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also helps improve students’ learning motivation and memory, so as to achieve the
best teaching effect.

3 Experiment

3.1 Survey Object

This article uses two classes of Japanese majors in a university as the experimental class
and the control class. Among them, there are 27 students in the experimental class, 8 boys
and 19 girls; 28 in the control class, 8 boys and 20 girls. Teachers in the experimental
class use voice visualization software for pronunciation teaching, while teachers in the
control class use traditional Japanese classroom teaching methods. Both classes had
pre-tests before the experiment, and the students’ Japanese proficiency was comparable.
After the 3-month study period was over, both classes were post-tested. In order to
reveal students’ self-perception of pronunciation through visualization technology, a
questionnaire survey was conducted among students after three months.

3.2 Data Analysis

UseMicrosoft Office Excel 2010 and SPSS16.0-Statistics Program for data analysis and
processing. Use Microsoft Office Excel 2010 to make bar graphs to describe the data of
each item in the questionnaire, use SPSS16.0-Statistics Program to calculate the mean
and correlation, and use the t test to compare the effects of the two teaching methods,
to verify that students are familiar with the voice visualization technology attitude of
Japanese phonetics teaching. The t-test calculation formula is:

t = X − μ
σX√
n−1

(1)

If the sample is a large sample, it can also be written as:

t = X − μ
σX√
n

(2)

Here, t is the deviation statistic between the sample mean and the population mean;
it is the sample mean.

4 Discussion

Table 1 shows the attitudes of students to voice visualization software in assisting
Japanese voice teaching.
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Table 1. Students’ attitudes towards voice visualization software-assisted Japanese voice teaching

No. Statement Totally Disagree Disagree Undecided Agree Totally Agree

Q1 Visualization
software can help
me in learning
pronunciation

0% 0% 10% 30% 60%

Q2 I prefer to discover
prosodic rules by
myself though
waveform

0% 0% 20% 20% 60%

Q3 Visualization
software is not
difficult to use

0% 0% 20% 30% 50%

Q4 I dislike imitating
the teachering or
following the tape
in pronunciation
learning

0% 0% 0% 50% 50%

Q5 Visualization
software can
clearly show the
prosodic features

0% 0% 10% 10% 80%

Q6 Visualization
software can
arouse my interest
and hold my
attention

0% 0% 10% 0% 90%

It can be seen from Fig. 1 that most students think that using visualization technology
to assist pronunciation learning can help them distinguish the rhythm characteristics of
speech; 60% of students are more willing to find the rhythm rules by themselves through
the waveform in the software, and they think the visualization software can clearly show
prosodic features such as pauses, stress, and intonation; most students dislike traditional
Japanese phonetic teachingmethods; 90%of students like the application of visualization
software because it can attract students’ attention and keep their attention. In summary,
the application of visualization software in Japanese phonetics teaching has not only
cultivated students’ understanding of the phonetic system of the target phonetic, but also
cultivated a positive attitude towards learning prosodic features in the classroom.
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Fig. 2. Average scores of the two classes in the pre-test and post-test

It can be seen fromFig. 2 that there is no significant difference in the average Japanese
voice scores of the experimental class and the control class before the experiment, but
after three months of different teaching, the average score of the experimental class is
significantly higher than that of the control class. Therefore, Software-assisted Japanese
voice teaching based on voice visualization technology is effective and feasible.
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5 Conclusions

The in-depth integration of voice visualization information technology and Japanese
voice teachingmust not only fully consider the rapid development ofmodern information
technology, but also have the systematization and meticulousness of Japanese voice
teaching. Only through gradual exploration and improvement, the organic integration
of the two must be realized. In order to promote each other, we can better accomplish
the goal of pronunciation teaching, thereby improving the teaching effect of Japanese
listening and speaking in colleges and universities, thereby developing scientific college
Japanese teaching.
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Abstract. Artificial intelligence is a newfield that has developed in recent years. It
has a certain degree of application in finance, network and biomedicine.At present,
Internet finance is developing rapidly in my country. Among them, the P2P online
loan platform model has the fastest and hottest development and has become a
typical representative of Internet finance. This articlemainly uses the experimental
investigation method and statistical analysis method to study the financial and
financial indicators of Internet companies, and combines artificial intelligence
algorithms to model the forecasting system. Through the overall survey, it is found
that the fluctuations in the various capabilities of an Internet company have fallen,
and by 2021 it will fall to 0.36 solvency. This shows that with the acceleration of
the Internet, financial and financial risks are becoming more and more frequent,
which requires us to predict the risks. Therefore, the study of the forecasting
system in this article is particularly important.

Keywords: Artificial intelligence algorithm · Internet finance · Financial risk ·
Forecasting system

1 Introduction

With the rapid development of Internet technology, online finance has gradually become
a topic of concern. In this process, traditional financial institutions and enterprises have
had different degrees of influence. On the one hand, it causes direct or indirect losses
in terms of capital requirements and financing methods. On the other hand, a series of
financial crises are caused by moral hazard problems caused by information asymmetry.

There are many people who study the Internet financial financial risk prediction
system of artificial intelligence algorithms, and they have put forward many opinions.
For example, Zhang Jingui said that the risk early warning model can more accurately
measure the financial risks of manufacturing companies. It is an effective attempt to
apply artificial intelligence algorithms to the field of business management and has cer-
tain practical significance for the risk analysis of financial companies [1]. Li Kehong
said that artificial intelligence has brought fresh air to traditional industries and changed
the way companies do traditional business. While providing beneficial help for financial
management, it also provides a higher level of traditional financial concepts, financial
processing systems and financial management models [2]. Ye Wentao believes that the
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integration of artificial intelligence and financial risk early warning has produced an arti-
ficial intelligence model with very high prediction accuracy [3]. Therefore, the research
on the Internet financial financial risk prediction system from the perspective of artificial
intelligence algorithms has a foundation and a basis, which is profitable for enterprises.

This article first studies the relevant theoretical knowledge of Internet finance. Sec-
ondly, define and analyze the financial risk. Then the risk management is explained,
and the forecasting system is designed using the BP neural network algorithm. Finally,
through modeling and investigation, it is concluded that the financial risks of Internet
companies are still serious, and there is an urgent need for predictive system prevention.

2 Internet Financial Financial Risk Prediction System Based
on Artificial Intelligence Algorithms

2.1 Internet Finance

Internet financing is a new financing method for the development of my country’s finan-
cial industry. Most of the market investors facing the Internet financing model are ordi-
nary investors. In Internet financing, market information can be shared by anyone. Inter-
net finance has the characteristics of service scope. Internet funds mainly rely on big
data, social media, search engines, cloud computing and other technologies to grow and
grow. By using Internet software technology, Internet finance can significantly reduce
the division of labor in the financial industry and the need for proprietary technology
[4, 5].

The Internet is not only a secondary technical tool in financial affairs, it will first
change financial transactions and existing organizational forms. The role of Internet
financing is not only to stimulate the development and dissemination of financial services
through the Internet. Its core is a new financing model and a new operating structure,
but the main function of financing has not changed. Internet finance can use Internet
technology to better serve the real economy [6, 7].

With the rapid development of Internet finance, it has seven different development
models. Crowdfunding means raising money from people. Crowdfunding generally
involves three parties: initiators, supporters, and platforms. Crowdfunding is when the
initiator provides a creative project that lacks funds to the crowdfunding platform. The
crowdfunding platform tracks and verifies the project. Once the project is approved, it can
be created and invested on the crowdfunding platform to attract supporters. The essence
of the P2P network lending model is to connect fund buyers and fund providers through
a third-party network lending platform. The operation of P2P network lending is that
borrowers and lenders can directly publish information through a third-party network
platform to find people who have not used funds and want to borrow on time. Digital
currency refers to the virtual currency of the network. With the development of Internet
finance, a new type of virtual currency has emerged inmy country: Bitcoin. This currency
does not require the participation of the banking system and is a representative of virtual
currency on the Internet. Big data financing refers to the use of cloud computing and
other IT tools on financial service platforms to calculate unstructured big data obtained
through network technology, comprehensively analyze customer information and data
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of financial institutions, and accurately identify customer transactions and consumption
patterns. Anticipate customer consumption trends to reduce risk. Computerization of
financial institutions refers to the use of information technology to transform and reor-
ganize existing business processes to obtain top-down comprehensive information of the
entire financial institution [8, 9].

2.2 Definition of Financial Risk

Financial risk refers to the debt of an enterprise.According to its severity, it can be divided
into four situations: First, the enterprise cannot repay the debt due to technological
bankruptcy and accumulated interest. On the other hand, if all assets are less than a
negative value, the net book value during the event may be negative; third, the company
goes bankrupt, and all debts cannot be paid off after liquidation; fourth, the court filed
for bankruptcy because of the inability to continue trading. For companies with financial
risks, it is a bit narrow to regard bankruptcy as a default. Therefore, this article conforms
to the broad definition of financial risk standards, and the production and operation of
enterprises may deviate from expectations and suffer losses [10, 11].

The financing source is mainly equity financing, and the debt repayment pressure is
relatively small. Therefore, it is inappropriate to carefully consider the financial risks of
Internet business. This article adopts the general concept of financial risk, assuming that
the financial risk of Internet business is related to various uncertain factors, including
internal and external factors that lead to the failure of Internet production and operation.
So it will suffer losses at some point [12].

(1) Influencing factors of Internet financial risks
1) Macro factors

Legal risk: Exploiting loopholes, breaking the law, or not clearly stipulated by the law.As
my country’s Internet funding is in the early stage of research, some laws and regulations
have not yet been finalized. Most laws and regulations serve the traditional financial
sector. Due to the rapid development of the Internet, there are few laws and regulations
on Internet financing, and the legal control system is even more backward. High returns
are often accompanied by high risks, which is an unchangeable law in the financial
world. Political risk: P2P online lending has no barriers to entry, and there is no uniform
industry standard to regulate behavior. Therefore, the P2P model has developed rapidly
in just a few years without written policy restrictions. This proves that no monitoring
and management services have allowed it to develop so fast. The P2P model is not
regulated by the government, but with the development of this field, once you have your
own system, there will be policies and regulations in place. Market risk: also known as
systemic risk, it only requires advanced Internet marketing methods and concepts, and
uses these advantages to quickly occupy a market position and grow rapidly. Affected
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by the market environment, there is market risk. Economic risk: Internet finance is
essentially the same as finance. Early warning and precise positioning of systemic risks
in the business cycle are crucial.

2) Micro factors

Credit risk: The rapid development of Internet finance has accelerated the innovation of
Internet financial products, and the Internet financial market is also changing. Internet
finance is essentially finance. All financial products are closely related to credit inves-
tigation. Information asymmetry will appear in the financial process and the financial
system is difficult to control. First of all, Internet finance is a kind of virtuality, breaking
the constraints of time and space. Secondly, the reason why Internet financial products
enter people’s lives is only because it has the advantages of convenience, speed and
high return, and people do not have a deep understanding of credit risk. Liquidity risk:
the matching of managed asset management funds and financial product debt. Illegal
fund-raising risks: The wealth management fund pool model is suspected of illegal fund-
raising risks, unqualified borrowers’ illegal fund-raising risks, and typical Ponzi scheme
fund-raising risks. Payment and settlement risk: In a virtual environment, the payment
risk of financial activities increases. Reputational risk: Due to inconsistent supervision,
each platform uses its own standards to regulate borrowers and investors, and there are
also operational errors. If venture capitalists suffer heavy losses, P2P platforms will
also damage their own reputation. Technical risks: Cloud computing, big data and other
technologies are not enough to support the huge Internet financial system. Hacking,
virus penetration, financial fraud, etc. Even at this stage, this system is still full of risks.
Operational risk: The risk of loss due to internal personnel or company program errors.
Safe operation risk: Without a global monitoring system, risk prediction and control are
still not systematic. Information risk: The Internet financial backend itself is virtual, and
the data is very public. In addition to providing convenient services to customers, it also
carries huge information risks.

(2) Risk management

Risk management is a management science that studies the rules of risk occurrence
and risk control technology, and implements effective risk control and measures to
properly manage losses in the management process of risk identification, assessment
and treatment.

(3) Risk types of Internet finance

Compared with other industries, the financial industry has a higher risk management
awareness and a more comprehensive risk management system. The Internet finance
that has emerged in recent years represents a business model that is completely different
from the traditional financial industry: Compared with the risks of traditional financial
business models, Internet financial risks still present the following unique risk types:
risk intermediate platforms, network security risks, Operational risk, liquidity risk.
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2.3 Application of BP Neural Network Algorithm in Risk Assessment

BP network is a special learning network. Its working process is to first set the output
value of each mode, and then input the learned storage mode from the input layer to the
middle layer, and then distribute such a form of three-level forward propagation network
from the middle layer to the output layer. Its structure is shown in Fig. 1.

a1

a2

a3

b1

b2

Input Implied Output

Fig. 1. Schematic Diagram of BP Neural Network Structure

When learning a BP neural network, you need to determine the basic function of
the neuron first, which is generally based on a linear function, and the basic form is as
follows:

w =
m∑

i=1

viai − η = a′ − η (1)

Using the BP learning algorithm, the output function can be differentiable andmono-
tonically increasing. The connection weights of nodes usually change gradually. You can
enter after correction. Usually, the sigmoid function is used to calculate BP. The form
of transmitting network data is as follows:

g(a) = (1 + f −θa)−1 (2)

After adjusting the node and determining the accurate threshold range, the error can
be greatly reduced, and accurate output can be achieved, thereby efficiently completing
the BP neural network operation.

3 Financial Risk Early Warning Design

3.1 Construction of Financial Risk Indicators

The analysis structure of the financial risk early warning system must be combined with
the analysis of the company’s financial ratio, especially in the following four aspects.
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Profitability reflects the source and level of the company’s profitability, solvency is
used to assess the company’s debt risk status, and operatability reflects the company’s
management level. In addition, based on the company’s development capabilities, we can
identify the company’s future development trends and space. Before creating a financial
early warning model, the review of financial indicators is also very important, which is
related to the ability to effectively identify the financial risk status of the business.

3.2 Correlation Analysis of Financial Indicators

The correlation analysis of financial ratios analyzes ratios from four aspects: profitabil-
ity, solvency, operability and development potential. Continue to study the four selected
indicators reflecting profitability, solvency, serviceability and viability, and conduct
correlation analysis.

3.3 Construction of Non-financial Indicators

The impact on company performance is gradually taken into account in many perfor-
mance analyses, and there is a tendency to incorporate it into the overall evaluation
system. Financial indicators cannot evaluate the company’s overall performance, and
only considering the impact of financial indicators will cause differences.

3.4 Construction of Financial Risk Early Warning Model

The traditional efficiency coefficient method has relatively discrete indicators for identi-
fying financial risks, and the number of classification levels will greatly affect the effec-
tiveness of the financial risk early warning model. The weight of financial indicators.
The company’s current financial status and operating performance are often reflected
in financial indicators. The weighting of non-financial indicators and the financial risk
warning interval can more accurately measure the company’s financial risk.

Early warning process as follows. First, extract the key data from the company’s
annual financial statements, and then use the efficiency coefficientmethod to calculate the
required standard values one by one. These companies are then ranked and standard index
scores are assigned accordingly. Calculate the reference standard value and standard
coefficient of each method according to the calculated index value and the method of
the early warning system. The single coefficient of performance calculation method is
obtained by the coefficient of performancemethod, which is calculated by combining the
index value and the reference value of the gear. Differentiate the score of the aisle with
the score of the top aisle, and then multiply the result by the efficiency coefficient of each
index to calculate the corresponding adjustment value of LeTV. Finally, the calculated
global rating factor is comparedwith the alert interval to identify the company’s financial
risks.
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4 Analysis of the Application Results of the Prediction System

4.1 Evaluation of Risk Indicators for Internet Companies

This article selects the development data of a certain Internet company for analysis.
Judging from the company’s 2017–2021 comprehensive evaluation coefficient results,
the overall trend shows a downward trend. The details are shown in Table 1:

Table 1. Assessment of the Risk Indicators of Internet Enterprises

2017 2018 2019 2020 2021

Profitability 0.72 0.85 0.82 0.65 0.52

Operating capacity 0.25 0.34 0.51 0.62 0.59

Solvency 0.92 0.73 0.54 0.46 0.36

Development ability 0.72 0.7 0.69 0.69 0.65

Non-financial coefficient 0.54 0.56 0.61 0.64 0.61

Comprehensive coefficien 0.65 0.62 0.59 0.6 0.5
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Fig. 2. Assessment of the Risk Indicators of Internet Enterprises

As shown in Fig. 2, according to the financial risk alert range, the company has been
in a state of alert in the past few years. In the later period, there was a serious alert state,
and it was obvious that LeTV did not effectively implement control over financial risks.



150 L. Ge et al.

5 Conclusion

The development of artificial intelligence technology has made it a hot field, as is the
financial industry. Due to the rapid rise and development of Internet finance, traditional
banking services have been unable to meet customer needs and market demands. With
the acceleration of network platform construction and application software development,
a large amount of capital has been invested in Internet finance, which has increased the
occurrence of capital risks. Moreover, according to the results of the survey, Internet
companies are still in the range of frequent risk fluctuations. This strongly requires
companies to have a system for risk prediction to prevent companies from failing due to
insufficient risk aversion capabilities.
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Abstract. In the relevant documents of the 14th Five-Year Plan, it is pointed out
that China’s digital development should be accelerated in order to promote the
deep integration of China’s digital economy and real economy. In order to deeply
investigate the economic role, industrial characteristics and radiating industrial
scope of digital economy industry in China, an industrial association network is
constructed based on China’s input-output data, and the structural characteristics
of China’s digital industry in the entire industrial network are analyzed by using
maximum spanning tree algorithm and threshold network algorithm. It provides
empirical support for the development of China’s digital economy at the level of
relevant economic industries. Relevant research results confirm that: first, accord-
ing to the current economic development and industrial structure, digital industry
has great potential and development space. In the future, it can be considered
to adjust the macroeconomic structure, strengthen the promotion of digital tech-
nology to more industries, and improve its overall economic status. Secondly, in
terms of the main radiation scope of digital industry, the degree of digitalization
of various industries is different, which needs to be treated differently in actual
policies. At present, the development of China’s digital industry focuses on digital
hardware manufacturing, while the development of digital software and services
and digital data is insufficient.

Keywords: Digital economy · Network structure · Intelligent algorithm

1 What is the Digital Economy

In 1996, Tapscott, an American scholar, put forward the concept of digital economy,
which he believed was the product of “intelligent network era”. It is not only the intelli-
gence of network technology, but also the combination of existing economy, creativity
and intelligence to create wealth and promote social development. Different scholars and
organizations at home and abroad have put forward their own views on the concept of
digital economy. Foreign scholars and organizations believe that digital economy focuses
more on commercial activities and digital media with digital technology (Fig. 1). Chi-
nese researchers and institutions usually build on the digital economy definition set
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forth in the G20 Digital Economy Development and Cooperation Initiative. This paper
focuses on the domestic digital economy related research, combined with the relevant
knowledge of intelligent algorithms, while taking modern information network as an
important carrier, the effective use of information and communication technology as an
important driving force of efficiency improvement and economic structure optimization
of a series of economic activities.

Fig. 1. Singapore’s digital economy report

In China, digital economy is divided into two types: digital industrialization in a
narrow sense and industrial digitalization in a broad sense. Digital industrialization is
equivalent to the traditional information industry, including the electronic and communi-
cation equipment manufacturing industry, telecommunications, radio and television and
satellite transmission service industry, Internet and related service industry, software
and information technology service industry in the national economy industry classifi-
cation. Due to the deepening integration of information technology and other industrial
sectors of the national economy, digital economic activities are generated in traditional
industries, which is the part of industrial digitalization or digital economic integration.

The digital economy is growing at a high speed in all countries around the world,
and its growth rate is significantly higher than that of the national economy. From
2016 to 2017, the average growth rate of the generalized digital economy (including
digital industrialization and industrial digitization) inG20countrieswas 8.47%,while the
average growth rate of developing countries was 16.83%. Under the condition of digital
economy, platform economy becomes a new production organization form different
from traditional industry. A platform is an intermediary that brings together different
users and an infrastructure that takes place as user activity, “a business model based on
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value-creating interactions between external suppliers and customers”, or “a business
model that connects two or more independent groups in a supply way”.

2 Several Common Digital Economy Industry Network Analysis
Methods

Industrial network analysis method uses complex network as data structure and analysis
tool to study the intricate economic relations between industries. Digital industry, as
a technology-based industry type associated with many industries, its mode of action,
driving industry and economic importance need to be analyzed by industrial network
method.

(1) Extraction of industrial backbone network – maximum spanning tree algorithm.
If the actual network has a large number of edges and a compact structure, it is
difficult to intuitively analyze the main association relations in the network. There-
fore, it is necessary to retain the strongest industrial connection edge in the network.
Here, the spanning tree algorithm is used to extract the backbone network. Classical
spanning tree algorithms, including prim algorithm and Kruskal algorithm, calcu-
late the minimum connected path in the network based on undirected graph basic
data. However, the actual network in this paper is directed weighted graph, that is,
the relationship between the input and output of industries is oriented, which shows
that the industrial production needs the input of other industries. Industrial output
consumes the products of other industries. Here, the extraction goal of spanning tree
is to retain the strongest structural relationship in the network, so the connection
edge is selected according to the maximum weight [1–3].

(2) Extraction method of industrial self-generating capacity.
Comparative advantage can be either from land, resources, location, population and
other natural factors of production, and from the day after tomorrow can form the
industrial division and form a complete set, high-quality talent, and contains the
ecological system of thewhole industry science and technology, knowledge, ability,
while the latter is the formation of the need to continue to capital and talent into the
industry field. In this sense, industrial development does not necessarily follow the
path of comparative advantage, and industrial policy can play an important role in
it. If a country or region enters a digital economy segment early and invests heavily,
it is likely to take the lead. Guiyang has become an important big data industry
gathering place in China through the early implementation of big data development
strategy.Because of the uncertainty of cutting-edge technology, there is a certain risk
of failure for the government to support specific industries by “selecting winners”.
However, the government can, on the basis of the full analysis of experts, choose
those industries that are about to enter the industrialization stage and have fewer
enterprises (or regions) to support them vigorously, and guide the investment of
social capital with government industrial funds and preferential policies.

(3) Threshold network extraction algorithm.
In order to discuss the digital industry and its main radiating industry separately, it
is necessary to extract and analyze the industry types closely related to the digital
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industry from the original industrial network. From the point of view of actual
calculation, the digital industry network nodes are taken as the center, and the
threshold value is set for the connection relation around them. The nodeswith strong
connection relation are retained and the nodes with weak connection relation are
discarded to obtain the main driving group centered on the digital industry. The
calculation method is as follows: step 1: The digital industry nodes in the industrial
network are selected, and the weights of the association relation between each
digital industry node and other industrial nodes are arranged in order from large
to small, and respectively compiled into the set of connected edges. Step 2: Set a
threshold value according to the numerical distribution of the strength of all the
association relation of digital industry nodes. Step 3: Build the strongly connected
edge set [4].

3 Industrial Network Analysis Method of Digital Economy
under Intelligent Algorithm

According to the data of China’s input-output table in 2007, 2012 and 2017, the industrial
networks of the three years can be constructed respectively, and the visualization results
are shown in Fig. 2.

Fig. 2. Time sequence diagram of industrial network based on input-output table data

From the annual change of the number of directed edges in the input-output table, the
number of associated edges in the input-output network increased from 13121 to 13404
from 2007 to 2012, indicating that the relationship between industries is more extensive
and universal. In 2017, the number of associated edges of the input-output network
decreased to 12,638, indicating that the input-output relationship between industries is
weakened, production relations are more intensive and endogenous, intermediate inputs
are more “pure” than before, and production links are clearer and more specialized [5].

In view of the connotation and development trend of digital economy, scientific
measurement and evaluation of the development level of digital economy is not only
directly related to how to objectively measure the impact of digital economy on the
overall economy, but also will further affect the overall judgment of the macro situation
and the accurate formulation of relevant policies. This paper follows the existing research
and adopts the digital economy development index in the Digital China Index Report
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2019 released by Tencent Research Institute. The release of the index provides key
materials for the study of the development status and impact of China’s digital economy,
and scientifically reflects the development level of digital economy in various regions.

At present, the digital wave is sweeping the world, and China’s digital technology is
also accelerating innovation, constantly promoting the rapid emergence and rapid growth
of new business forms and new models, making digital economy with new development
trend and changing characteristics (Table 1). As represented by 5 g of a new generation of
high-speed information communication technology rapid development and wide appli-
cation, around the acceleration of digital new infrastructure facilities construction, high
speed and mobile, security, perfecting ubiquitous digital key infrastructure, effectively
supporting the Internet, big data, artificial intelligence and the depth of the traditional
economic integration, Thus rammed the digital economy development infrastructure.
Digital application has greatly extended and expanded the boundaries and fields of tradi-
tional industries. Digital industry, digital life, digital government affairs, digital culture
and so on have shown a trend of accelerated development, which not only optimizes
the level of organization and management, but also greatly improves the efficiency of
resource allocation and social governance rate [1, 6]. Especially digital industrialization
and industry in-depth reform of the digital, big data and cloud computing, Internet of
things, such as artificial intelligence digital technology to traditional industry’s active
role is increasingly prominent, an increasingly important role in the configuration of
the data elements, new forms, new industries and new patterns emerge and become the
leading new momentum of economic development, the sustainable development of the
economy growing (Table 2).

Table 1. Digital economy index meaning

Index Meaning

Total digital Economy index To demonstrate the level of development of the digital
economy as a result of the deep integration of the real economy
and all sectors of society

Digital Industry Sub-index The synthesis of all digital cultures presented from the
consumer side

Digital Culture sub-index Show the ability and level of consumption culture throughout
the country

Digital government sub-index Measure the level of government affairs in all parts of the
country

Disruptive innovation constantly emerging, platform of economy and the speeding
growth, network effects and the “winner-take-all”, “dandelion effect” with new features
such as ecological competitionmake active and fast-growingdigital economy innovation,
has become one of the important driving force of old and new kinetic energy conversion,
especially for the backwardness of countries and regions are seeking new kinetic energy,
speed up the economic development opportunities. Further promote the development of
digital economy and accelerate the transformation of old and new drivers of growth [7].
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Table 2. China’s digital economy in 2020

The mean area The maximum The minimum value The standard deviation

The national 20.236 105.710 1.770 18.902

In the east 32.860 105.710 6.080 25.497

In the middle 16.915 29.930 8.73 6.941

In the west 10.879 29.750 1.770 7.348

4 Analysis of Radiative Effect of Digital Economy Industry
Network

Digital software and service industries (telecommunications and other information trans-
mission services, software and information technology services) Network node strong
connection Non-digital industries are mainly service industries, including construction,
wholesale and retail, finance, insurance, real estate, education, health, public administra-
tion and social organizations. Therefore, the digital software and service industries are
mainly driven by the service industry, which has little direct impact on the manufactur-
ing industry. The digital data industry consists of two subsectors, in which the news and
publishing industries are connected to the digital industry threshold network through
telecommunications and other information transmission services, and radio, television,
film and audiovisual recording operations are separate from the other digital industry
main networks. The strongly related industries of digital data industry are also service
industries, including construction, wholesale and retail, finance, real estate, research and
experimental development, education, health, public administration and social organi-
zations [6]. In order to more clearly and quantitatively describe the main correlation
between digital industry and non-digital industry, the main correlation industries and
correlation weights of digital industry are presented in table form here. As there are
many types of digital industry subdivisions, this paper selects an industry category from
digital hardware manufacturing, digital software and services, and digital materials as
representatives for analysis, and the selected industries are computer, software and infor-
mation technology services, news, and publishing. The threshold network constructed
based on this idea can clearly reflect the connection relationship between digital indus-
trial nodes, and radiate from digital industrial nodes to the main association relationship
of non-digital industrial nodes in the next layer [8, 9].

5 Conclusions

The comprehensive development of digital economy based on intelligent algorithm not
only focuses on the purchase and upgrade of digital hardware in ordinary industries, but
also needs to strengthen the application of software customization, information technol-
ogy and Internet technology. At the same time, it takes into account the knowledgeization
of massive data in economic activities to achieve a stronger radiation and driving role
of digital industry. From the perspective of economic network, China’s digital industry
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plays an important role in the whole economy. The network association structure of digi-
tal economy based on intelligent algorithm can effectively formulate the development of
China’s digital economy and provide the basis for decision-making of relevant policies.
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Abstract. “New infrastructure” is the strategic basis for the development of the
digital economy. It is based on the construction of digital infrastructure. 5G, arti-
ficial intelligence, and big data are commonly known as “digital new infrastruc-
ture”. This paper studies the digital new infrastructure construction system of the
provincial power grid, and understands the relevant theories of the digital new
infrastructure, then constructs the data security system construction of the provin-
cial power grid digital new infrastructure, and finally detects the data retrieval
in the data security construction. According to the detection results, the original
traversal search method can also be used to quickly find the target data. However,
with the gradual increase in the number of users, the advantages of this solution
are becoming more and more obvious. Searching the catalog can directly find the
corresponding data block to be accessed.

Keywords: Smart grid · Digital infrastructure · Digital technology ·
Infrastructure construction

1 Introduction

The work report of the State Council clearly stated that the construction of new infras-
tructure should be accelerated [1, 2]. Among them, 5G, artificial intelligence, big data
and industrial Internet are called “new digital infrastructure” [3, 4], which means that
the latest intelligent digital information technology is used to create the bag industry
pattern in the 4.0 era and create an advanced infrastructure system [5, 6]. Digital new
infrastructure occupies half of the seven core areas of new infrastructure. Its importance
is self-evident, but the actual progress and implementation process are not smooth. The
key is the lack of preparation and necessary motivation [7, 8].

Regarding the research on power grid infrastructure construction, some researchers
have pointed out that there are many problems in the management of existing infrastruc-
ture. One of the best ways to solve these problems is to establish a complete power grid
infrastructure management and control system. Managing grid infrastructure projects is
very complicated. During the project, there is a large amount of data that needs to be
processed quickly, and the quality, cost, schedule and other implementation results of
the project must be controlled to provide a basis for subsequent steps and future manager
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decisions. Only advanced computer and information technology can fully accomplish
this task. The implementation of grid infrastructure management is the most important
feature of management software, and it is also a sign of automation, modernization, and
internationalization ofmanagementmethods. The use of grid infrastructuremanagement
and control system can improve the intelligent level of infrastructuremanagement of grid
companies [9]. There are also researchers who conduct in-depth demand surveys around
the basic business functions of integrated infrastructure project management based on
the business process of the integrated infrastructure system. Based on the demonstra-
tion of the system design goals, through the combination of B/S and C/S structure and
the use of integrated PowerBuilder, security has been carefully considered in terms of
performance, stability and scalability, and an infrastructure based on unique business
processes has been designed and implemented Information management system [10]. In
addition, some scholars said that the new generation of information infrastructure runs
through the entire process of data collection, decision-making, and implementation. The
data center stores, calculates, and processes all data in the process of technology and
business implementation. The trend of global business “digital transformation” to accel-
erate the transformation to the cloud is becomingmore andmore obvious. Cloud security
has become a security battlefield, and cloud migration is the “best solution” for solving
security problems in the digital age [11]. To sum up, the research on the construction of
new digital infrastructure has attracted much attention, and most of them have concen-
trated on the research on how to implement the new digital infrastructure, and there is
less research on the construction of the construction system.

This paper studies the digital new infrastructure construction system of the provincial
power grid, analyzes the key technologies for the promotion of digital new infrastructure
and the construction measures of the provincial power grid digital new infrastructure
based on the literature, and then analyzes the data security system of the provincial power
grid digital new infrastructure, and finally use experiments to verify the feasibility of the
construction plan.

2 Research on Digital New Infrastructure

2.1 Key Technologies for Advancing Digital New Infrastructure

(1) Information integration

High-level information is one of the key features of digital power networks [12]. The
information integration in the digital power network focuses on the horizontal integration
and vertical connection of information, so the effective integration of information occurs
in the entire network.

Sharingdata resources is the foundation for power energy companies to achieve appli-
cation integration. Constructing a comprehensive data integration application platform
can not only integrate and optimize the information resources of the original application
system, but also develop advanced analysis and decision-making applications to meet
current and future challenges. The goal of information integration is to understand, ana-
lyze and apply all aspects of information in a timely and accurate manner to improve
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the timeliness and accuracy of analysis, judgment and decision-making, and to manage
and control the entire process of operation.

(2) Application integration

The digital grid uses an information integration platform to integrate and exchange infor-
mation.Thegrid company also has a number of enterprise resourcemanagement systems,
including power generation management, marketing services, engineering management,
human resources, finance, and material management. In addition to exchanging infor-
mation, these systems also need to be integrated into business processes, the so-called
cross-border integration of business applications.

(3) Information security

Digital power network is a technological system that integrates advanced information.
Substation automation systems and dispatch automation systems with real-time and
online capabilities are essentially distributed information systems. The most important
thing is that there are vertical information connections and interconnections between the
upper and lower dispatch centers, and real-time monitoring systems such as dispatch
automation are horizontally integrated with production control systems and marketing
services. Information security threats under the background of database power networks
are increasing. On the one hand, it must meet the security control and protection require-
ments of the national secondary system, and on the other hand, it must meet the infor-
mation security requirements. Therefore, new information security protection technical
solutions andmeasures must be designed according to the architecture of the digital grid.

2.2 Provincial Power Grid Digital New Infrastructure Construction Measures

This article analyzes the information security in the construction of the new digital
infrastructure of the provincial power grid, and puts forward the following suggestions:

In the era of the Internet of Everything, the flow and use of data is the driving force of
social evolution.Digital trustwas bornunder the general trendof “cloud security services,
data encryption chains, and service coexistence”. From peer-to-peer trust to national
trust, to social media agency contract trust, the traditional trust in experience, law, ethics,
and government mechanisms is being transformed into today’s code encryption and
algorithms. The technical approach to this transformation is zero trust. The “Zero Trust”
strategy is to not trust anyone unless the network clearly knows the identity of the person
who accepts that person. There are no privileged users, traffic, systems, and sites in the
“Zero Trust” strategy, so that it can avoid being based on accounts, identities, storage,
etc., create personal digital rights archiving relationships. Regardless of the IP address
change method or role (access subject change, etc.), the system adopts a robust security
verification method to verify the release of trust at the level of ensuring that the user
is always safe (verified). Within the scope of security control, a similar real world will
eventually be realized: a universal method based on single face authentication, creating
a trust transition from the real world to the virtual world, and seamlessly connecting
online and offline “digital trust”.
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2.3 Data Security Algorithms in the Construction of New Infrastructure

The secret homomorphism technique is based on algebraic theory. The basic idea is
as follows, assuming that E and D represent encryption and decryption functions, the
elements of the plaintext data space are a finite set M = {M1,M2, ...,Mn}, and a and
b represent numerical operations). Once (1) is established and (2) is established, the
family of functions (E, D, a, B) is called a secret homomorphism.

α(E(M1),E(M2), ...,E(Mn) = E(β(M1, ...,Mn)) (1)

D(α(E(M1),E(M2), ...,E(Mn)) = β(M1, ...,Mn) (2)

3 The Construction of the Data Security System for the New Digital
Infrastructure of the Provincial Power Grid

3.1 Analysis of Data Security System Construction

In the digital age under the “new infrastructure”, smart power terminal data has become
a new means of production, creating new industrial and social values, and affecting
the development of the entire era. Data analysis of terminal equipment not only allows
the company to adapt to the ever-changing trend of the times, but also predicts future
growth trends and gives it a competitive advantage. The prerequisite for realizing the
value of smart power terminal equipment data is to correctly understand, manage and
use the life cycle of these data. It is used to manage the data flow and coverage of the
power information system and the entire process from installation to initial storage to
subsequent dismantling. Therefore, value mining must be conducted on key issues such
as data storage integration, data sharing, and data protection of smart power terminal
equipment, as shown in Fig. 1.

3.2 Data Storage Module

In this article, the user is a safe user identified by the power service provider, the private
cloud operating environment of the power system is reliable, and the research mainly
protects user-generated data in public places. Therefore, based on the combination of the
smart grid hybrid cloud structure, this paper proposes a smart grid data security storage
model under the hybrid cloud development mode.

In this storage model, after the user completes the required storage data encryption
process, the data is transferred to a third-party cloud service provider for storage. The key
used by the user to encrypt the data is the public key passed locally, and the information
provided by the energy service provider after being encrypted, it will be sent to the
local energy service provider for storage. As a trusted third party for users, local power
suppliers can provide users with primary storage services and regular data integrity
verification services. The third cloud service provider is mainly responsible for storing
user data, receiving integrity verification requests issued by the local power supplier,
and sending the verification result to the local power supplier.
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data transmission Data exchange
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Fig. 1. Data flow of intelligent power terminal equipment

3.3 Data Sharing Module

There is a two-way flow of information between grid users and the company. In other
words, access and share information. The smart grid has smart meters and various sen-
sors. According to the storagemethod described in this article, the collected network data
is stored on the cloud server through the data collection database station of the alliance
chain. Electric power companies or distributed power users need to access cloud server
data for analysis and judgment in order to formulate electricity prices and electricity
usage strategies. In the traditional data sharing method, in a series of electricity transac-
tions on the smart grid, distributed power sources use public keys to encrypt the available
electricity and electricity prices. When the encrypted text is sent to the cargo user, the
encryption is performed, and the user receives and completes the decryption. Decrypt
the previously used private key and retrieve the plaintext shared data. This method has
great limitations. If many users want to access their data, the data owner will have to
performmultiple encryption operations, and the sharing process is still “one-to-one”. To
use this format, you need to take into account that the ciphertext transmission sequence
is cumbersome, the amount of calculation is large, and the performance is poor.

This paper designs a data access process based on intelligent data storage solutions.
The intelligent network data sharing process is as follows:

Access control strategy: This is the core access control strategy of the shared method
to ensure access security by verifying the identity of the user. For example, for policy
= < Bill, power, check >, Bill is the owner of the power. Power means access to power
files, and check means user-defined access points (such as account-defined transactions)
to check power, electricity prices and other information. The program’s access control
strategy includes data holders and access goals that can be achieved by writing smart
contracts.
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During the data access process, the visitor needs to verify the access control strategy,
and retrieve the key and index values after passing the verification.

It can be seen from the data storage process that the transaction information in the
block includes the information index number, the added address value, and the hash
value fragmentation.

Grid data index number: Each index number can be searched through a single index,
and the index number is not repeated, when users perform data queries.

The address value of the additional grid data: The index and the address value stored
in the blockchain have a “one-to-one correspondence”. Users can search for the location
of encrypted data stored on the cloud server based on the address value.

Grid data fragmentation value: The ciphertext is calculated by the data storage pro-
cess and stored in the private cloud. After requesting the ciphertext of the data according
to the address value, the ciphertext hash value of the query is calculated, and the integrity
of the ciphertext data can be verified by comparing the two hash values.

3.4 Data Protection

This solution can ensure data security, save files in encrypted text form, and encrypt data
before uploading, so as not to disclose the most sensitive data. This can be achieved by
increasing the security of the master key. The main reason is that the encryption key is
created by the master key and the block access control policy cannot be changed at will.
The legitimacy of the requesting shared user can be achieved by verifying the access
policy. Therefore, if the access control policy is not met, the attacker will not receive the
decryption key from the data owner or the accounting node, even if it receives the usage
log information for encrypted data, the accounting node can also verify the authentication
certificate issued by the system through the signature of the certificate. Therefore, even
if it is a forgery attack, there is no information available. The encryption algorithm used
in this solution is a symmetric encryption algorithm. Each status monitoring data on the
smart grid corresponds to a key to further protect the data, and the data can be decrypted
to complete the transmission. Therefore, the key plays a very important role. In this
article, the master key can generate sub-keys, and the master key is stored by the user.

4 Algorithm Detection

The design uses a directory search method to improve the efficiency of data retrieval. If
youwant to obtain specific data, you can directly find the corresponding data by searching
the catalog item. However, traditional searchmethods usually need to traverse the data in
the block until useful data is found. Compared with the traditional data retrieval method,
the directory search method carries an extra amount of data, but it greatly improves the
search efficiency. This article introduces traditional retrieval schemes for comparison.
Facts have proved that this program greatly improves the efficiency of data recovery.
Next, in order to verify the superiority of the scheme, through computer simulation
experiments, the simulation results are shown in Table 1.
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Table 1. Computer simulation experiment simulation results

Our scheme Other scheme
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Fig. 2. Computer simulation experiment simulation results

It can be seen from Fig. 2 that if the number of nodes in the system is small, the
effective data of each node accounts for a higher proportion of all data. The target data
can also be quickly found using the original search method. However, as the number
of users grows, the advantages of the solution described in this article become more
obvious, it directly searches the catalog to find the corresponding accessible data block.
For each node, the efficiency cannot be limited, even if its effective data accounts for a
very low percentage of all data.
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5 Conclusions

This paper studies the digital new infrastructure construction system of the provincial
power grid. After understanding the relevant theories, the data security system in the
digital new infrastructure of the provincial power grid is designed, and the data retrieval
in the security system is tested. The test results are Searching the catalog can directly
find the corresponding data block to be accessed. Even if for each node, its effective data
accounts for a low proportion of all data, it cannot limit the efficiency.
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Application of Digital New Infrastructure
Business Scenarios in Power Grid Enterprises
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Abstract. New technologies and new business formats driven by new infrastruc-
ture will drive the deep integration of digital technology with traditional power
grids, deep integration of the upstream and downstream of the energy industry
chain, and accelerate the creation of first-class enterprises, creating new oppor-
tunities. This article aims to study the application of digital new infrastructure
business scenarios for power grid enterprises. Based on the analysis of the appli-
cation direction of infrastructure business and the information content of the new
infrastructure of the power grid, combined with the analysis of the non-functional
requirements of the system, the new infrastructure information management sys-
tem is designed and implemented. Finally, the performance of the system was
tested. The test results show that the system runs well and meets the requirements.

Keywords: Power grid enterprises · New infrastructure · Business scenarios ·
Information management

1 Introduction

New infrastructure is the construction of new infrastructure. New infrastructure, as the
modern thought and concept of our country’s economic and social development, requires
scientific and technological innovation activities as the first driving force for economic
and social development, and the Internet is the possibility of achieving high-quality eco-
nomic and social development [1, 2]. Based on the development of information networks
and the digital research of information technology, a comprehensive infrastructure and
product system with intelligent integration and innovative service capabilities [3, 4].

Grid infrastructure project management is not only the highlight of the daily opera-
tion of power enterprises, but also an important source of corporate capital construction.
This not only reflects the effective management of enterprises to a large extent, but
also relates to the smooth progress of asset management life cycle strategic goals. At
present, the scale of power grid infrastructure construction is huge, and the manage-
ment of power grid infrastructure is facing huge challenges. To this end, under the new
situation, actively reform the power grid infrastructure management system, enhance
the awareness of the necessity of power grid infrastructure management, carefully ana-
lyze the problems that arise in the power grid infrastructure management, and promote
the construction of power grid projects. Power grid infrastructure management stan-
dards and improved infrastructure management methods [5, 6]. In the 1970s, foreign
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countries began to develop project management information systems. By the 1980s,
project management information increased rapidly. Since then, with the development
and widespread use of computers, the project management information system has con-
tinued to develop and improve [7, 8]. In the mid to late 1980s, the engineering project
management system developed from single project management to multi-project man-
agement, from DOS-based character software to complete graphics software. At that
time, many engineering project management systems only considered individual needs
in the project management process [9, 10]. At that time, there was no software company
of a decent scale, and the software and hardware platforms and development methods
were relatively late, so the software developed at that time was not actually executed
very well. Until the late 1980s, most software vendors focused on functional integration.
Beginning in the 1990s, the development of computer software and hardware gradu-
ally matured, and many software companies were established and gradually expanded.
Project management software developers began to integrate more functions. In the mid-
1990s, the Internet-based project management system appeared abroad and has been
continuously recognized by all parties in project construction [11, 12]. Project manage-
ment software for integration, personalization, intelligence and networking is currently
being developed. Most software is open, supports back-end databases, and provides
better software and system inheritance.

On the basis of consulting a large number of relevant references, this paper designs
a new infrastructure information management system for power grid enterprises based
on the direction of infrastructure business application, the informatization content of the
new infrastructure of the power grid, and the non-functional requirements of the sys-
tem. The system mainly includes four modules. They are project management function
module, cost management function module, schedule management function module and
technology management function module. After implementing the above four modules
one by one, this article tests the performance of the system to verify whether the system
meets the requirements of this article.

2 Application of Digital New Infrastructure Business Scenarios
in Power Grid Enterprises

2.1 Application Direction of Infrastructure Business

(1) Deepen business applications based on the current status quo

The construction direction of this project is suitable for power grid companies that have
formulated preliminary industry construction standards and have relativelymature indus-
try applications. Its industry applications are not only well adapted to current industry
needs, but also to future industry needs. Business applications that meet the above con-
ditions are often business applications that have invested good experience in the early
stages of the project. When the company is accustomed to carrying out construction
based on the status quo, it can also fully protect the investment in the project and the
learning experience.
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(2) Transformation on the basis of existing business

The business application system of this construction direction, the current industry sys-
tem construction situation is relatively unsound, the overall construction direction of
future projects is relatively uncertain, and the industry application system that is seriously
unbalanced with the current construction situation and the level of the grid company is
more suitable for industry use. Business applications that meet the above conditions are
generally business applications that have different levels of investment, or use business
applications that build new transformation directions on existing infrastructure.

(3) New construction of the project

This construction direction is suitable for business applications that power grid com-
panies have not yet set foot in or are under construction, that is, management needs.
Business applications that meet these requirements typically make little or no invest-
ment in existing investments. Therefore, the use of new construction directions will not
waste commercial investment.

Therefore, each power supply company must reasonably schedule the existing busi-
ness processes of the industry and the basic system according to the current operating
conditions and the actual conditions of the enterprise, and reorganize and optimize the
basic processes of each industry in order to further improve the effect of approval tasks.
Effectively promote the working process of different process links in a node in the sys-
tem service. In response to the current demand for information infrastructure services,
the information infrastructure service system is adjusted and improved to improve the
coverage rate of the information infrastructure service system in actual work, so that the
information-based auxiliary management work of the power grid infrastructure project
management can be obtained.

2.2 The Informatization Content of the New Infrastructure of the Power Grid

(1) Informatization of document and data management

Taking full account of the complete life cycle of the project, a database system was
established to save the entire project information, and automatically save the information
according to the time node, so as to facilitate the later collection of information. Establish
a database of project-related information to facilitate sharing and utilization.

(2) Engineering information processing and visualization

The amount of information and data of infrastructure projects is huge, and the rela-
tionship between various types of data is intricate. From the rich data stream, to obtain
a large amount of useful data for project management, and to analyze the correlation
between various data types, it is essential to make accurate decision-making for project
management. Through visual information such as project management overview, project
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progress, technical obstacles, safety and quality issues, project managers can view the
content of the meeting and participants, so as to grasp and manage the relevant situation
of the project, thereby improving efficiency.

(3) Establish effective communication channels through informatization

Establish an Internet-based informationmanagement system to allowproject participants
to send and receive information through the Internet and electronic media, allow project
participants to communicate remotely, establish a communication and collaboration
platform, and solve problems in a timely manner.

(4) Informatization of process control

Establish a real-time monitoring system for remote consulting experts and remote man-
agement project sites. The project management process, the establishment of a scientific
pre-inspection system, tracking the processing of project information, predicting pos-
sible problems in the next step, and the parties involved in the construction coordinate
plans and make decisions to avoid major losses.

2.3 System Non-functional Requirements

(1) Interface requirements

The style of the interface should be friendly, beautiful and consistent. It provides users
with different help and instant information in different ways. The prompt information
should be concise and clear, and the style of the message box should be neat and con-
sistent. The layout and layout of functions in the navigation bar, menu bar, status bar,
and home page must be logical. All homepage frames provide floating positions, and
each space position on the host can be changed at will. The style and layout of the
pop-up page should be designed uniformly, and the size of the pop-up page should be
adjusted according to different business characteristics. Under normal circumstances,
do not replace the help-related information under the normal operating conditions of the
pop-up page.

(2) Safety requirements

Security requirements generally refer to the security requirements of the operating system
itself, regardless of the following physics, network systems, hosts, anti-virus software,
firewalls, etc. Theproduct provides a linkedCAdigital certificate,which controls security
according to the product principle and is not easy to invade. At the same time, the product
also provides a functional log management function to protect the user’s data process,
even if there is an error and will not cause data loss.
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(3) Functional operation response to demand

For systemoperation, according to the current unified requirements of enterprise business
management software, the server operating system response time of this system is 3 s,
including system operation report requests, logic processing and server feedback, system
operating system upgrades, etc., which must be less than 3 s to satisfy the enterprise
Internal software performance standards.

3 Experiment

3.1 Project Management Function Module

(1) Project management process

Project management steps: system users log in to the system through system login
authentication, and the system loads the corresponding system permissions according to
the user ID. After loading the system permissions, the system user clicks on the project
management module, and the system loads the corresponding Project.jsp interface. After
the system enters the project information, the system verifies whether the information
entered by the user is valid. When the system user clicks the Save button, the system
calls the business logic processing class and loads the corresponding SAVE method to
save the information entered by the user. When the database operation is completed,
the post-operation flag is the system that completes the project management business
process.

(2) Project management function realization

Project management is the data entry of the integrated infrastructure information man-
agement system, and it is also a basic function of the system. The main function of
project management is to enable infrastructure projects to be constructed in accordance
with project quality standards and contract requirements. In the process of project man-
agement, the infrastructure construction unit shall carry out construction in accordance
with the requirements of the contract, in accordance with the quality, procedures and
schedule of the project, monitor the progress of the infrastructure project in real time,
and complete the project in accordance with the regulations. The project management
mode interface contains three function buttons: add, edit and query. If system users need
to edit project information, they can enter the corresponding project name, start time,
result time, status and other query information. After completion, the project information
can be changed.
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3.2 Cost Management Function Module

The main functions of the cost module include: feasibility study evaluation manage-
ment, progress payment and change management, contract price management and other
functions. After the user logs in to the cost management interface, he selects the new con-
struction cost standard database, and the department head conducts mechanical analysis
and compares the cost information with the previous data in the database. The operation
completes the overall business cost management operation process. After a series of
operations are completed, the system cost management report is generated, and finally
returns to the main interface of the system.

3.3 Progress Management Function Module

The implementation of the schedule management function includes the basic sched-
ule management class PlanManagment, the schedule management business logic class
PlanLogic, and the schedule analysis implementation class PlanAnalyse. The sched-
ule management base class PlanManagment defines the public methods of schedule
management, such as GetPlan(), query schedule method queryPlan(), etc. The schedule
management business logic class PlanLogic and the schedule analysis implementation
class PlanAnalyse are both the basis of schedule management. Class and define each
specific business processing method, such as a scheduling business. Logic class exe-
cution scheduling method executeplan(), scheduling save method Executesave(), etc.
When the system user initiates a business request, the system obtains scheduling infor-
mation through the GetPlan() method, and calls the executesave() method to save the
scheduling plan.

3.4 Technical Management Function Module

The technical management section is divided into technical standards, technical man-
agement, and technical management. The three main aspects summarize the data of
standard differences, construction plans, technical notifications, change implementation
inspections, and technical project plans. Users can search for relevant data in the form
of charts and tables, and provide management and approval file viewing functions. The
sub-module division diagram of the technology management module is shown in Fig. 1:
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Fig. 1. Technical management module diagram

4 Discussion

In addition to functions, it also pays attention to whether the performance meets the
design requirements to evaluate whether the system is stable and reliable. Performance
testing is a necessary step of system testing, the purpose is to meet the needs of design
and users. During the test, a client computer simulated by a “virtual” user and multiple
real clients were collected to verify the operating status of the system under heavy load.
Determine the critical load on the system and check whether the system performance can
meet the design requirements. LoadRunner is awidely used system testing tool. Simulate
system user operations, test system performance, and find system operation problems.
The calculation of the average number of concurrent users and the peak number of
concurrent users is shown in formulas (1), (2):

C = nL/T (1)

C ′ = C + 3
√
C (2)

In the formula, C is the average number of concurrent users, n is the number of login
sessions, L is the average length of login sessions, and T is the length of the investigation
time.
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Table 1. Transaction response time

Transaction
name

Concurrent
users

Minimal
time

Average
time

Maximum
time

Through
affairs

Failed
transaction

Q1 100 0.182 0.937 1.026 675 0

Q2 200 0.394 0.951 1.258 1321 0

Q3 300 0.526 0.973 1.382 1674 0

Q4 400 0.759 1.000 1.790 2356 0

Q5 500 0.900 1.224 2.234 3019 0

Q6 600 1.198 1.489 2.517 3555 0

Q7 700 1.402 1.726 2.704 4198 0

Q8 800 1.671 1.990 2.982 4545 0
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Fig. 2. Transaction response time

The test results in Fig. 2 show that the response time of the system increases with the
significant increase in the number of users. The current system allows up to 800 users
to be used stably at the same time, meeting the system requirements for 600 people to
visit and use, and the average response time is within 2 S. The maximum response time
is also within 3 S required by the demand. After the above steps are executed, the test
report shows that the system is running well and meets the requirements (Table 1).

5 Conclusions

By accelerating the construction of new infrastructure, we can expand domestic demand,
increase employment, make up for the production gap caused by the epidemic, and offset
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the economic recession. In addition, the appropriate promotion of new infrastructure con-
struction will lay the foundation for long-term economic growth, significantly improve
the efficiency of economic and social operations, and provide strong support for the
long-term sustainable development of our country’s economy.
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Abstract. While the Internet penetration rate in China continues to increase,
cyber security problems occur more frequently. The improvement of the level of
risk management of cyber security enterprises is of great significance to the qual-
ity of the development of cyber security enterprises. Cyber security companies
have the characteristics of fierce market competition, high R&D requirements,
weak corporate management awareness, and large impacts from macro policies.
Through public data analysis and the use of financial model of listed companies,
it can be found that they face R&D risks, human resources risks, market risks,
financial risks, andmacro risks. Cyber security companies should strengthen prod-
uct technology while paying attention to market demand, focusing on technical
personnel and corporate management talents, flexibly choosing their own devel-
opment strategies according to market conditions, and focusing on financial risks
to reduce the above risks and achieve sustainable high-quality development. The
government should increase support for cyber security companies and promote
the importance of cyber security to promote the development of the cyber security
industry.

Keywords: Cyber security enterprises · Risk management · Risk response

1 Introduction

Definitions of cyber security and cyber security risk differ between cyber experts and
ontology developers [1]. Various factors, such as Socio-demographic characteristics,
cyber security perceptions, cyber security breach experiences, IT usage, and knowledge
influence security behavior [2]. With the development of cloud computing, big data, and
mobile internet technology, cyber security are constantly being introduced, and mobile
phone antivirus software, cloud security software, and virtual machine security software
have emerged.Various cybersecurity companies are also transforming their product lines,
hoping to find new opportunities. China is in a critical period of digital transformation.
Few studies focus on the risks faced by cybersecurity enterprises, which is a key industry
of digital transformation. From the perspective of enterprise risk management, we uses
data analysis and financial model to identify the risk of network security enterprises,
and puts forward countermeasures to promote the development of network security
enterprises.
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2 Characteristics of Cyber Security Enterprises

In September 2021, theChinese cybersecuritymedia “SafetyBull” released the ninth edi-
tion of “China’s Top 100 Cybersecurity Companies”, QI-ANXIN, TOPSEC, HUAWEI,
SANGFOR, NewH3C, NSFOCUS, Alibaba Cloud, Venustech, and AsiaInfo are among
the first echelons of the domestic cybersecurity industry. Analysis of them makes it easy
to find the following characteristics of cybersecurity enterprises.

2.1 Great Sales Market Potential

The Internet penetration rate in China continues to increase. According to survey data
in June 2021, the Internet penetration rate has reached 71.6%., and domestic Internet
users have gradually realized the importance of cybersecurity, and the market demand
for cyber security products will increase. Cyber attack is a new danger for critical infras-
tructures today [3]. Top management support, security policy, awareness/training key
to building culture [4]. Under the guidance of the Chinese government’s cyber secu-
rity strategy, downstream governments and corporate users have generally accelerated
the construction of network informationization, and their investment in cyber security
applications has increased (Figs. 1 and 2).

Fig. 1. Netizen size and Internet penetration
rate

Fig. 2. Proportion of Internet users
encountering various network security issues

2.2 High R&D Requirement

The cyber security industry is a knowledge-intensive industry. Compared with assets,
technology is the most important resource of enterprises. The upstream companies
mainly includemanufacturers ofmobile industrial computers, servers, integrated circuits
and other related hardware equipment manufacturers, as well as software manufacturers
such as operating systems and databases. Therefore, the market is fiercely competitive
and the product technology is updated at a fast speed. Only by retaining R&D talents
and continuously R&D investment can companies have a place in the fierce market
competition.



Risks and Countermeasures of Cyber Security Enterprises 177

2.3 Fierce Market Competition

The market share of cybersecurity products is gradually concentrated in enterprises
with technical and brand advantages. Traditional cybersecurity products such as fire-
wall, SOC, IDS/IPS, UTM have entered a mature period, and the market is relatively
concentrated.

2.4 Weak Corporate Management Awareness

Cybersecurity enterprises are usually founded by technical personnel. The lack of knowl-
edge of risk management by their leaders makes the entire enterprise relatively weak
in awareness of risks. Rapid update technology and fierce competition make the risks
unpredictable.

2.5 Affected by Macro Policies

Cybersecurity involves the storage and transmission of important data such as state
secrets and commercial secrets. So they face the possibility of macro policy changes,
such as Changes in preferential policies.

3 Risks Faced by Cyber Security Enterprises

3.1 R&D Risks

Table 1. R&D investment of network security enterprises

Co., Ltd. Item 2016 2017 2018 2019 2020

TOPSEC R&D 63.41 390 445.64 653.28 764.38

Propotion 2.21 7.59 7.07 9.21 13.4

Venustech R&D 429.76 469.67 547.33 604.58 657.99

Propotion 22.3 20.61 21.7 19.57 18.04

NSFOCUS R&D 231.41 289.88 317.29 337.54 365.43

Propotion 21.22 23.1 23.59 20.2 18.18

SANGFOR R&D – – 779.03 1140.89 1509.24

Propotion – – 24.16 24.86 27.65

QI-ANXIN R&D – – – – 1228.09

Propotion – – – – 29.51
*R&D represents R&D investment and the unit is million yuan; Propotion represents the ratio of
R&D investment to operating income and the unit is 1%.

Network security companies have the characteristics of limited public understanding,
fierce competition, and rapid product updates. Cybersecurity industry often attach great
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importance to the R&D. By looking up the data of listed cybersecurity companies, it can
be seen that the R&D investment has increased year by year, and the patents applied by
companies are mainly invention patents with high technical requirements, rather than
using newor design patents. It can be seen fromTable 1 thatQI-ANXIN,which isChina’s
strongest comprehensive cybersecurity company, has the highest R&D investment.

However, R&D is an activity with a great risk of failure. At the same time, market
demand is difficult to accurately locate. This will lead to R&D risks.

3.2 Human Resources Risks

How long can a technology be developed and applied is uncertain, and alternative tech-
nologies will appear at any time. Enterprises must have a certain amount of technical
manpower to support their continuous R&D activities. Therefore, the competition for
technical talents (employment competition and lower turnover rate) is also the key for
companies to compete.

One of the consequences of the high proportion of technical personnel is that man-
agers often only pay attention to technical personnel, resulting in the lack of risk man-
agement personnel, and ignore the impact of risks on enterprise development (Table
2).

Table 2. R&D personnel of network security enterprise

Company name Item 2015 2016 2017 2018 2019 2020

TOPSEC Number 139 156 1418 1896 2265 2844

Proportion 13.69 12.84 37.96 40.7 42.89 53.09

Venustech Number 1206 1341 1412 1645 1936 2072

Proportion 40.46 38.99 37.34 42.58 42 38.51

NSFOCUS Number 982 1160 1315 758 811 928

Proportion 55.64 59.92 59.99 27.85 27.58 27.28

SANGFOR Number – – – 1664 2247 3018

Proportion – – – 36.56 36.8 39.96

QI-ANXIN Number – – – – – 2899

Proportion – – – – – 37.19

3.3 Market Risks

The products provided by competitors are roughly the same. Some companies have
expanded their production scale for the benefit of economies of scale and the products
have been surplus. Companies have begun to resort to price-cutting auctions, forming
vicious competition.
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Meanwhile, domestic users are weak in genuine awareness, and themarket is flooded
with a large number of free products. Enterprises are facing great market uncertainty.
Companies in the start-up stage may even face the risks of competitors completing the
conversion of results first.

3.4 Financial Risks

Malicious competition has led to fierce competition, which has led to the failure to
guarantee the profitability. Financial risks include, but are not limited to, insufficient
cash flow, poor asset profitability debt servicing pressure. R&D activities have high
input, high output risks, and face great financing constraints, which are likely to cause
financial risks.

The Z-score model is used to evaluate the financial risks of network security
companies [5], and the discriminant function is shown in formula 1.

Z = 1.2X1 + 1.4X2 + 3.3X3 + 0.6X4 + 0.999X5 (1)

Where X1 = Working captical/Total assets

X2 = Retained Earnings/Total assets

X3 = EBIT/Total assets

X4 = Market value equity/Total assets

X5 = Sales/Total assets

Z = Overall Index

It can be seen that the Z-score of each company is greater than 2.67, there is no
obvious sign of financial crisis. However, the gap between the companies’ scores is
large, indicating that the level of financial risk management between companies is quite
different. In addition, the financial risk fluctuates greatly, indicating that the financial
situation of is not stable, and financial risk management should be further strengthened
(Fig. 3 and Table 3).

3.5 Macro Risks

Government support policies play a key role in cybersecurity companies, especially those
in the early stages of development. The impact of policies on enterprises includes tax
incentives, loan interest discounts, government special investment allocations, industry
policies, government support plans, etc.
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Table 3. Z-score

TOPSEC Venustech NSFOCUS SANGFOR QI-ANXIN

2008 8.930384 – – – –

2009 7.303651 – – – –

2010 10.04993 7.780736 – – –

2011 12.83041 11.47686 – – –

2012 5.954245 6.543048 – – –

2013 3.840202 10.5809 – – –

2014 4.680154 11.10129 10.52736 – –

2015 6.478246 19.71679 13.83304 – –

2016 2.74748 14.51115 7.887836 – –

2017 6.973639 14.85211 7.267152 – –

2018 6.691057 12.13428 9.409932 4.921579 –

2019 10.34228 11.12523 21.26744 12.55953 –

2020 15.96727 11.43003 15.41434 19.40086 5.058342

Fig. 3. Z-socre time trend

4 Cybersecurity Enterprises Risk Response Strategy

4.1 Strengthen Product Technology

Compared with foreign companies, domestic manufacturers must strengthen R&D in
order to gain a place in the domestic market and even enter the international market. For
enterprises that are lagging behind in technological innovation and development, they
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can jointly develop new technologies with enterprises with mature and advanced tech-
nologies. We must also pay attention to customer needs, because the market addressed
by the companies largely determines the process of innovation [6].

4.2 Carry Out Comprehensive Human Resource Management

The industry competition is actual the competition between industry technology and
efficiency, while behind this competition is the competition of key talent [7]. Besides
focusing on technical personnel, enterprises should pay attention to comprehensiveman-
agement talents, including but not limited to financial risk management personnel, cor-
porate development strategy planning talents, and marketing talents. For example, set-
ting up a financing risk management department to analyze financing risks and apply
corresponding risk aversion measures.

4.3 Have a Flexible Market Competition Strategy

First of all, for SMEs, the high-end market is mostly occupied by foreign companies
or large domestic companies. But China is still in the period of industrialization. The
demand from SMEs and low-income users will gradually increase. Cyber security SMEs
should focus on the low-end market. Secondly, companies should choose a business
model that suits them. Traditional cyber security companies only rely on malicious
bidding on projects and use black-box operations to win orders. As a result, the profit
margins have fallen and operating costs have increased. At present, some companies are
transforming from cybersecurity product to cybersecurity services. Technical services
are the development trend of network security companies [8], and companies obtain new
profit growth points by providing customers with network security services.

4.4 Pay Attention to Financial Risk Management

R&D failure may lead to the rupture of the capital chain. Companies should assess the
difficulty of R&D in advance, and choose an outsourcing strategy if it exceeds their own
risk-bearing level. At the same time, companies should optimize their asset structure,
and reasonably control the scale of investment and financing, so that cash flow can be
coordinated in terms of time and amount. Secondly, companies should systematically
evaluate financing risks, analyze the weak links in financing management, and make a
risk contingency plan in advance by combing their own risk tolerance and preference
and control risk factors with high probability of occurrence. This is also Actions in line
with Enterprise Risk Management Framework [9].

4.5 Support Measures from the Government

The state should formulate corresponding policies to expand the financing channels of
cybersecurity enterprises, because they are more difficult to operate than other enter-
prises. Due to large R&D investment and more capital demand, they are always faced
with capital problems. In addition to using bank loans, the state should encourage invest-
ment in the field of cybersecurity and give preferential tax treatment. At the same time,
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the government should publicize the importance of cyber security because firms’ invest-
ments in information security are largely driven by external environmental and industry
related factors [10].

5 Conclusion

With the proposal of the national security strategy, the government and enterprises have
gradually realized the importance of cyber security. However, with the application of the
Internet, cybersecurity problems such as information leakage, virus Trojan attack, net-
work fraud and account theft occur frequently. It is urgent to promote the development of
domestic cybersecurity enterprises.However, cybersecurity enterprises have their unique
industry characteristics: 1. With the increasing market demand, there are many domestic
and foreign enterprises in the industry, resulting in fierce market competition. 2. Putting
R&D first is the foundation for enterprises, but it also leads to the dominant position
of technicians and weak risk management. 3. The industry involves national security
issues and is greatly influenced by macro policies. Through the analysis of the represen-
tative listed companies of China’s cyber security enterprises, we find that cybersecurity
enterprises face: 1. The R&D risk from high R&D technical difficulty, R&D failure and
R&D products not meeting the market demand; 2. The risk of competition for techni-
cal talents and lack of professional management personnel; 3. Market risk from strong
product substitution, fast renewal, malicious competition and market promotion failure
4. Financial risk from unstable financial situation and large gap in industry financial risk
5. Macro risk caused by changes in government policies. And. The following measures
can help reduce the risks of network security enterprises: 1. Strengthen product R&D,
reasonably evaluate the difficulty and cooperate with technologically advanced enter-
prises when necessary. Meanwhile, pay attention to market research. 2. Pay attention to
enterprise management talents while attracting and reducing the turnover rate of R&D
personnel. 3. Flexibly select market segments and business models in the fierce market
competition and explore new profit growth points. 4. Make a systematic evaluation of
financial risks and control weak links. Formulate emergency plan 5. The government
should increase support for the cybersecurity industry and publicize the importance of
it in order to improve China’s cybersecurity technology level.
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Environmental Economic Decision Support
Information System Based on GIS
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Abstract. Environmental and development issues are the focus of attention in the
world today. The analysis of the impact of projects on the environment is included
in the evaluation of investment projects, and sustainable development, not just
economic benefits, is used as the evaluation criteria for investment projects, which
is important for improving and promoting human society Comprehensive progress
is of great significance. The purpose of this paper is to study the environmental
economic decision support information system based on GIS. Firstly, it introduces
the feasibility analysis, demand analysis project and the implementation of key
GIS technology based on the theory of environmental economics. Secondly, it
introduces the data collection and design of GIS environmental economic decision
support information system, including data collection, data processing, and data
organization and management mode. It is the realization of the auxiliary decision
support system for cityM urban planning based onGIS, including the introduction
of the system and the operation of the system interface. Analyzing the Gaussian
atmospheric diffusion model module and the statistical calculation module in the
decision support system, the green volume of the E and F areas both reached 55%,
which provides better data support for the planning and design of the city.

Keywords: GIS technology · Environmental economy · Decision support ·
Information system

1 Introduction

In recent years, with the development of computer technology, its application fields have
been expanding, especially in the development of graphics and imaging technology, the
application of data mining technology, and the expansion of economic management
[1, 2]. People began to pay attention to the research and application of social media
information sharing sites, usually various non-economic databases, that is, processing
data that is not directly related to geographic data into GIS [3, 4]. GIS management
tools have been further developed and improved in terms of scale and compatibility [5].
Judging from the current internal facilities, the distance between the application of local
information systems in the business and economic fields and the facilities in other fields
such as public planning and management, energy communications, land management,
and environmental protection. With the establishment and improvement of the market
economy, enterprises The improvement of analysis and strategic decision-making level
and efficiency requires technical support that keeps pace with the times [6].
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Sustainability research has evolved from a single focus on one aspect to multiple
aspects of the triple bottom line at the same time. Arya P balances the environmental
and economic sustainability of logistics. A model based on a system dynamics approach
explains the simultaneous interaction of these factors. Simulation of this model helps
managers of logistics functions to determine the scale of technology investment in order
to achieve environmental efficiency without negatively affecting economic performance
[7]. Martinkus N introduced a multi-standard decision support tool (DST) that includes
economic, environmental and social indicators to assess the reuse potential of existing
facilities as wood biorefineries. The economic site selection criteria are represented by
the components of biorefinery operating costs that vary geographically and spatially.
Environmental standards are the global warming potential of the supply chain, mea-
sured by the greenhouse gases emitted by raw material procurement, pretreatment and
transportation equipment. In addition, user-defined overall indicator weights are used to
adjust the importance of the three indicators, thereby changing the overall facility score.
DSTwas applied to case studies in western Oregon and westernWashington to refine the
list of candidate pulp mills into a few for further investigation. It turns out that when the
overall metric weight is adjusted, the factory scores are different. Therefore, different
stakeholder preferences may produce different facility priority lists [8]. GIS will become
an important application technology in this field in the future, and then form a decision
support system for professional applications.

The research content of this papermainly includes the following aspects:Basedon the
theoretical analysis of environmental economy and the discussion of key technologies,
the establishment of an environmental economic decision-making system that supports
geographic information.Research the applicationofGIS spatial analysis function in envi-
ronmental economic decision support geographic information system. The spatial anal-
ysis function of the research application solves the distribution analysis of atmospheric
environmental sensitivity, the application of public facility distribution overlay analy-
sis, the multi-factor comprehensive evaluation and application analysis of characteristic
entities, and the optimization of commercial network layout and location selection.

2 Research on Environmental Economic Decision Support
Information System Based on GIS

2.1 Environmental Economics

The environment is a resource, not the wealth that nature has long known to humans [9,
10]. It provides raw materials for human production activities, including renewable and
non-renewable resources such as land, water, forests, and minerals, and is the material
basis for economic development. That is, the habitat that humans depend on can diffuse,
store and assimilate the waste generated by human activities, and provide services for the
human landscape, which is the basic condition for the survival of the tourism industry
[11, 12].
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Environmental resources have the following characteristics:

(1) Scarce environmental resources

Although the total amount of most environmental resources is relatively abundant, the
stock is always limited. In terms of social needs, environmental resources have become
scarce.

(2) Environmental resources can be reused

For specific environmental resources, its use is multifaceted. For example, as a resource
lake, its uses include freshwater aquaculture, industrial water, agricultural water, fishery
areas, and waterways. Some of these uses are mutually exclusive and cannot be used for
multiple purposes at the same time. This requires full attention to the comprehensive
utilization of resources in the development and utilization of environmental resources,
and strive to maximize benefits.

2.2 GIS Technology

(1) The basic functions of GIS map and imaging determine seamless data integration
and seamless map optimization. Layer display control, switch level and eagle eye
window to determine the approximate position of the window on all maps when
navigating the map. Click “Search Map Properties” to get project information,
measurement tools, position detection, lengthmeasurement, object area, and display
size. In addition, there are graphic editing, image adding/deleting, template and
conversion function editing, etc.

(2) GIS search/analysis function/search map attributes and enter topics such as place
names to identify the location of the attributes on the map. Analyze the shortest
route and determine the nearest facility and service area and other services. The
function of storage analysis is to find feature information in the scale from the scene,
and it also includes common GIS spatial analysis services.

(3) The monitoring service uses cameras and sensors to monitor various risk sources in
real time and record monitoring information.When an environmental threat occurs,
you can be notified in time, notify the corresponding environmental emergency
department, and quickly and accurately locate the alarm on the map.

(4) The environmental model library system needs to provide access to environmental
pollution models and integrate GIS functions with the model library. For example,
after an environmental risk occurs, you can use the pollution and damage calculated
by the environmental pollution model to draw the results or use the GIS function
to create a corresponding map.

(5) For the stability and security of data management, the spatial database must be
performed by the spatial data engine.

(6) The created thematic map, text and preview function can be edited before printing.
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3 Investigation and Research on Environmental Economic Decision
Support Information System Based on GIS

3.1 Introduction of GIS Environmental and Economic Decision Support
Information System

The GIS-based urban environmental economic decision support system of M City is
based on the MapGIS10 platform using C# language for secondary development, and
provides environmental and economic decision support for the urban construction of M
City. The appearance design of this system pays attention to the friendly interface, the
reasonable layout, the clear function and the convenience of operation, so as to improve
the efficiency of the system as much as possible and reduce the work intensity. The
function setting is compact and practical, while ensuring accuracy and precision, which
is convenient for system users to query location information, house attribute query and
corresponding analysis. It can also perform more advanced statistics based on system
data to assist system users in making decisions.

The hardware environment of the system is mainly server and client. The specific
requirements are as follows:

Server: PC server, hard disk above 100 G, memory above 512;
Client: The main configuration requires CPU 2.4 Hz or more, memory 215 M or

more, independent graphics card.
The software environment for system operation mainly includes three parts: oper-

ating system, database management system and software support environment. The
specific requirements are as follows:

Operating system: mainly Windows XP;
Database: Oracle9i and above products;
Supporting environment: mainly Directs X.

3.2 Data Collection

The original data used in the surface model data is satellite image data, DEM data, and
data collected on the spot using a total station. The texture photos of all models are
collected on the spot, and finally fine models and batch models are constructed from
these data. The satellite image uses the image map of the Gaofen 2 satellite in the urban
area of Yiyang City as the original image of the image, and then through a series of image
processing such as radiometric calibration, atmospheric correction, orthorectification,
image stitching, image fusion, image cropping, etc. Standard image map.

3.3 Data Preprocessing

The acquired images have been subjected to radiation correction and rough geomet-
ric correction at the remote sensing satellite ground station, but there are still many
unsystematic errors, such as image geometric distortion caused by factors such as ter-
rain undulations and inaccurate ephemeris data, so geometrical corrections are required.
Fine correction.
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The data is spatially transformed according to the control points. The relationship
between the number of polynomial powers and the minimum number of control points
is shown in formula 1:

(t + 1) (t + 2) /2 (1)

Among them, t is the power number.When the collection of all control points is com-
pleted, the bilinear interpolation method is used to resample the image of the collected
control points, and finally a corrected remote sensing image is obtained.

After the pollutants are discharged into the atmosphere, they will undergo a series of
physical and chemical processes to gradually reduce their concentration. The Gaussian
diffusion model of elevated continuous point sources is shown in formula 2:

C(x, y, z,H ) = Q
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In the model, C(x, y, z, H) is the pollutant concentration at coordinates (x, y, z). H is
the effective source height.

4 Investigation and Research Analysis of Environmental Economic
Decision Support Information System Based on GIS

4.1 Gaussian Atmospheric Diffusion Model Module

TheGaussian atmospheric diffusionmodelmodule in the decision support system adopts
the VS C# development language, uses the digital map of M city as the base map of the
system, and uses the specific model framework as shown in Fig. 1. Enter each param-
eter value of the pollutant in the environmental assessment support system, determine
and enter the actual weather condition parameters, realize the Gaussian atmospheric
diffusion model through visual C# programming, and continuously calculate the model
within a certain range of the downwind direction, and import the large amount of data
generated into the databasemiddle. The data is automatically imported through the inter-
face between the database and the Golden software software, and the contour map of the
pollutant concentration is drawn in Surfer. The system overlays the final contour map of
pollutant concentration and the digital city map of M city, thus providing a visual basis
for decision support.

The evaluation of the final atmospheric pollutant concentration results should con-
sider not only the pollution level of the actual concentration value, but also the specific
requirements of the environmental functional zoning of City M. By calling the thematic
maps of different functional zoning in the digital map, the environmental assessment
results can be more intuitive, and convenience.

Comprehensive analysis of the current status and development trend of the social
functions of each environmental unit, the distribution of atmospheric environmental
sensitivity, and the comprehensive zoning results of the urban ecological environment,
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Fig. 1. A schematic diagram of the framework of the Gaussian Atmospheric Diffusion Model
Module

determine the dominant function of each environmental unit, according to the environ-
mental air quality requirements of the protected object, and Ambient air quality func-
tional areas are divided into three categories: the scope of each area, leading functions
and implementation standards.

The environmental quality functional zoning of City M is formulated in accordance
with the actual environmental protection requirements and standards of City M. Its
function takes into account the actual division of business districts, residential areas,
cultural and educational districts in City M, and the environmental protection standards
formulated and implemented are more strict.

4.2 Statistics Calculation Module

The statistical calculation functionmodule realizes the two functions of selecting objects
and attribute statistics. These two functions are used to perform statistics and analysis
on the primitives and layers in the map document, which is convenient for system users
to make decisions based on the statistical analysis results, so as to achieve the purpose
of system-assisted decision-making.

You can select the map interface for data statistics and tabulation, and you can also
perform on-site graphic element measurement as shown in Table 1. Element statistics
is mainly to grasp some basic data of the city, and provide better data support for the
planning and design of the city. The current situation of the city can be grasped from the
overall city as shown in Fig. 2. Which public facilities are still too few and where are
unevenly distributed, so that these factors will be taken into account in the future design.

Pixel measurement is mainly based on some design factors of the building. How big
is the area, what is the floor area ratio, and what is the greening rate. These information
can be calculated through our pixel measurement.
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Table 1. Element statistics

Area Building facilities Greening facilities Other

A 60% 32% 8%

B 50% 45% 5%

C 66% 28% 6%

D 70% 28% 2%

E 45% 55% 5%

F 40% 55% 15%

G 56% 34% 10%

H 65% 20% 15%
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Fig. 2. Feature statistics

5 Conclusions

Information and computing have intensified the process of globalization, shaped new
productionmethods and business rules, and of course also affected the strategy, planning,
and implementation of regional economic development. The interactive development of
environment and economy is an inevitable requirement of modern society. Ecological
construction and economic interactive development are the combination of ecologi-
cal and economic knowledge to promote social and economic development. Based on
the research of geographic information system technology, remote sensing technology
and other spatial information technology, combined with the development of M City,
the application of geographic information and geographic information technology in
the enterprise and regional economy was systematically analyzed, and an environmen-
tal economic decision-making support geographic information was constructed. Sys-
tem, improve the regional business environment, enhance the competitiveness of the
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regional economy, shape the regional image, and create conditions for the sustainable
development of the regional economy.
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Abstract. Digital technologies have expanded the reach of financial services to
end-users, improved efficiency and driven global financial innovation to a new
level. It has created new directions and opportunities for the transformation and
development of the financial industry, but at the same time it has also brought
new problems of network security management. In this paper, we study the cyber-
security issues of the financial industry in the context of emerging technologies.
The results find that the high-benefit, regulated and high-risk characteristics of
the financial sector have led to the prominence of financial data security issues, a
significant increase in cyber attacks andmore insidious cyber fraud in the financial
sector. To this end, it is proposed to implement the network security ecological
assessment system as soon as possible, to conduct regular network security attack
and defense drills, to strengthen the application of technology in network security,
to focus on key areas to carry out publicity activities and other protective measures
to build a solid financial network security “firewall”.

Keywords: Emerging technologies · Network security · Protection · Financial
industry

1 Introduction

Artificial intelligence technology has made breakthroughs. The development of a new
generation, represented by artificial intelligence, has brought new growth opportunities
to the financial industry. Naturally, it causes to undergo radical changes. The financial
industry has evolved from manual operations to electronic operations in the second half
of the 20th century, then information technology at present, and will develop in the
direction of intelligence in the future (see Fig. 1). Digital technology has changed the
scope for financial services to reach end users [1]. However, opportunities often go hand
in handwith risks. This trend has dictated the new situation inwhich network information
security has come into being.

2021 is the 100th anniversary of the founding of the CPC and the first year of the
14th Five-Year Plan. Under the complex and changeable security environment, the State
has not only continuously raised the attention and importance of society to cybersecu-
rity from the legislative level, but has also introduced a number of cybersecurity-related
policies one after another. On March 11, 2021, the “Outline of the 14th Five-Year Plan
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Fig. 1. Diagram of the evolution of the financial sector

and Vision 2035” clearly proposed “strengthening network security protection, enhanc-
ing network security infrastructure construction and improving network security threat
detection”. The People’s Bank of China also issued Measures for the Administration of
Credit Business on 11 January 2021, stating that it will establish dedicated departments
to manage information security and inspect the implementation of security management
systems regularly. All of those reflect the importance China attaches to cybersecurity
and will accelerate the process of building cybersecurity infrastructure.

However, the security posture of the financial industry is still getting more and more
serious. Cyber security and data leakage incidents are continuing to make headlines. The
issue of cybersecurity in the financial industry is in urgent need of protection. Therefore,
this paper combines the characteristics of the financial industry, explores the problems
faced by network security and proposes targeted protection measures aiming to build
network information security. The research framework is shown in Fig. 2.

Fig. 2. Research framework

2 Characteristics of Financial Industry in the Context of Emerging
Technologies

2.1 High Benefits

Based on intelligence and online services, the scope of services in the financial industry
has been expanded. Restricted by cost and risk, traditional financial services are only



194 Q. Li

for large financial customers. Big data technology has provided more social individuals
with access to financial services [2, 3]. As in the case of Balance Pay, it allows more
small users to enjoy higher interest rates on their deposits on a pay-as-you-go basis.

2.2 Supervised

Throughout the world, all countries with a market economy system have the common-
ality of government regulation of the financial system [4]. In recent years, with various
new types of financial services flocking to the market, the trend of digital economy is
unstoppable. And new risks have emerged especially in the rise of internet finance such
as P2P and microfinance. Therefore, the regulatory systems need to keep pace with the
digital economy. Whether it is major banks offline or online payment platforms such as
Alipay and WeChat, they all need to be connected to the national Netlink and regulated
by the central bank.

2.3 High Risk

The financial industry’s shift from a single business model to a globally networked and
diversified model has brought new challenges to financial information security. When
market transparency accelerates, the financial structure also changes from a single risk
to a dual risk. As a result, China’s fintech has also shifted from developing markets to
preventing and maintaining financial security. The financial sector holds a large number
of customer information. Thus, the risk of leakage is incalculable.

3 Cybersecurity Issues in the Financial Industry in the Context
of Emerging Technologies

3.1 Data Security Problems in the Financial Industry Have Come to the Fore

The rise of emerging Internet technologies has not only brought transformation oppor-
tunities to the financial industry, but also brought opportunities for lawless elements to
take advantage of. About 10% of data breaches are in the financial sector. The average
financial industry has 352,771 exposed sensitive files. And nearly two-thirds of financial
companies have more than 1,000 sensitive files open to each employee. With an aver-
age of 233 days for the financial industry to detect and address a data leakage, coupled
with its high cost, which averages about US$5.85 million, the financial industry’s data
security problems are highlighted.

3.2 Significant Increase in Cyber Attacks in the Financial Sector

The expansion of online transactions and contactless payments by financial institutions
has been accompanied by an increasing activity of cyber attackers, posing a serious threat
to personal privacy and financial security. In recent years, a number of national hacking
groups have grown rapidly, taking advantage of cyber attacks to steal intelligence and
compromise national security and this figure continues to climb. 2021 saw significant
losses. Significant cyber security incidents in the global financial sector are shown in
Table 1.



Network Security Management and Protection 195

Table 1. Major cyber security incidents in the global financial sector in 2021

Time Events Causes

Late March 2021 US insurance giant CNA spends
$40m to decrypt data (the highest
ransom)

Data stolen in ransomware attack

2021.8.19 Crypto assets worth $94 million
stolen from Japanese cryptocurrency
exchange Liquid

Hot wallet under cyber attacker’s
control

2021.9.2 Russian banking blows up with
access glitches

Massive DDoS attack

2021.9.13 First attack on the country’s core
financial system (Brazilian Treasury)

Ransomware attacks

2021.10.10 Ecuador’s largest private bank
suffers cyber attack, widespread
business disruption

Ransomware attack with Cobalt
Strike beacons installed on banking
networks

2021.10.30 NBP forced to discontinue related
services

NBP under cyber attack

2021.11.1 Jewellery giant Graff attacked by
ransomware Conti

Conti gang claims to have stolen
69,000 confidential documents

3.3 Cyber Fraud in the Financial Sector Has Become More Insidious

The financial industry has become the most affected area in terms of online fraud. In the
context of emerging technologies, people’s lives are transformed to online consumption
and new types of online fraud continue to be prevalent including impersonating financial
institutions’ customer service fraud, phishing software fraud, Jitterbug video fraud, joint
code fraud, e-commerce refund fraud, campus loan cancellation fraud, fake shopping
fraud, part-time job fraud, etc. These network frauds are more covert, more fraudulent
and even take the strategy of “catching big fish with long lines”, which is difficult for
the general public to detect if they are not strong in fraud prevention.

4 Management and Prevention of Network Security in the Financial
Industry in the Context of Emerging Technologies

4.1 Implement the Network Security Ecological Assessment System as Soon
as Possible

Currently, under the guidance of the new development concept, actively promoting the
digitization of industries and guiding the deep integration of the real economy can help
promote high-quality economic development [5]. Cybersecurity issues in the financial
sector, which are fostered by the emerging technology sector, can be tackled in a digital
technologyway to achievemultiplier effort. Therefore,with digital economyas the guide,
penetrate financial cybersecurity supervision information, integrate on-site supervision
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Fig. 3. Cybersecurity ecological assessment model for the financial sector

and off-site supervision information effectively, promote the digitization of various types
of information vigorously, establish a sound mechanism for the digital transformation of
supervision information, allow full play to the supporting role of digital in supervision
and decision-making, establish a financial industry cybersecurity ecological assessment
model (see Fig. 3) and conduct early cybersecurity warning.

4.2 Conducting Regular Network Security Defense Drills

Cyber defense drills are mainly used to simulate hacking attacks at home and abroad
and to conduct penetration tests on an organization’s network platforms and informa-
tion systems, with the aim of identifying vulnerabilities that can lead to data leakage,
asset damage and system tampering. Therefore, it can provide a chances to help the
organization to identify security risks early in maintaining cyberspace security [6, 7].
The introduction of cyber defense drills into the financial sector is of great relevance
and long-term value, especially for emergency management of financial infrastructure.
Its own characteristics have the value of a “PDCA” cycle of improvement for overall
emergency management from an IT perspective (see Fig. 4).

4.3 Strengthening the Application of Technology in Cybersecurity

Under the innovative development trend of big data, artificial intelligence, cloud com-
puting and other emerging technologies, the threat of cyber security in the financial
industry is more extensive, more sudden and more destructive. In the face of security
risks, traditional regulatory measures are slightly backward and lack effectiveness and
timeliness [8, 9]. And technological means should be fully applied to the whole process
of pre-business, in-business and post-business management to expand the coverage of
cyber risk protection and enhance the ability to screen which can prevent and resolve
systemic and regional cyber security risks in Hull.
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Fig. 4. “PDCA” cycle of the network security attack and defense exercise

4.4 Focus on Key Areas and Carry Out Promotional Activities

Publicity points were set up in front of the business branches to carry out focused
publicity activities to densely populated areas such as markets, schools and surrounding
communities. And organizing specialized staff to promote and popularize knowledge
of cyber fraud prevention for customers handling business and passing citizens. Taking
into account the relatively weak awareness of financial security among the elderly and
new students, students and elderly groups were positioned as special groups for focused
publicity. Conduct special training jointly with relevant financial institutions [10]. At the
same time, the publicity campaign was close to the rural areas, farmers and the actual
situation. Carry out in-depth front-line publicity in villages and enterprises to provide
a real lesson in cyber security for the rural grassroots people. By analyzing common
current fraud cases and explaining how to spot a scam, focus on maintaining personal
financial network information security and protection from illegal fraudulent activities
and other related financial knowledge to improve the public’s awareness and skills in
preventing financial network fraud.

5 Conclusions

In order to effectively deal with technical and business risks in the financial industry, it
is necessary to be vigilant about the spread of risks, pay more attention to improving
regulatory measures in accordance with the law. Enhance the ability to identify cyber
security incidents, strengthen the application of technology in cyber security and coordi-
nate the work of key groups in cyber security according to the coordination mechanism
of financial technology. On this basis, build a solid “firewall” for financial cyber security.
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Abstract. With the continuous development of the e-commerce marketing man-
agement system and the expansion of the network scale, the security of the e-
commerce marketing management network is under more and more threats, and
the attacks are becoming more and more serious. Frequent network security inci-
dents have caused huge losses to the e-commerce marketing management sys-
tem, and a variety of network security technologies need to be used to solve them.
The purpose of this paper is to study the network security design of e-commerce
sales management system based on neural network algorithm. This paper designs
a complete network security intrusion detection system, from the design of each
module to the design of the entire system. The system uses the optimized neural
network as the intrusion detection algorithm, and tests the detection accuracy of
the overall data detection module. Finally, the development of the entire system
is completed, and the functional tests of the various modules of the system are
carried out. Experimental research shows that the predicted value of the simulation
experiment results in this paper is very close to the actual risk assessment results,
and the error between the two is less than 2%.

Keywords: Neural network algorithm · E-commerce sales management system ·
Network security · Intrusion detection

1 Introduction

With the rapid development of e-commerce sales management systems, network threats
such as malicious network attacks and information theft continue to threaten people’s
lives andwork [1, 2].With the increase in the number of Internet users, the amount of data
in the e-commercemarketing network also increases. The Internet has the characteristics
of openness, connectivity and sharing. Therefore, the complexity and unpredictability
of the network are getting higher and higher, and it is becoming more and more obvious,
and the problem of safe network is also unfolding.

In the research on the network security design of the e-commerce sales management
system based on neural network algorithms, many scholars have studied it and achieved
good results. For example, Soni N provided more information about network security
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knowledge and defined an appropriate the model can detect and prevent attacks in a
definednetwork environment [3].AwadAuses virtual networks to studynetwork security
knowledge, design modular technology and related processes [4]. It can be seen that the
research on computer system network security based on neural network algorithm is of
great significance.

This article describes the related design of intrusion detection system. The program
uses a virtual network as an intrusion detection algorithm and checks the accuracy of
the general data search module. This article introduces the traditional network security
model and its related improvements. The improved model may be more suitable for
evaluating and predicting network security status.

2 Research on Network Security Design of E-Commerce Sales
Management System Based on Neural Network Algorithm

2.1 Application of Bp Neural Network in Intrusion Detection System

(1) Intrusion detection process

1) Information collection

The first step in detecting intrusions is data collection. Data collection refers to the
collection of information received from key areas of the network system, including
the location and behavior of the system, network, data, and user services. Including
network database, network log, directory and external file modification, system
scan log, running external system, etc.

2) Information preprocessing and analysis

Data extraction refers to the preliminary collection of data and transforming it into
a format and content that researchers can recognize. When a fault is detected, an
alarm will be generated and sent to the console to determine whether an intrusion
has occurred [5, 6].

3) Respond according to the security policy

The program responds accordingly based on the predetermined response generated
by the alarm. The answers given here refer to active securitymeasures, such as start-
ing search traffic, warning the controller, disconnecting the network, or changing
firewall settings.

(2) Divided according to the detection model used by the detection system

1) Use model anomaly detection

The basic premise for finding anomalies is that the behavior of the intruder is
very different from the behavior of the normal object. By adjusting and recording
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system functions, and then analyzing the monitoring data, a data set of the main
physical characteristics of the system is established. Match the current state of the
program with the normal behavior library [7, 8]. If there is a large deviation, then
the service is intrusive. The advantage of intrusion detection method is to detect
intrusion by detecting intrusion behavior, and there is no requirement for intrusion
characteristics. However, it is difficult to solve problems such as setting behavior
index values, setting normal behavior index values, and reducing the false alarm
rate.

2) Use the abuse detection model

The basic premise of intrusion detection is to record and analyze various types of
hacking behaviors and establish a database of intrusion behaviors. Through this
database source and detection of intrusion behavior, once the match is successful,
it means that the intrusion has occurred. The advantage of this detection method is
that it has a low false alarm rate and can detect and warn of known intrusions early
[9, 10]. However, the search function of this method is completely affected by the
integrity of the corresponding data intervention, and all databases must be updated
regularly. In addition, this method cannot detect unknown intrusions.

(3) Divided according to the data source of the test
Intrusion detection systems are divided into three categories based on search data
sources: server intrusion detection systems, network intrusion detection systems
and distributed intrusion detection systems.

1) Network-based intrusion detection system

Network-based intrusion detection systems usually use message passing or process
mapping to set rules. By downloading the data packet database on the Internet
and calculating and analyzing all these databases, potential databases are obtained.
Match these databases with the standard framework, and judge whether there is an
intrusion based on the compatibility result.

2) Host-based intrusion detection system

Server-based intruders detect hacker intrusions by monitoring and analyzing the
control files of the server. It integrates the search engine into the system to ensure
security, first extracts system data from the system to ensure security, and then
analyzes the test files to determine whether an intrusion has occurred.

3) Distributed intrusion detection system

Recently, the discovery of distributed intrusion has attracted more attention. The
Distributed Access System (DIDS) collects and analyzes the data, and then pro-
cesses the data in a distributed manner [11, 12]. The intrusion detection system
may respond well. Among them, agent-based intrusion detection is listed as the
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main research content. The data collected through DIDS can come from various
host programs, network components, or DIDS can also use network monitoring to
collect data.

2.2 Intrusion Classification of Command Automation Network Based on Neural
Network

(1) Data acquisition module
The first step to detect intrusion is data collection. By setting downloads at each

key point of the command automation network, collect all information flows, user
activity information and location data flowing through the command automation
network.

Data retrieval requires real-time operation. If the data in the network cannot
be retrieved in time, the retrieval result will be invalid. The data collected must
be complete. If the collected data is incomplete and cannot cover as much basic
meeting information as possible, the search results will be reduced.

(2) Data preprocessing module
Intrusive network access systems must write data over and over again, so it is

important to ensure that the data collection is complete and the best training can be
performed. However, the model system always contains some rough data. There-
fore, theremust be the following content before detecting data: data processing. The
data flow that is automated through the automation network is huge, and redundant
data will reduce the training speed and cannot meet the needs of real-time search.
In this way, incomplete data can be deleted, the efficiency of the search engine can
be reduced, and the efficiency can be improved. The format of the data received
from the command automation network is incompatible. Therefore, it is necessary
to create content, further filter data, extract basic information, and filter unneces-
sary information. Analyze the data obtained after preprocessing, and use feature
matching to distinguish normal and abnormal behaviors.

(3) Intrusion analysis module
The intrusion analysis module uses analysis methods to analyze the information

received from the command automation network. Commonly usedmethods include
statistical analysis, shape mapping and full analysis.

Statistical analysis: Based on statistics, system objects such as files, processes,
and users are described. Essentially, the configuration of these objects under normal
operating conditions is calculated, including access frequency, time delay, service
failure rate, etc. Compare the average value of the parameter systemwith the known
network. If the value exceeds the allowable average value, it indicates that the
intrusion has occurred.

2.3 Normalization

Let xmax and xmim represent the maximum and minimum values in the sample data set
respectively, x is the i-th sample data in the sample data set, and y is the normalized
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result of the sample data. The formula of the first normalization method is:

yi = xi − xmin

xmax − xmin
(1)

After normalizing the sample data by formula (1), the data is mapped in the interval
[0,1].

The second normalization formula is:

y = 2× xi − xmin

xmax − xmin
+ (−1) (2)

After normalizing the sample data by formula (2), the data is mapped in the interval
[−1,1].

2.4 Neural Network Prediction Model Construction

(1) The number of neurons in the input layer is determined
Part of the signal source is the input layer of RBF neurons. In this process,

the number of signals that affect network security is determined by the number
of neurons. Analyzing the security status factors, we can see that the number of
neurons at the entry level is three.

(2) The number of neurons is determined
The level switching function hidden in the neuron is a non-linear function,

which is academically calculated at the center point. Adjustments can cover target
differences.

(3) Determine the number of neurons in the output layer
When using RBF to predict the network security situation, the predicted

result will reflect the network security situation at the next moment, that is, a
certain situation value, so the output layer only needs one node.

(4) Selection of initial learning rate
In the training process of the RBF neural network, the size of the training rate

is an important factor that determines the weight change of each neural network
of the neural network, so the selection of the training rate must be accurate. If the
learning rate is too high during the selection process, the entire neural network
training process will become unstable. Therefore, in order to calculate the duration
of the training cycle while considering system stability, the selection of learning
rate is set to 0.01 to 0.7 when predicting network conditions.

(5) Selection of expected error
Whether the network is compact and whether the selection of training samples

is normal should be measured by error indicators. In general, the quadrilateral error
is called the expected neural network error, and the size of the expected error should
be determined according to the obvious automatic correction function.
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3 Experimental Research on Network Security Design
of E-Commerce Sales Management System Based on Neural
Network Algorithm

3.1 Sample Settings

This article takes the e-commerce marketing management system as an example to test
the effect of optimizing the network risk assessment model through automated exercises.
The questionnaire method is mainly obtained by combining part of the risk assessment
tool, of which 60 are used as sample combinations and 6 are used as test samples.
The samples are scaled using obfuscated evaluation methods to facilitate training and
testing. Due to the limitations and deficiencies of previous assessments, the original risk
assessment system was combined to modify and simplify the risk assessment factors,
and the results of the risk assessment were scaled to on-site values to facilitate training
and network testing.

3.2 Parameter Setting and Some Parameter Research

The test receives the traditional 3D BP neural network system, the number of neurons in
the input layer is I = 10, which is the 6 dangerous elements in the structure model, and
the number of neurons in the output layer is O = 2, which is the risk result of the risk
assessment quantity. Through experimental tests, the number of neurons in the latent
nucleus is set to H = 6.

4 Research and Analysis of Network Security Experiment
of E-Commerce Sales Management System Based on Neural
Network Algorithm

4.1 Analysis of the Effect of Neural Network Independent Experiment Detection
Algorithm

In order to test the stability of the proposed method, in view of the randomness of the
experimental results of the neural network, the effect of the algorithmwas tested through
multiple independent experiments. Table 1 shows the comparison between the average
value obtained from multiple experiment results and the original risk value.

As shown inFig. 1, it can be seen that the predicted value of the simulation experiment
result is very close to the actual risk assessment result, and the error between the two is
less than 2%. This shows that the algorithm can predict the results of the risk assessment.
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Table 1. Comparison of experimental results and predicted results

Number of test
samples

Prediction value Real value

1 4.62 4.37

2 2.59 2.53

3 4.77 4.80

4 6.11 5.98

5 5.12 5.22

6 3.59 3.78

Fig. 1. Comparison of experimental results and predicted results

4.2 ICSBP Algorithm Performance Experimental Analysis

In order to further test the performance of the ICSBP algorithm, this article takes 4
algorithms as examples, and takes the average result of 6 experiments as the final result
of the experiment, as shown in Table 2:
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Table 2. Comparative experimental results

Sample number Target value BPNN CSBPNN ICSBPNN GABPNN

1 4.2 4.721 4.319 4.231 4.353

2 3.5 3.574 3.421 3.478 3.456

3 2.4 2.582 2.610 2.374 2.425

4 4.8 4.893 4.826 4.713 4.883

5 5.2 5.267 5.341 5.182 5.167

6 3.7 3.681 3.706 3.716 3.694

Fig. 2. Comparison of experimental results

As shown inFig. 2, it can be seen from the experimental results that the execution time
of the BP neural network is the shortest, one-fifth less than the time of other algorithms.
The other three algorithms have slightly different processing times. The prognostic effect
of BP neural network has large errors and cannot accurately predict the results of risk
assessment.

5 Conclusions

Analyzing and predicting the state of network security is the focus of this article. Through
network monitoring, obtain several factors related to network security services, analyze
these factors, and use the network security evaluationmodel to obtain the current network
performance status. At the same time, the network status prediction function. It was
created based on the results of the assessment to enable network administrators to better
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understand the future network development culture, respond to potential security issues
in a timely manner, and maintain network security and stability.
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Abstract. With the development of computer technology, the application pro-
vided by the database has far exceeded its original data function. It can form a
knowledge base and combine with data mining technology to form a database
programming system and play an important role in the development of program-
ming languages. This article establishes a database programming model on the
basis of data mining and computer software, uses JAVA, Python, PHP, C++ and
other programming techniques to test the model’s control effect on programming
instructions and programming speed, and find a suitable database programming
model for this article. Programming techniques to develop programming scripts.
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1 Introduction

In the context of the rapid development of information technology, the performance of
data mining and computer software technology is getting stronger and stronger. The
application of these technologies in various fields is gradually expanding, and it also
brings unprecedented opportunities to programming. Although computer programming
has begun to be gradually applied in the traditional programming process, the failure
of programming cannot be avoided in the face of increasing programming data. The
performance of data mining technology to quickly process massive data just meets the
needs of computer programming. Therefore, the introduction of data mining technology
in the programming process is of great significance to improve the programming speed.

At present, many scholars at home and abroad have discussed data mining and com-
puter software database editing technology, and have obtained corresponding research
results. For example, a researcher is committed to studying various data index measure-
ment systems, establishing a programmable data model, providing quality assurance
for data transmission, programming and operation, meeting the needs of programming
configuration and performance management, and realizing remote programming opera-
tions.Multi-level management andmonitoring [1].With the development of information
technology, data information has proliferated. In the face of massive information, data
mining technology can be used to discover hidden data information. The code informa-
tion in the programming field is even more complex and changeable. A scholar just used
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the data mining function to establish The special programming model greatly improves
the programming efficiency [2]. Although the research on data mining and computer
software database editing technology is progressing smoothly, there are still few appli-
cations that introduce data mining and computer software technology to improve the
quality of programming, and people can use technology to simplify the process.

This article introduces the programming features of JAVA dynamic programming
technology, which is the most commonly used programming technology. It has super
computing power in the process of executing code operations. It builds a database pro-
grammingmodel based on datamining technology and computer software, and compares
JAVA technology with the other three. This kind of programming technology is applied
to the programming model to control the effect of programming instructions and test
the operation speed of these programming technologies, which can provide reference
for the computer software database model to select the best programming technology to
improve programming efficiency.

2 Java Technology and Database Programming

2.1 Java Virtual Machine Dynamic Programming Technology Characteristics

(1) Make the application hardware-independent

Virtual machines have different versions of implementations in different software and
hardware environments, and each implementation provides a unified interface, follows
standard specifications, and collects differences in software and hardware. JAVA code
only needs to be developed once and can be deployed in different scenarios. Any legal
JAVA code can run on any standard JAVA virtual machine, regardless of the difference
between the underlying operating system and hardware. This allows JAVA code to be
developed in accordance with a unified specification, and a single development has the
ability to cross-platform and software and hardware compatibility. JAVAvirtual machine
operates through the stack, reducing the dependence on registers [3].

(2) Complete control over the execution of the code

All codes executed in the virtual environment are strictly monitored and programmed.
The virtual machine opens up various storage spaces internally, which contains an
overview of the loaded classes and what is being created, as well as the thread schedule
that runs on the stack. In the execution process, it has a complete understanding of the
structure and distribution of the space and the characteristics of each loading type, con-
trols the storage locations and index references of all programming objects, manages all
storage spaces, and fully understands the current settings of each thread Implementation
status and conditions. In short, the virtual machine controls the execution of all codes,
and all operations are in a controlled state. This is what traditional applications lack.
Due to these characteristics, the virtual machine can perform auxiliary editing or adjust
the code mode in real time during the normal code interval [4].
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(3) Have strong operation ability

The virtual machine reports some internal information through related interfaces and
provides a variety of external control methods, enabling us to analyze and control appli-
cation execution from the virtual machine level. It can span all types of loads, modify
its properties and control code execution. The virtual machine provides us with a very
effective way to analyze the runtime behavior of the code and control its operation.
Although this operation capability is limited by the functions provided by the interface,
theoretically we can modify the code of the virtual machine to achieve a wider range of
purposes [5].

(4) Flexible execution method

The code execution process can be understood as execution or compilation or a mixed
execution of the two, depending on the setting of the code. The advantage of compilation
and execution is high performance, but the compilation process takes a long time. The
advantageof interpreted execution is that the code formcanbemodifiedduring execution.
This feature is very attractive to developers of Basic programs, because the code can be
modified arbitrarily during the debugging process and can continue to execute without
restarting. The JAVA virtual machine has the ability to dynamically switch between the
two operating modes. This allows us to take into account performance and flexibility,
and allows us to dynamically modify the code while it is running. JVM is used as a
runtime execution environment. Every Java program in operation is actually run in an
instance of JVM, and each running program is run by its own JVM instance [6].

2.2 Classification of Database Programming

The method of database programming can usually be divided into manual programming
and automatic programming. Manual programming refers to the programming process
of all steps from partial mode analysis, data calculation, batch program collection to
program verification. These steps are all completed manually. It is suitable for relatively
simple calculations, not many programming parts, and uncomplicated programming.
Numerical calculations are quite complex, and those that are difficult to correct due
to large calculation workloads become programs that are difficult to achieve through
manual programming.

Automatic programming, also known as computer programming, refers to the pro-
cess in which a computer automatically performs numerical calculations and executes
compilation. Program developers only need to compile the requirements, write a rela-
tively short code in the designated scripting language, and then enter the computer, and
the computer will automatically execute the code programming, so that the programmer
can check whether the program is correct in time and make necessary Modify to get
the correct programming instructions. Automated programming replaces programmers
to perform tedious arithmetic operations, reduces their workload, and improves pro-
gramming accuracy by reducing human calculation errors. Automatic programming is
accomplished through computer-aided numerical programming technology, and special
database programming software needs to be established [7, 8].
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2.3 Development Characteristics of Database Programming Technology

(1) Integration of database programming system

Integration refers to the integration of database programming into the computer soft-
ware system. At present, in computer software systems, two integration methods of
communication connection type and database type are widely used. Commonly used
in the communication connection mode is to establish a standard data communication
mode to connect the database programming system with the computer software system.
Database integration refers to the unified management of various data in the process of
cleaning, conversion, and management by creating a public database, and all programs
are only connected to the database. Therefore, the database is not only a public infor-
mation source, but also a public access point. At present, the most widely used database
integrationmethod is the compact geometricmodeling database integrationmethod. This
method uses the human-computer interaction function to extract the necessary geometric
and topological information from the database for database programming.

(2) Intelligentization of database programming system

Intelligentization refers to the introductionof human thinking into an integrated computer
software system, and the allocation of human thinking judgment and decision-making
methods to machines for completion. Therefore, it is necessary to use artificial intelli-
gence methods to create knowledge bases of different systems and change the role of
human decision-making in the process of solving various problems. In addition, there
is an integrated measurement, programming and processing system, which is specially
used to test a certain program, and then enter the database through the access port for
automatic control and programming [9].

(3) Modularization and generalization of post-processing programs

The post-processing program should convert the calculated relevant data information
into the input information of the specific database according to the different databases
used. A recently developed “modular post-processing program” is to integrate some
common functions of different databases into a standard model. When programmers
need a new post-processing program, all they have to do is to develop a “driver”, and
just select some standard modules to add to the database [10, 11].

2.4 Auxiliary Data Mining Based on Data Reasoning

When a new program appears, first describe the content of the program according to
the specified method, then retrieve similar programs from the database according to the
data mining algorithm, and again use the database closest to the new program as its
data storage; then according to the knowledge base and the characteristics of the new
program Load the memory to make it more suitable for the new program to run, and
finally store the new program as new data in the database for use [12].

sim(ai, bi) = 1− 2× |ai − bi|
|ai + bi| (1)
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Among them, ai and bi (I = 1, 2, …, n) are numerical attributes, respectively, and
sim(ai, bi) is the similarity between attributes.

sim(c1, d1) =
∑n

i=1 w
sim
i (ai, bi)

∑n
i=1 wi

(2)

Among them, c1 and d1 are twodata in the database, and their similarity is represented
by sim(c1, d1), and wi is the weight of the i-th attribute.

3 Based on Data Mining Technology and Computer Software
Database Programming Model

3.1 Function Module
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Fig. 1. Computer software database programming function module

This article introduces data mining into database programming, and establishes a com-
puter programming model based on database and data mining. According to the needs
of programmers, set the system function module as shown in Fig. 1. The model can
obtain programming-related data and information, and clean up and convert them to
eliminate irregular data; it can store programming data according to different program-
ming themes, and display it in front of programmers in a multi-dimensional structure;
According to different programming requirements, different programming methods are
selected for programming analysis to improve the accuracy of programming results.
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3.2 The Overall Structure of the Programming Model Based on Data Mining
Technology

As shown in Fig. 2, it is based on datamining technology and computer software database
programming model. Among them, the database cleans, converts, and loads the infor-
mation extracted by the information collection system, and stores the processed data
according to the programming theme. At the same time, the database presents these
processed data to programmers in a multi-angle and multi-level manner according to the
requirements of programmers. The data stored in the database is integrated, consistent,
and high-quality data, which brings a lot of convenience to the subsequent programming
work.

Data mining
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organized 

programming 
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Verification

Knowledge
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Multidimensional 
data set

Programming
theme data set

Fig. 2. The overall structure of the programming model

4 Performance Test of Database Programming Model

4.1 Automated Testing

The tools for automated testing in this article are JAVA, Python, PHP, C++. Use these
programming techniques to develop programming languages and test the automated
performance of the database programming model of this article under each technology.
Based on CLI (command line program), API (application programming interface) and
GUI (graphical user interface) testing, that is, the application of scripting technology to
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Table 1. Control effects of different programming techniques on programming instructions

CLI API GUI

JAVA 78% 80% 86%

Python 85% 75% 81%

PHP 77% 84% 82%

C++ 89% 82% 83%

sendCLI commands,API requests orGUI requests to the device simulation to achieve the
effect of controlling the device. The test results are shown in Table 1. The programming
model uses Java technology to have the highest control effect on GLI commands, Python
technology has the best control effect on CUI requests, PHP technology has the best
control effect on API requests, and C++ technology has the best control effect on CLI
commands. Therefore, different programming technologies have inconsistent control
effects on programming instructions, and each has its own advantages.

4.2 Programming Technology Speed Test
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Fig. 3. Programming speed of different programming techniques

As shown in Fig. 3, different programming technologies are used in the database pro-
gramming model to develop programming scripts to test the programming speed of the
model under different programming technologies. The result is that the programming
speed using Java technology is 150 MB/s. The programming speed using Python tech-
nology is 136 MB/s, the programming speed using PHP technology is 148 MB/s, and
the programming speed using C++ technology is 162 MB/s. It can be seen that this
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model is more suitable for programming with C++ preview, as the amount of program-
ming when large, it can effectively improve programming efficiency compared to other
programming techniques.

5 Conclusion

This paper establishes a database programming model based on data mining technology
and computer software, and conducts research and analysis on the programming instruc-
tion control effect and programming speed of different programming techniques used
in the programming model. It is found that in terms of programming instruction con-
trol, each technology is in CLI Command control, API request control and CUI request
control have their own advantages and disadvantages. In terms of programming speed,
the programming speed of C++ technology in the programming model is significantly
higher than other programming technologies.
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Design of Visualization System Under
Centralized Monitoring of Regional Power Grid

Based on Data Mining Algorithm
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Abstract. With the advancement of the construction of the State Grid project,
intelligent power supply has become a necessary condition for improving the
quality of power supply of the power grid. At the same time, with the increas-
ing level of intelligent power supply management, more monitoring devices have
been adopted. The number of these monitoring devices is huge, and effective data
collection and data processing must be realized through the supporting monitor-
ing management system. Therefore, the establishment of an intelligent power grid
monitoring system is a necessary and critical issue. This paper studies the visual-
ization system under the centralizedmonitoring of the power grid, and understands
the related theories of the visualization system and data mining under the central-
ized monitoring of the power grid on the basis of literature data, and then designs
the visualization system under the centralized monitoring of the regional power
grid based on the data mining algorithm. And then detect the mining algorithm
used by the system. The result of the test is that the accuracy of the algorithm cited
in this article is about 86%, which is higher than that of the traditional algorithm.

Keywords: Data mining · Visualization system · Power system · Smart grid

1 Introduction

The power grid has a wide distribution range and contains a large amount of equipment
data [1, 2]. Related power distribution equipment needs to be monitored and remotely
controlled, such as real-time understanding of the actual operation of the distribution net-
work, and other advanced applications such as distribution network, power flow analysis,
line loss management, etc. [3, 4]. Due to the rapid changes in the operation of the power
system, it is difficult for operation and maintenance personnel to deal with emergencies
such as network failures and disasters. The demand for distribution network automation
has given birth to the emergence of distribution networkmonitoring systems, distribution
network maintenance, function research, software design, and automation monitoring
system hardware [5, 6]. The power grid is a collection of rapid changes, large specifica-
tions, and complex structure. Its main function is a grid automation monitoring system
at the level of grid operation, maintenance and management, but its automation needs
to be further improved [7, 8].
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Regarding the research of power grid monitoring, some researchers pointed out that
substations play a central role in the transmission and distribution of modern electric
energy interconnection, and its safe operation is particularly important. After the estab-
lishment of the substation, it is necessary to solve the problems of safe and reliable oper-
ation of substation equipment, safety management of substation personnel, and remote
monitoring. The substation has a monitoring system with “four remote” functions, but
there is still a lack of specific solutions for how to comprehensively monitor the working
environment of the equipment and the safety status of the entire substation. It is useless
only in the regular monitoring device for shift workers at the central monitoring core,
because the on-duty personnel cannot monitor the entire electrical equipment and the
surrounding environment 24 h a day. Even if a video monitoring system is installed,
the observation effect can be timely It is very troublesome to find out the emergencies
correctly, because all kinds of traffic accidents happen in blind spots. Therefore, it is
necessary to establish a safe and stable working environment for various factors that
affect the operating conditions of all facilities in the substation and the safe operation of
the substation [9]. Relevant research and development personnel believe that the current
monitoring and control system is facing the problem that, in addition to the traditional
“four remote” functions, it is necessary to monitor the appearance of the substation
facilities, monitor the environment such as fire protection and anti-theft of the substa-
tion, and control the change the working environment of the power station, such as fire
prevention and theft, is monitored. Since its main purpose is to prevent fire, blasting,
leakage, theft, malicious damage to equipment, etc. that cause or cause serious danger
to the safe environment, the monitoring scope mainly involves the substation environ-
ment and the original four remote controls. The current “five remote” technology can
be said to be China’s first remote video surveillance technology implemented in banks,
road transportation, universities, customs, business chains and other places, and mature
local surveillance technology in unmanned substations. At present, there is a relatively
complete monitoring system solution, but it is still not well connected with the basic
management of the power industry, especially the monitoring of changes in the status of
primary equipment, and accurate monitoring of substation equipment [10]. To sum up,
there are many research results on power grid monitoring, but the research on the design
of monitoring system needs to be studied in depth.

This paper studies the visualization system under the centralized monitoring of the
power grid, analyzes the requirements of the visualization system under the centralized
monitoring of the power grid and the application of data mining on the basis of literature
data, and then designs the visualization system under the centralized monitoring of the
regional power grid based on the data mining algorithm. And then the system is tested,
and draw relevant conclusions through the test results.
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2 Research on Visualization System and Data Mining Under
Centralized Monitoring of Power Grid

2.1 Visual System Requirements Under Centralized Monitoring of the Power
Grid

(1) Multiple detection and intrusion detection functions. Different substation loca-
tions require different detection equipment to detect and detect intrusions. Different
detectors are organically combined to form front-end detection equipment, forming
a safety net for unattended substations.

(2) Intrusion video connection monitoring alarm function. When the system detects a
rogue intrusion signal, the camera system installed in the substation can monitor
the alarm location in time, and perform video surveillance and recording.

(3) Video connection monitoring and alarm function when equipment failures such
as substations and environmental abnormalities occur. Once the system detects the
fault of the substation equipment or the abnormality of the surrounding environment
of the equipment, the camera system can timely monitor the faulty equipment or
the abnormality of the environment, thus realizing video monitoring and camera.

(4) Alarm sound and light alarm function. When the system detects illegal entry into
the substation, the control system can activate the sound and light alarm to generate
high-frequency alarms.

(5) Remote video and alarm signal transmission function. The system can alarm for
illegal intrusion, substation facility failure, environmental failure and other alarms,
and generate alarm signals, which are then sent to the remote transmission monitor-
ing center through the wireless network. At the same time, the remote monitoring
center can also collect the video monitoring signals of the substation in real time.

2.2 Data Mining Applications

(1) Correlation analysis

All data stored in the database have a specific relationship or a specific relationship
between the values of many variables. The purpose of data correlation analysis is to
reveal these hidden correlations in the database [11].

The rules generated by association analysis are reliable because it is impossible
to determine whether there is an association function between the data stored in the
database. By extracting the association rules derived from the data, you can further
understand customer behavior and so on. The algorithm used in the correlation analysis
mainly includes the Aprili algorithm.

(2) Cluster analysis

Unlike classification, the class label of each object in the cluster is unknown, and
grouping is the process of dividing data objects into classes or clusters. The objects in
the cluster are similar to each other, but completely different from the objects in other
clusters [12]. Cluster analysis is generally considered because the data does not have
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a certain amount of descriptive information and cannot be organized into classification
standards.

2.3 Data Mining Algorithm

Data mining algorithms seem very simple, but the actual application of many complex
algorithms is not satisfactory. The main functions are as follows.

1) Enter the “Euclidean distance”. Use this function to calculate the distance between
points, set A = {x1, x2, . . . , xm}, and set the sample Euclidean distance to dij, do the
following:

dij =
√
(xi1 − xj1) + (xi2 − xj2) + . . . + (xin − xjn) (1)

2) A square error function used to judge whether the difference between the new cluster
center and the original cluster center converges. Let x be the average of all data in
cluster ck , and c be the center of the cluster.

Jc =
k∑

i=1

∑
x∈ck

|c − x|2 (2)

3 Design of Visualization System Under Centralized Monitoring
of Regional Power Grid Based on Data Mining Algorithm

3.1 System Design Goals

The setting and management functions of Toseki power supply station are all inte-
grated into the system, and a remote video monitoring and control system is set up in
the dispatching center to remotely implement the on-site video monitoring, equipment
operation monitoring and peripheral security of the substation. This is a new scientific
calculation and visual shipping operation, can greatly improve the operation safety of
substation, easier to repair. The topic of this paper is the construction and improvement
of substation videomonitoring system for the special geological conditions of the region,
taking the substation as the base station of “unsupervised substation”, specially designed
a visual monitoring system. Its general purpose is to:

Real-time surveillance: Set up high-resolution cameras near transformers, critical
equipment and switches. The center of the power supply bureau is responsible for mon-
itoring and scheduling the transformer and its surrounding safety, the operation of elec-
trical equipment and remote switching operations under management. The video mon-
itoring platform accurately presents the spatial area and image of the alarm. Currently,
Toseki has 19 substations in total, and the control system design can finally present the
location map of each substation, the electronic primary equipment plan, the perimeter
safety diagram, and the following construction objectives.

Rapid response: combined with built-in substation automation system, achieve rapid
alarm, rapid installation and access to relevant video alarm, real-time scene display,
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command ordered, passive to active, video alarm can realize more and more functions
such as improving the safety of the electrical system To prevent false alarm system and
staff under the bad environment caused by the on-site inspection of failure.

Comprehensive application: provide the interconnection between video surveil-
lance and comprehensive automation system, build a complete monitoring coordination
control platform, meet the needs of unattended substation.

3.2 Implementation Strategies for Monitoring Data Collection

According to the analysis of the above concepts, the monitoring data acquisition task is
divided into multiple data acquisition units for distributed parallel processing. During
the processing, the synchronous clock generator is monitored, and each data acquisition
unit processes the collected data, and then it records the time stamp of the data sent to
the synchronous clock generator for processing, and then transmits it. The details are as
follows.

1) Choose a distributed parallel processing method

This article uses the symmetric model (SPMD). The reasons are as follows:
The multi-program mode (MPMD) is not used because the work of the collection

unit is equal. This helps to efficiently distribute large amounts of data and achieve load
balancing. In addition, the corresponding program tasks can be configured and managed
in a single way to solve data sharing and complex calculation problems, instead of using
the master-slave feature. This is to prevent excessive pressure on the master process in a
highly synchronized operating environment, resulting in the main process is congested,
reducing the efficiency of data collection.

2) Solve the problem in a symmetrical mode

Under the symmetricalmodel, it is necessary to dealwith the limitation of the number
of parallel programs and the problems of data processing and data transmission. Once
the corresponding solutions cannot be taken, the system will compete for resources or
even deadlock. Therefore, this article will solve it through the badgering algorithm, and
establish each process as a logical ring of a distributed system to symbolize the ability
of the system, thus becoming the benchmark of whether a process can enter the critical
zone. To achieve mutual exclusion of programs, you can specify access rights by setting
a token on the operating system. The badge itself is also a special form of message,
usually one byte long, and it keeps circulating in the logical loop of the process. Each
step in the loop has a precursor and a meta report. When the token in the loop is received
by a specific process through the loop, assuming that a certain process needs to enter the
critical section, then the process owns the token and enters the critical section. When
being pushed out of the critical section, the badge is sent to the follow-up process.
Assuming that the process that has accepted the token does not need to enter the critical
area, the token can be passed directly to the following steps. But because the logic circle
is just a badge, the processes are mutually exclusive.
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3.3 Visual Display System Data Source

From the perspective of different data applications, data belongs to different categories,
and different data types (data types shown in Fig. 1) correspond to different storage,
calculation, and transmission requirements and technical implementations.

Type of data

Metadata and 
encoding Business data Unstructured

data

Spatial
geographic

data

Fig. 1. Visual display system data source

1) Metadata and coding

Detailed business data model SG-CIM: defines an integrated business data model
covering core business systems.

Index model: The definition of a comprehensive index model.
Analysis model: The definition of a comprehensive analysis model.
Standard coding: a unified data coding standard.

2) Business data

Company source details: China State Grid’s business application system business
detailed data. Use the data generated by each business data model.

Business detail data management: From the business detail data of the application
management system of various industries in China.com, the data format is transformed
into a new data type that meets the coding standard.

Indicator data: Through big data analysis, the summary data of different monitoring
indicators is exported to different business systems and corresponding auxiliary systems.

3) Unstructured data

All kinds of unstructured data captured in operation monitoring analysis, including
various reports and reports automatically generated after data processing, are specifi-
cally used to support operation monitoring and analysis, as well as data, rules, systems,
and regulations. This document contains the following items: the first category of dec-
larations, documents, reports, regulations, systems and abstracts, the second category of
tracking statements, reports, the third category of analytical statements, reports, and the
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fourth category of coordinated management documents. Including various video, audio
and other multimedia data for monitoring and analyzing features.

4) Spatial geographic data

Spatial geographic information can be displayed using various map data required for
analysis based on GIS systems, including basic geographic data such as cities, regions,
and roads.

4 System Test

4.1 Data Source

The experimental data is taken from the electricity consumption data of 1 million house-
holds in a specific power grid, with a sampling frequency of 10 min/h and a sampling
time of 24 h, with a total of 144 dimensions. Each experimental data source contains
only 144 power consumption points. It represents 20 bytes. At the same time, it also
collects the amount of electricity consumption information, electrical appliances, and
households in the home area of these household users for experimental reference.

4.2 Experimental Design

The purpose of this experiment is to compare the accuracy of optimized and non-
optimized algorithms. From the experimental data sources, common low-power,
medium-power and high-power household users are randomly selected as the test source
data. Each data set contains three types of data: high power consumption, medium power
consumption and low power consumption. It uses optimized and non-optimized algo-
rithms to process the aforementioned data configured to run on the same independent
computer. The initial grouping value of the non-optimized algorithm is set to 3. In the
whole experiment process, there are also 3 optimization algorithms to avoid some ran-
dom factors, repeat the same experiment 10 times, and finally take the average value.
The experimental results are shown in Table 1.

Table 1. Accuracy of optimized and non-optimized algorithms

Not optimized correct rate/% Correct rate after optimization/%

4000 79.4 87.7

8000 78.0 89.5

12000 71.3 86.3

16000 68.1 88.9

20000 66.0 87.2
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Fig. 2. Accuracy of optimized and non-optimized algorithms

It can be seen fromFig. 2 that as the amount of data increases, the accuracy of the non-
optimized algorithm decreases. After preprocessing, the initial selection of the grouping
center is performed correctly, and the accuracy is relatively constant and remains at about
87%. The optimized algorithm can be derived from experiments, and it is more accurate
than the non-optimized algorithm.

5 Conclusions

This paper studies the visualization system under the centralized monitoring of power
grids. After understanding the relevant theories, design the visualization system under
the centralized monitoring of regional power grids based on data mining algorithms, and
test the data mining algorithms used in the system. The test results It is concluded that
the optimized algorithm in this paper has a higher accuracy rate than the unoptimized
algorithm.
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Abstract. To comply with the new development trend of automation, informati-
zation, and intelligence in the power industry, to ensure the economic operation,
safety, reliability, and effective operation of the entire power system, to further
adapt to the requirements of power supply companies, to further optimize the
use of corporate resources and overall management, and to actively carry out the
power grid. The development and practice of visual management strategies for
government affairs monitoring has great practical significance. This paper aims to
study the application of data mining algorithms in the implementation of monitor-
ing visualization of transmission grid government affairs. Based on the analysis of
the data mining process, the application of data mining algorithms and visualiza-
tion techniques in power grid government affairs, a visualization system for grid
government affairs monitoring is designed. The performance of the system was
tested. The test results show that the maximum response time of the power grid
government monitoring visualization system does not exceed 3s, and the system
CPU occupancy rate and memory resource occupancy rate do not exceed 20%, so
the performance test of the system passed.

Keywords: Data mining · Transmission grid government affairs ·Monitoring
visualization · Visualization system

1 Introduction

Data mining refers to a way to obtain practical information and knowledge from big
data analysis. It is an industry that has emerged in recent years. Data mining can not
only find a large amount of existing information and knowledge in a large amount of
random, fuzzy, noisy and incomplete data, but also find a large amount of unknown
and potentially useful information and knowledge, and the obtained information and
knowledge are more convenient to apply and understand, Easy to store and use [1, 2].

In recent years, data mining technology has achieved many results in power grid
applications, which are mainly reflected in state evaluation, user feature extraction,
error diagnosis, and load forecasting. In state assessment research, many researchers
use decision tree methods, neural network methods, or a combination of both. Some
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researchers have proposed the application of the method based on the combination of
neural network and decision tree in the electronic security assessment of power system [3,
4]. Many researchers use cluster analysis to extract user characteristics in their research,
but some also use methods such as decision trees. For example, foreign researchers
propose to use adaptive decision tree methods to determine attributes such as climate,
temperature and humidity, and user electricity records, and correlate user attributes with
other attributes for classification analysis [5, 6]. Having said that, there are more and
more researches on data mining technology for power system fault diagnosis and power
load application. Cluster analysis, set theory, decision tree, neural network and other
methods are used in power system fault diagnosis and load forecasting research. Some
researchers have discussed the use of cluster analysis to analyze the gas composition of
the transformer, and obtain the relationship between the fault and the gas composition
of the transformer [7, 8]. Some researchers combined with rough set theory, proposed to
establish a decision table based on the fault status and monitoring parameters of power
equipment, and derive the rules of equipment fault diagnosis [9, 10]. Generally speaking,
various data mining techniques can be applied to power systems to eliminate noise and
other data interference and find useful information,which greatly improves the efficiency
of power managers’ decision-making. However, some advanced data mining theoretical
methods are used in power systems. The application in the system has not been fully
promoted and has not really played its role [11, 12]. Therefore, we need to integrate
data mining technology and various business information management systems into the
power system according to the actual situation, and effectively combine them to assist
manual management and scientific decision-making.

On the basis of consulting a large number of relevant references, combining the
process of data mining, data mining algorithms and the application of visualization
technology in power grid government affairs, this paper designs a power grid govern-
ment affairs monitoring visualization system. The system mainly includes three mod-
ules, respectively It is a login module, a data conversion aggregation module and a
comprehensive query module. After implementing these three modules one by one, the
performance of the system is tested to verify whether the performance of the system
meets the requirements of this article.

2 Application of Data Mining Algorithm in Realizing Monitoring
and Visualization of Transmission Network Government Affairs

2.1 The Process of Data Mining

The most important function of the data mining process is looping. Each step has two
meanings: pass or fail. If the execution is successful, go to the next step, otherwise
return to the previous step. Generally speaking, the data mining process includes four
main steps:

(1) The definition of data mining problems. This step is used to determine the direction
of the data mining operation. First, understand the business process according to
the needs of users, roughly determine the data range, its characteristics, and rela-
tionships related to the data mining theme, and then analyze the target data. That is,
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a detailed understanding of the data. The conversion from business type to theme
application type determines the data dimension and data storage perspective.

(2) Design the data model. The massive amount of original data faced by data mining
is usually stored in various business databases, most of which exist in the form of
business processes, so data mining cannot be performed directly. The design of the
data model is based on the subject of application analysis, transforming business
data into a warehouse.

(3) Establish a mining model. Modeling is the basic step of data mining and may need
to be repeated. The most logical and effective model is determined by constantly
changing parameters during themodeling process. The standardmodeling process is
to efficiently extract target data from the data source based on the results of thematic
analysis, and use appropriate data mining algorithms to create a data model. Data
mining models can collect and analyze target data, and predict future growth trends
based on data from previous periods.

(4) Announce the results. This step is mainly user-oriented and needs to be improved
for ease of use, because it is the most intuitive experience provided to users by
the data mining system. The result version is to visually display the results of data
mining to users and provide users with additional data mining capabilities.

2.2 Data Mining Algorithm

(1) ID3 algorithm
The idea of the D3 algorithm is to do more with fewer tools. Therefore, this shows that
the smaller the size of the decision tree, the better, and the more accurate the prediction
of the classification result. Of course, the smallest tree structure is not always created.
This is just a heuristic algorithm. Some important concepts of the algorithm are:

1) Information entropy
Entropy is an indicator of the uniformity of spatial energy distribution. Information

entropy is the expected value of a random variable, and is the most commonly used indi-
cator to measure the purity of a set of samples. The greater the information entropy, the
harder it is for us to draw our own conclusions. The process of establishing classification
rules is essentially a process of reducing information entropy. Now we have a data set T,
which contains the number of samples in the xth category and the ratio of the set. The
total number of top samples is px (x = 1,2,.. | z |) and the information entropy of the set
T data is calculated as formula (1):

Entropy(T ) = −
|z|∑

x=1

px log
px
2 (1)

2) Information gain
Since the non-numeric variable r can take N values {r1, r2,…rm}, use specific vari-

ables to divide the data, and the result of the division contains n branches, where Tn
represents the new branch sample series. Therefore, the “information gain” obtained by
dividing the sample T by the variable r is shown in Eq. (2):

Gain(T , r) = Entropy(T )−
N∑

n=1

|Tn|
n = 1

Entropy
(
Tn) (2)



228 F. Wan et al.

(2) Naive Bayes Classification
As the theoretical basis of Bayesian classification algorithm, Bayes theorem occupies an
important position inBayesian algorithm. For example, givenP(A|B), find the probability
P(B|A) after A and B are exchanged. The basic equation for solving P(A|B) is shown in
Eq. (3):

P(A/B) = P(AB)/P(B) (3)

2.3 Application of Visualization Technology in Power Grid Government Affairs

(1) Self-service data modeling
The traditional data model based on data warehouse allows users to only use the high-
quality data warehouse that has been made, but through data visualization technology,
users have been able to easily analyze the data in the database table. Themodel visualiza-
tion technology establishes the model and describe the virtual table setting association
in SQL language, establish the association modeling between reports, data tables and
data views, and use database views as virtual tables to model data. At the same time,
the data modeling tools provided by the visualization technology are independent of the
customer’s current data processing environment, and can also establish a completely
customized data mining model. In addition, a security mechanism is proposed to allow
users to browse their trusted data models freely and to communicate with others through
permission. This also ensures free and open sharing of data access. And this more flex-
ible mixed data model solution can not only implement star and snowflake models, but
also create and use custom data models.

(2) Visual arrangement
The power grid government affairs monitoring visualization platform is designed with
an IDE developed using pure JS code language. It can be designed to visualize data
in most web pages. Designers can also set the interface suitable for mobile display
devices, and provide a resolution adjustment function to achieve layout. The interface
can be customized according to various display devices with different resolutions in a
certain area. The visualization data provided on the platform covers all graphic data
and image data. Users only need to drag and drop to configure all devices that support
mobile devices, and make professional analysis reports, dashboards, large-screen data,
and graphical interfaces. They can also analyze the complete web page data display
system at the same time. The UE big data visualization platform is designed to add
unique web page interactive controls to a complete set of web page query systems with
differentiated interactive capabilities, which can be used in the design of data display,
data acquisition, data linking, data analysis, etc.

(3) Multidimensional data analysis
The power grid government affairsmonitoring visualization platformcanprovide various
commonly usedOLAPanalysis functions. In addition to themost basic data classification
and aggregation, orthogonal protection analysis functions can also be introduced. The
built-in orthogonal protection data analysis workbench can select any dimension and use
any datamodel as ameasurement to realize data analysis of independent transmission and



Application of Data Mining Algorithm in Realizing Monitoring 229

storage. In the same model, all data can be interconnected, thus providing the freedom
of multi-dimensional and timely data analysis. Multi-layer drilling supports the free
establishment of hierarchical associations between dimensions and the establishment
of multi-dimensional analysis in multi-dimensional analysis. By applying hierarchical
dimensions to different charts, automatic multi-level drilling and layer-by-layer analysis
can be performed, and different values can be expressed. Concentration is a statistical
analysis task that can directly analyze the dimensions and measures of conventional
statistics, and examine the overall effects in statistics, including average, maximum,
minimum, and general needs. Custom calculation degree, the measurement value can be
directly exported in the original data field, but it can also be calculated by formula. The
visualization platform supports the creation of custom operation fields. These recently
added fields can use one or more original data fields and use common mathematical
functions to calculate.

3 Experiment

3.1 Login Module

User authentication function of this module. Compare the data recorded in the database
based on the user name and password. If it passes, it will enter the user information
module. If it fails, the corresponding reason will be prompted. When the entered user
name is invalid or the password is wrong, it will prompt “Invalid user name or incorrect
password”. Click Change Password to enter the corresponding password change page.
If the original password is entered incorrectly or the new password entered twice is dif-
ferent, it will prompt “The password entered twice is different or the same as the original
password”. After the user double-clicks the power grid government affairs monitoring
visualization system, he first enters the system login interface. At this time, he must
enter his name and password. If you pass the certification, you can proceed to the next
step.

3.2 Data Conversion Aggregation Module

Under normal circumstances, companies need to consider operations and analyze data
when making decisions. Operating data is dynamic data, which is constantly updated
and changed during operation. Analysis data is historical data, static data, and usually
does not change over time. The system must be able to migrate from a dynamic data
source to a static data source, that is, a typical database to data warehouse conversion
is completed. Conversion and data collection can successfully complete this process. If
the data warehouse information is inaccurate, the data warehouse will not work. Based
on this, only well-designed data can enter the data warehouse. In other words, in order
to convert general data into a data warehouse, a data conversion collection system is
needed. Generally, the data transformation collection subsystem cleans and filters the
data associated with the subject data in the data source before loading it into the data
warehouse.
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3.3 Comprehensive Query Module

Power grid government affairs involve different tasks and require more data sources.
The query of power grid government affairs in this article is based on multi-dimensional
conceptual data views. Users can realizemulti-angle, multi-level, andmulti-dimensional
data in a power marketing database. Is not a general query. By modeling and calculating
members of different levels and dimensions, users can better understand the essential
importance of data. As far as power marketing is concerned, this fast and diversified
query method is undoubtedly of great significance.

4 Discussion

System performance monitoring is mainly to quantitatively analyze the performance at
the non-functional level to ensure that it meets the expected performance requirements.
Professional software system testing tools are usually used for testing and analysis. The
LoadRunner automated test tool is mainly used to test the performance of the power
grid government monitoring visualization system. The specific test content includes
the number of concurrent users of the system, reasonable uptime, server-side server
resource occupation, etc. On the test host, multiple users are simulated by running test
scripts. Environment, LoadRunner tool reads relevant performance indicators, and after
statistical analysis, checks whether the system performance meets expectations.

Table 1. Maximum response time under different concurrent users
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Login module 1.61 1.75 1.88 1.97 2.03

Data conversion
aggregation module

1.77 1.81 1.93 2.00 2.12

Comprehensive
query module

1.65 1.76 1.81 1.90 2.04

0
0.5

1
1.5

2
2.5

3
3.5

40 80 120 160 200

T
im

e

Number of users
Login module
Data conversion aggregation module
Comprehensive query module

Fig. 1. Maximum response time under different concurrent users
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It can be seen from Table 1 and Fig. 1 that under the condition of 5 rounds of
pressurization, the maximum response time of the 3 performance monitoring points
selected in the performance test work did not exceed 3 s, and themaximum response time
was under the condition of the maximum of 200 concurrent users. Under the system, the
logical operation of the system still responds normally and meets the expected response
time requirements.
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Fig. 2. Server host resource occupancy rate under different concurrent users

It can be seen from Fig. 2 that during the performance test of the power grid govern-
ment monitoring visualization system, under different concurrent user access pressures,
the system’s CPU occupancy rate and memory resource occupancy rate did not exceed
20%, and the system was operating stably. Meet the predetermined system resource
occupancy rate requirements. Therefore, in summary, the performance test of the power
grid government monitoring visualization system can be obtained.

5 Conclusions

The development of the electric power industry is directly related to the smooth progress
of people’s lives and work, and is also related to the effective development of China’s
social economy. The power grid government monitoring visualization system has had a
relatively profound impact on thedevelopment ofChina’s economic and social industries.
In the future economic and social development of China, the status of the electric power
industry is still critical. It is necessary to improve the national power grid government
monitoring and visualization system to enable the healthy development of the electric
power industry and drive the overall development of China’s social economy.
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Cyber Security Practice in Organizations Based
on Internet Environment
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Abstract. The ever-changing Internet technology had not only improved the
breadth and speed of interpersonal communication, but also provided people with
a broad and efficient stage for activities, which brought convenience to us. But
on the other hand, it also had created multiple pressures and challenges for cyber
security governance. Three types of enterprises were selected to conduct a survey
on cyber security awareness and technology level, and a comprehensive model
of cyber security practice integrating ideology, talent training, legal restriction,
process monitoring and technological innovation was proposed on the basis of the
investigation results.

Keywords: Cyber security practice · Network awareness · Internet
environment · Comprehensive model

Since the 18th National Congress of the Communist Party of China, a series of new
judgments, viewpoints and requirements had been put forward for network ideological
governance on the base of accurately grasping the new characteristics and rules of the
development of network society and paying high attention to the profound impact of
cyberspace on all fields of the world. They contained not only the cognition of pressure
and challenges which was brought by the ideology of multiple network to the national
governance, but also the goal orientation, fundamental requirements, basic principles and
specific strategies. It provided an important basis for establishing the network ideological
governance system and realizing the modernization of governance capacity under the
new situation [1].

1 Problems of Cyber Security in Organizations

1.1 Internal Aspects of Organization

1.1.1 Lack of Safety Awareness

The safety consciousness of all employees was the first firewall that constituted the
cyber security of organization, even if a small gapmight lead to extremely serious conse-
quences. The reality, however, was that it was difficult to fully understand the importance
of cyber security in organizations from managers down to low-level employees. They
might use their work computers to browse webpage at will or upload internal data of
organization to the cloud without security verification. After conducting a questionnaire
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Fig. 1. Results on employees’ awareness of cyber security

survey on cyber security among employees of some organizations, this paper drew the
following conclusions in terms of employees’ security awareness.

The survey covered three enterprises, including a bank, a subsidiary of a state-owned
enterprise and a private enterprise. Sixty people were investigated, and 58 effective
samples were recovered with an effective recovery rate of 96.7%. Among the 58, 15
were managers and 43 were junior staffs, including six who were responsible for cyber
security. As can be seen from Fig. 1, none of the bank employees’ office computers
were connected to external network for the sake of security. In the other two companies
surveyed, however, employees were not restricted from using office computers to surf
the Web, use chat tools, upload and download files or other online activities. Only
cybersecurity employees of the surveyed organizations and managers of the bank had
paid more attention to encrypting important information.

1.1.2 The Level of Security Application in Organizations Was Uneven

The professional skills of Internet technical personnel engaged in development, testing,
operation and maintenance in organizations were qualified, but the improvement of the
security level of other employees was often ignored. The frequency of cyber security
training varied greatly among the three surveyed organizations, and the participants were
unevenly distributed. The bank carried out cybersecurity training every quarter for all
its employees, in addition, its cyber security staffs were also arranged to attend cyber
security training courses outside. The state-owned enterprise arranged cyber security
training for all employees once a year, and the private enterprise only arranged cyber
security staffs to participate in cyber security training outside timelessly. In the face of
network threats, many employees were unable to identify or control them effectively,
which would lead to serious consequences ultimately.

As shown in Fig. 2, professional cyber security personnel had a better grasp of
professional skills than managers and other employees. But due to the lack of actual
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combat exercises, all of them had overestimated their level, while managers and non-
cyber security employees were more obvious.

1.1.3 The Professional Level of Cyber Security Needs to Be Improved

Most organizations lacked professional core security personnel, which made the orga-
nization very passive when it faced security threat, and this situation was particularly
significant in private enterprises. In this investigation, it was found that the cyber secu-
rity employees in bank had better professional ability, and they were proficient in API
attack detection, network anomaly detection, network security situation awareness and
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network threat intelligence analysis, which were obviously superior to the state-owned
enterprise and private enterprise.

1.2 External Aspects of the Organization

1.2.1 Internet Rumors

Because of the characteristics of fast propagation, destructive power and difficult inves-
tigation, Internet rumors had brought challenges to organizational cyber security. Before
the official released the information timely, Internet rumors become an important basis
for people to obtain and judge information. It would not only cause serious harm to
innocent people, but also pollute cyberspace if unchecked.

1.2.2 Collision of Ideas

With the popularization of the Internet, all kinds of ideas spread and collided on it, in
particular, some hostile forces used the Internet to spread bad ideas, which had seriously
broken the ideological security of the Internet. If the organization lacked advanced net-
work threat monitoring technology and means, especially the application of all kinds of
big data technology, it would cause the invasion of bad ideas and bring bad consequences.

1.2.3 Defects in the Platform

Network platform not only expanded traditional forms of information transmission, but
also lead to frequent social adverse events with its own characteristics of openness and
virtuality. Network crimes were low in cost, high in concealment and difficult to trace,
these loopholes caused by the defects of the platform were full of network and threaten
the cyber security.

1.2.4 Technical Constraints

Network technology changed with every passing day, the maturity of technology had
brought about changes in this field. However, the absolute discourse power and techno-
logical advantages in this field had been always held by western countries. They could
control the production of online content by virtue of their technological advantages,
pushed targeted information to users in various ways, and manipulated the power of
online discourse. In this respect, we had been frequently hampered.

2 New Opportunities to Govern Cyber Security in Organizations

The security of organizational network ideology was directly related to that of national
ideology, and the safeguard of organizational network ideology security was an impor-
tant means to maintain national security, which was related to the right of discourse,
guidance and supervision of China’s ideological work [2]. At the same time, it was
also an inevitable requirement for the overall development of employees. The safe and
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healthy enterprise network environment would help employees establish correct ideol-
ogy. These “chilled culture”, “lie down” and other non-mainstream network ideology
seriously damaged the good growth environment of employees.

With the emergence and development of network information exchange platform, the
efficiency of cyber security governance had been also greatly improved. Organizations
can use the Internet to carry out relevant subject education for employees, so as to
cultivate their awareness of cyber security. In addition, the two-way communication on
the network was also conducive to stimulate the enthusiasm of staffs to participate in
cyber security management.

3 Approach for Cyber Security Practice in Organizations

3.1 Building the Systematic Internet Governance System

The key of cyber security was to establish a comprehensive early-warning system on
organizational cyber space. Among which, the early stage was security warning mech-
anism, the middle was network threat analysis and guidance mechanism, and the late
was network threat sharing mechanism. At the same time, relevant network laws and
regulations should be improved to limit and standardize the network access permissions
and rules of different employees. A special leading group of network public opinion
management should also be set up to respond to enterprise network emergencies and
improve the level of cyber security prevention. In addition, strengthening international
exchanges and cooperation had been also the general trend of Internet construction.
Cyber security is a common challenge faced by all human society. Therefore, coop-
eration and information sharing with other countries should be strengthened to jointly
combat cybercrimes.

3.2 Constructing the System of Network Talent Team

Cyber security talents are the core resources for the construction of cyber power, and
their quantity, quality, structure is directly related to the capability in cyberspace security
[3]. But the higher education system lacked the training of Internet governance talents in
our country, in contrast, the United States and Japan and other cyber power had already
started in this aspect. For example, in order to safeguard its cyberspace strategy, the
United States had established a complete training and education system and trained a
large number of information technology professionals [4]. While vigorously developing
information education, Japan accelerated the training of information security technical
personnel to improve the strategic talent structure in cyberspace [5]. Therefore, we
must develop innovative ideas and concepts for the construction of cyber space security
personnel relying on the whole social forces and strengthen the awareness and training
of cyber security to form a multi-level talent system of cyber power.

3.3 Breaking Through Core Network Technologies

It is necessary to have effective tools to do good work. Core technology controlled by
others had been our biggest hidden danger. Therefore, it is necessary to increase invest-
ment in scientific and technological research, break the dependence on other countries,



238 J. Lin

and promote the construction of cyber security with technology. First of all, in terms
of hardware and software, the investment in scientific research should be increased to
form our own technical standards and device production system, we need to build the
advantages of localized network information technology [6]. Secondly, we should pay
attention to the development of network monitoring and defense technology, establish
big data analysis models to improve the capabilities of data collection and analysis and
the network security by detecting, filtering, and eliminating malicious attacks in a timely
manner.

To sum up, the realization of cyber security in the Internet environment needs to
be based on the ideology and the concept of cyber security, rely on cyberspace talent
training and cyber security laws, establish a monitoring system with safety precaution,
threat analysis and public opinion guidance as the main body, and break through the
core network technology of hardware and software and defense technology at the same
time. All of them work together to advance cyber security practices with the sharing and
cooperation of international cyber threat and development information.

Cyber Security

Guard: 
Monitoring

Attack: 
Technology 

Security Warning

Threat Analysis

Public Opinion
Guidance

Hardware 
and 

Software

Defense 
Technology

Talent Training Legal Restraint

Concept of Consciousness

Sharing and Cooperation

Fig. 4. The mode of cyber security practice

4 Conclusions

At present, the cyber security situation is still not optimistic. In terms of technology,
we still lacked advanced methods of network threat and attack detection at the present
stage. At the same time, the shortage of cyberspace management talent brought us big
hindrance [7–10]. In the follow-up study on cyber security and intelligence analysis, it
is necessary to further intensify the research on big data technology under the condition
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of cyberspace security, seek the containment methods of network attacks under complex
conditions, and do a good job in risk perception, detection, early warning, intelligence
sharing and other aspects.
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Abstract. In order to objectively understand the effects of new energy access for
smart distribution network operation, this article, taking the analysis of deep learn-
ing technology, this paper mainly introduces the basic concept of deep learning
technology, new energy and the relationship between the intelligent distribution
network, the combinedwith deep learning technology to establish relevant system,
and then through the system to analyze the influence of the new energy access,
finally puts forward relevant Suggestions. The system in this paper can be used to
analyze the influence of new energy access, and then the influence can be elim-
inated to a large extent through strategies, so that new energy can be smoothly
connected to the smart distribution network, which is more conducive to the role
of new energy.

Keywords: Deep learning technology · New energy sources · Intelligent
distribution network

1 Introduction

Atpresent,China began to apply intelligent technology to the operation of the distribution
network, improving the management level of the operation of the distribution network.
Because there are somenegative effects on theuseof the energy requiredby the traditional
electric power production, many new energy sources that can be used for electric power
production have been introduced after years of development. This case, the country
began to carry out the combination of new energy and intelligent power distribution
network, and with the help of powerful management functions of intelligent terminal in
intelligent power distribution network for management, can fully improve the quality
of distribution network operation efficiency, in theory, but the reality is a new energy
access after the intelligent distributionnetworkor caused some impact, in the face of these
effects must be taken corresponding management methods, Therefore, it is necessary to
carry out relevant research and analysis, aiming at clarifying the form of impact, and
then combining with intelligent terminals to set up management methods to eliminate
the impact.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
Z. Xu et al. (Eds.): CSIA 2022, LNDECT 123, pp. 240–247, 2022.
https://doi.org/10.1007/978-3-030-96908-0_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-96908-0_30&domain=pdf
https://doi.org/10.1007/978-3-030-96908-0_30


Analysis of the Impact of New Energy Access on Smart Distribution 241

2 BasicConcepts ofDeepLearningTechnology and theRelationship
between New Energy and Smart Distribution Network

2.1 Basic Concepts

Deep learning technology is a systematic technology, including big data, intelligent tech-
nology and neural network technology. Its basic operationmode is as follows: First of all,
on the basis of the large data information of the original data, construct the correspond-
ing neural network model, secondly by intelligence technology makes neural network
model identification of information data, computing power, the neural network model
will according to the data identification and calculation results, learning continuously,
the process of deepmining, the original information of huge data So this way is known as
the “deep learning”, synchronous every learning process and results are recorded to the
knowledge base and finally when encounter information technology systems in the oper-
ation data, in the knowledge of the rolls to find if there is a corresponding record, if you
can analyze the information data represented by the event, the objective and reasonable
multiple decision-making advice, Manual can make corresponding choices according
to actual needs, otherwise if there is no record, then a new round of deep learning will
be carried out. From here you can see, the depth of the learning technology has a high
application value, to be able to help people analyze all kinds of problems, and will series
every information in the process of analyzing data, under the background of the current
information data in the human is unable to do this, even if force analysis, the result
is often incomplete, such as partial subjective quality problems, However, the results
obtained by deep learning technology are more complete, objective and reasonable. In
addition to this, deep learning technology also has a strong domestic sex, namely the
main function of the technology is the information data processing, analysis, operation
itself is not restricted by information data types, sources, at the same time from the
modern perspective, the reality of everything is the source of information data, so deep
learning techniques can be applied in many fields, Including electric power transmission
and distribution field. It is worth mentioning that neural network is the basis of the three
technologies in deep learning technology system, and its basic model is shown in Fig. 1.

Fig. 1. Basic model of artificial neural network
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Can be seen in the figure, the artificial neural network can be divided into input
layer, hidden layer and output layer, the input layer of each dot represents a primitive
information data production of neuron node, each neuron node and link between internal
neurons of hidden layer nodes, shows that artificial neural network will be starting from
each original neuron node, Numerous attempts are made in hidden layers. There is no
limit to the number of hidden layers, depending on the relationship between the data. At
the same time, the neuron nodes in each hidden layer are also not limited and will expand
indefinitely according to the needs of information data analysis until data analysis enters
the end point and corresponding analysis results are obtained, which will be displayed in
the output layer. In addition, there are many data analysis methods about artificial neural
network, among which the more representative method is particle swarm algorithm, see
formula (1), (2), (3) for details [1–3].

xi = (xi1, xi2 · · · , xiD) (1)

ui = (ui1, ui2 · · · , uiD) (2)

In the formula, x represents the position of the particle, u represents the speed of
the particle, and I is the value of the position or speed, with a value range of [1, 2]. The
algorithm parameters can be initialized through the two formulas, making preparations
for formula (3).

uij = ωuij + c1r1
(
pij − xij

) + c2r2
(
pgj − xij

)
(3)

Where: j = 1,2…, D; c1 and c2 are learning factors. r1 and r2 are random numbers
between [0,1]. Pij is the individual optimal position of particle I, and Pgj is the global
optimal position. The global optimal solution can be obtained through formula (3), which
represents the end of a single neural network learning. After that, it will continue to cycle
in the same way until all neuron nodes of original information data have corresponding
optimal solution.

2.2 Relationship

New energy is a new type of energy that is different from traditional electric energy
production. It generally refers to light energy, wind energy, water energy, etc. (tradi-
tional energy refers to thermal power generation). Compared with traditional energy,
these energy have many advantages, but also some disadvantages: First, in terms of
advantages, new energy generally has the advantages of high cleanliness, easy access,
strong reproducibility, high recycling value, low cost, no pollution, etc., such as light
energy has all the advantages of characteristics, so China is vigorously implementing
photovoltaic power generation, which has now become China’s representative technol-
ogy in the production of new energy energy; Second, although new energy can be used
for electric energy production, the production efficiency is insufficient. Under the same
time and consumption condition, the electric energy produced by new energy may be
less than half of that of traditional energy. From this point of view, the main source of
electric energy inmodern intelligent distribution network is still traditional energy. How-
ever, faced with the huge demand of electric energy across the country, the efficiency of
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electric energy production of traditional energy is also insufficient. If we continue to use
traditional energy alone for electric energy production and then carry out transmission
and distribution, the overall demand of electric energy cannot be met. Constantly at the
same time increase the input of traditional energy can cause large economic pressure to
the state, also the severity of the problem such as environmental pollution, in the home so
need based on the traditional energy utilization of new energy to fill the gaps, so the new
energy in the present mainly as a secondary energy access smart electricity production
and distribution of the distribution network link, it is the embodiment of the relationship
[4, 5].

3 Deep Learning Technology Design and Impact Analysis

3.1 System Design

Figure 2 is the basic framework of the deep learning technology system in this paper.

Fig. 2. Basic framework of deep learning technology system

The system first obtains the information data of the distribution network affected
by new energy access through data acquisition equipment. The data information will
be converted into digital format through the transducer, and then sent to the commu-
nication layer, through the communication layer into the pretreatment layer. Second in
the preprocessing layer, with the aid of preprocessing tool to get the original informa-
tion of data standardization comparison, remove the incomplete, don’t conform to the
requirements specification information data, to ensure the purity of information data,
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preprocessing available after the completion of related data, the data will be postpone
system into the artificial neural network. Again, the artificial neural network will cycle
deep learning according to the intelligent logic in the knowledge base (the intelligent
logic needs manual programming input, which will not be described here). The learning
process and results will be returned to the knowledge base, so that the results can be
directly given next time, and the synchronous learning results will be sent to the deci-
sion layer. Finally, the decision layer also keeps contact with the communication layer,
and under the support of the communication layer, all the decision suggestions will be
transmitted to the artificial end, and the artificial end can understand the influence of
new energy access by making a choice.

3.2 Impact Analysis

With the help of deep learning technology system, this paper analyzes the impact of new
energy access on smart distribution network, and understands that new energy access
will cause three impacts on smart distribution network, as follows.

3.2.1 Power Quality is Affected

Purely relying on traditional electricity intelligent distribution network although cannot
fullymeet the requirements of national power, but its power quality canbeguaranteed, but
after new energy access, as part of the new energy easily affected by external factors, thus
causes the electric energy production often fluctuate, short-term stagnation phenomenon,
such as wind power, photovoltaic is this kind of phenomenon, At the same time, the new
energy power generation is equipped with rectifier inverter equipment and other power
electronic equipment, but also produces harmonic and DC components. In this case,
the electric energy generated by the new energy is connected to the smart distribution
network, which is easy to cause the voltage fluctuation of the power grid, which makes
the power quality unstable, or affects themeasuring instrument, whichmakes it unable to
measure accurately, or leads to the misoperation of relay protection. In addition, because
the new energy generally is through the access of the intelligent distribution network
interconnectionway, so the fluctuation characteristics of electricity productionwill result
in power distribution network and volatility, this affects power electricity regulatory,
actual in the instant access to a larger impact current, high voltage fluctuation probability
distribution network caused by wire, the phenomenon such as discharge, The situation
is serious and even directly lead to the burning of lines and equipment. In general, the
access of new energy to smart distribution network is not smooth, which will adversely
affect the power quality in the distribution network [6–9].

3.2.2 Increase Line Loss

Line loss has always been an unsolvable problem in power transmission and distribu-
tion, but with the long-term development of technology, the problem has been reasonably
controlled and the degree is acceptable. However, the access of new energy makes the
line loss problem out of control to a certain extent, so new energy causes the impact
of increasing line loss. In principle, when new energy access intelligent distribution
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network, distribution system circuit network will be from the original single power radi-
ation form to users connected electroweak ring form, this change will lead to the power
distribution in the form of the distribution of load size, distribution and transmission
direction become unpredictable, so you cannot effectively control, lead to increase the
line loss problem [10]. Figure 3 shows the mechanism of increasing the influence of line
loss on new energy access.

Fig. 3. Mechanism of new energy access increasing the influence of line loss

3.2.3 Adverse to Real-Time Monitoring

Intelligent distribution network operation is a dynamic process, in the process of elec-
tricity all the time change, so to do a good job in the corresponding management must
be real-time monitoring of the process, through the sensor devices such as basic require-
ments, press 1 min/time cycle data acquisition, transmission, according to the data grid,
find exceptions can be handled in time. But after new energy access, ever real-time mon-
itoring system have been affected, the new energy access process is more complex, part
of the power source may be ignored, it’ll be easier to form power island phenomenon,
but electricity and really into the intelligent distribution network, thus became an island
of electricity is not monitoring, through real-time monitoring work, it is difficult to
accurately people The results produced are often inaccurate. Island at the same time,
the electricity is not monitored, so it caused some abnormal problems easy to affect
the user experience of electricity, and even threaten the safe use of electricity, such as
the islands of the voltage of electricity may overclocking, client some of the appliances
easily burned at this moment, if the user is using the device, it is likely to cause safety
accidents.
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4 Suggestions for Dealing with Impacts

Through analysis on new energy access to a variety of effects on the intelligent power
distribution network, the currently no effective treatment, may also affect early but
theoretically have the related countermeasures and Suggestions, such as the electric
power enterprise can plan period of traditional and new energy into the electricity grid,
which belongs to the peak season during the day, so in this phase can give priority to with
traditional electricity power supply, In this way, the new energy is mainly intermittent
power supply during the day, while the electricity consumption is in the trough at night.
At this time, the electric energy accumulated by the new energy equipment during the day
can be used as the main output, while the traditional electric energy can be temporarily
stopped. In order to achieve this, it is suggested that electric power enterprises establish
electric power supply line switching system, with the help of this device can reduce the
influence of new energy to a certain extent. Figure 4 shows the principle of power supply
line switching system.

Fig. 4. Electric power supply line switching system principle

5 Conclusion

To sum up, new energy access is imperative, but its impact on smart distribution network
should not be ignored. Therefore, deep learning technology is needed to understand the
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impact of new energy access, so as to find ways to eliminate the impact through subse-
quent technology research and development. At the same time, because the influence of
the current access of new energy cannot be completely eliminated, it can be controlled
and avoided as much as possible with the help of some theoretical suggestions, which
can at least further play the role of new energy.
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Abstract. Blockchain technology is one of the representative technologies of
technological innovation in the newera. It has the advantages of distributed ledgers,
collective maintenance, reliable databases, non-tamperable, and traceable, and
has gradually integrated into various industries in the economic field. Finance
is the business language of social economy. The combination of “blockchain +
5G” technology applied in the financial field can promote the transformation of
finance to digital intelligence. This article mainly aims at the application research
of “blockchain + 5G” technology in the transformation of financial digital intel-
ligence. This article analyzes the application of “blockchain + 5G” technology
in the intelligent storage of financial statement data, corporate financial internal
supervision and auditing, and capital management. This paper uses a case study
to analyze the application effect of the group’s “blockchain + 5G” technology
application financial system. Data shows that M Group built and started to use
a financial analysis platform based on “blockchain + 5G” technology in March
2017. The order tracking rate increased by 7.46%, the after-sales collection rate
increased by 3.34%, and the cost accounting rate increased by 9.68%. It can be
seen that the application of “blockchain + 5G” technology in the financial field
has a good effect.

Keywords: Blockchain technology · Financial data intelligence · Accounting ·
5G technology

1 Introduction

Since the 21st century, the global economic structure and technological ecology have
been reconstructed [1, 2]. The new generation of technical theoretical research repre-
sented by blockchain, Internet of Things, artificial intelligence, quantum computing, 5G
communications, etc. has accelerated and gradually broke through practical applications
[3, 4]. The application of “blockchain + 5G” technology in the financial field has pro-
moted the gradual transformation of this field to intelligent data storage, digital asset
transactions, and digital authentication [5, 6].
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Regarding the research of blockchain technology, many scholars at home and abroad
have conducted multi-angle discussions on it. For example, Lee J studied the financ-
ing channels of artificial intelligence supervision in the financial service industry [7];
Begenau J used financial big data as research object, analyze the outstanding effects
of big data application companies [8]; Wang L conducts research on the value creation
of blockchain-driven supply chain in finance [9]. It can be seen that it is particularly
important and urgent to further explore and study the application of “blockchain+ 5G”
in the financial field, so that financial work can keep up with the entire scientific and
technological ecological environment.

The research object of this article is the application of “blockchain+ 5G” technology
in the transformation of financial digital intelligence. The purpose of the research is to
focus on the development of new technologies and new information the application
advantages and breakthroughs of technology in the financial field, exploring how to
make “blockchain + 5G” and the financial field achieve better integration, and help the
economic development of the new era.

2 Application of “Blockchain + 5G” Technology
in the Transformation of Financial Digital Intelligence

2.1 Intelligent Storage of Financial Statement Data

(1) Distributed encrypted access
In the financial system under the “blockchain + 5G” technology environment, any
transaction data will be stored in a database in real time, the database is shared, and
usage data can also be found at any time. In addition, this data chain uses encryp-
tion algorithms, which can be entered at any time and encrypted at any time, and
only authorized personnel within the company can enter, and the external financial
information needs cannot be obtained, which strengthens the confidentiality of the
data.

Similarly, companies and any customers and sales ends can correct and analyze
financial information such as main business costs, accounts receivable, bad debt
preparations, etc. at any time, so that financial personnel can provide financial
analysis to management personnel in a timely manner to help the company do
Make strategic decisions.

(2) The credible traceability system of financial information
The blockchain adopts a distributed network structure, and the ledger data is stored
in each node of the entire network. Tampering or attacking a single node will not
affect the normal operation of other nodes, and only when more than half of the
nodes are attacked will it cause data loss or modification [10, 11]. Blockchain also
has the characteristics of openness and transparency. Except for specially encrypted
private information, all system information is highly transparent. Each node can
check and verify the authenticity and reliability of global data, which improves the
traceability of the financial system.

Specifically, using this feature of the blockchain can connect personnel with
financial information traceability requirements in a system, store financial infor-
mation in the blockchain, and relevant personnel can be used to initiate traceability
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of financial information through the traceability source code. Function to solve the
problem of credible traceability of corporate financial information.

2.2 Internal Supervision and Audit of Corporate Finance

(1) Simplify the supervision and audit process
The distributed ledger under the “blockchain + 5G” technology has its own

monitoring function to ensure the integrity, reliability and security of enterprise
assets at any time. In terms of internal control, for each financial business trans-
action, when recording the complete transaction data of each block, all original
vouchers related to the business are registered and stored in an electronic version
[12].

(2) Reduce supervision and audit costs
In the Internet age, the Internet audit model is becomingmore andmore popular.

However, Internet audit has a number of costs, such as management and control
software maintenance fees, network resource search fees, and manual management
costs. With the continuous development of the Internet, the cost of network audit-
ing continues to increase. However, under the “blockchain + 5G” technology, the
preparation time for the audit will be greatly shortened. When the company’s eco-
nomic activities occur, the evidence required for the audit is already stored in the
blockchain database. Internal supervisors and external reviewers only need to call
out the data to make an analysis. There is no need for spot checks and large amounts
of verification. Therefore, while saving labor costs, the “blockchain + 5G” tech-
nology also increases the intensity of audit verification. Through real-time review
and supervision, time costs are reduced and work efficiency is improved.

(3) Improve the independence of internal audit
The hash encryption algorithm and the AES symmetric encryption algorithm

are applied in the blockchain, which can be used to prove the integrity and accuracy
of the data. The mathematical expression of the hash function is shown in formula
(1):

h = H (m) (1)

Among them, h represents a fixed-length hash value, H represents a hash func-
tion, and m represents an input of any length. The AES symmetric encryption algo-
rithm belongs to block encryption. The key and data block can be selected in lengths
such as 128 bits and 256 bits. The principle is based on iteration, replacement and
substitution. Specify the AES key derivation function PBKDF (Password-Based
Key Derivation Function, password-based key derivation function), as shown in
formula (2):

DK = PBKDF(P, S, i, len) (2)

Among them, DK represents the derived AES key; PBKDF represents the key
derivation function, such as Scrypt, P represents the password, S represents the salt
value, i represents the number of iterations, and len represents the length of the DK.
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The combination of the two algorithms allows any block to have its own unique
hash value. Once a piece of data is tampered with, the root hash generated at the
end of this block is absolutely impossible to be consistent with the root hash of
other nodes. Therefore, the synchronization cannot be completed. This public key
algorithm in the blockchain is added to the technical layer to enhance the security
of financial data. At the same time, the application of cryptographic algorithms in
blockchain technology has formed a supervision and containment function within
the company, thereby improving the quality of internal control and supervision.

2.3 Advantages of Fund Management Under “Blockchain + 5G” Technology

(1) Advantages of investment fund management
In the world of “blockchain + 5G”, all market transactions and transactions

between enterprises have the characteristics of coding and proceduralization. Code
is the law.Enterprises andgovernment organizations are no longer pyramids, but dis-
tributed organizational structures, and the power is not decentralized and distributed
on the nodes of each blockchain. Organizational operation is also a distributed and
highly autonomous market entity, which ensures the authenticity and reliability of
market information and eliminates the problem of information asymmetry. And
because all information can be interconnected under the blockchain conditions,
financial institutions can have comprehensive and complete corporate information,
and investors can borrow at a fixed interest rate without risk.

(2) Corporate operating fund management
Enterprises collect information, analyze data, and discover the causes of problems
through internal control. The “blockchain + 5G” technology provides the largest
data resources in terms of information authenticity and completeness. Moreover,
there is no need to review the authenticity of the data again, and the time record of
each business provides an activated distributed ledger for the capital block ledger.
The fund account information is updated in a timely manner, cannot be tampered
with, and is complete and reliable. This allows the financial management of funds
to be intelligently reviewed, and illegal use of funds will not be recorded in the
blockchain, and such transactions will also be rejected.

3 Research on Experimental Design of “Blockchain + 5G”
Technology in the Transformation of Financial Digital
Intelligence

3.1 Research Objects

Taking the financial analysis system of M Group as an example, the group has explored
the application effect of the traditional financial analysis model and the construction of
the financial analysis system of “blockchain + 5G” technology.
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3.2 Data Sources

The data of this research comes from the company’s annual public data, and the data in
this article is formed after collation.

3.3 Research Process

In March 2017, M Group built a financial data mining and analysis platform based on
“blockchain + 5G” technology on the basis of the original data collection system and
accounting information system. Therefore, this article collects relevant data on the work
of financial staff from 2015 to 2020, including the number of financial reports received
by the group each month and the time limit for the group to complete the analysis report.

4 “Blockchain + 5G” Technology in the Financial Digital
Intelligence Transformation of Experimental Design Analysis

4.1 Benefit Analysis

M Group built and started to use a financial analysis platform based on “blockchain +
5G” technology in March 2017, and it has received good results since it went online.
As shown in Table 1, the order tracking rate has increased by 7.46%; the after-sales
collection rate has increased by 3.34%; the cost accounting rate has increased by 9.68%;
the budget estimation rate has increased by 4.88%; and the material utilization rate has
increased by 3.81%.

Table 1. Benefit analysis (%)

Project Before
improvement

After
improvement

Improve

Order
tracking
rate

86.11 93.57 7.46

After-sales
collection
rate

95.21 98.55 3.34

Cost
accounting
rate

75.01 84.69 9.68

Estimated
budget rate

90.90 95.78 4.88

Material
utilization

90.90 94.71 3.81
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It can be seen from Fig. 1 that the application of related technologies has obviously
improved the cost accounting rate and order tracking rate ofMGroup, saved costs for the
enterprise, and improved the management and decision-making efficiency of the group.

4.2 Financial Analysis Efficiency

Thework efficiency of financial staff is related to the number of financial reports received
and the timeliness required to complete the analysis report. The data is shown in Table 2:
In 2016, the number of financial reports received by the group everymonthwas 306, and it
took 19 days for the group to complete the analysis report.; In 2017, the number of finan-
cial reports received by the group per month was 329, and it took 16 days for the group to
complete theanalysis report; in2017, thenumberoffinancial reports receivedby thegroup
eachmonthwas 334, and it took 5 days for the group to complete the analysis report.

Table 2. Financial analysis efficiency

Years The number of financial reports received by
the group each month (copy)

Time limit for the group to complete the
analysis report (days)

2015 306 19

2016 329 16

2017 334 5

2018 332 3

2019 341 2

2020 356 2
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Looking at Fig. 2, we can find that the number of financial reports received by the
group has increased significantly after the systemwas launched, but the time required for
the group to complete the analysis report each month has decreased significantly. This
shows that the application of “blockchain + 5G” technology to the financial system not
only greatly reduces the workload of financial analysis, but also solves the problem of
information asymmetry, which is convenient for the group to grasp the financial affairs
of its subsidiaries in a timely, convenient, comprehensive and accurate manner.

5 Conclusions

“Blockchain+ 5G” technology, as an innovative technology representative in the era of
rapid Internet development, has now played its irreplaceable role in the financial field by
virtue of its own characteristics and advantages and has continuously triggered changes.
This article combines the “blockchain + 5G” technology with finance, and explores
the innovative application of this technology to the digital intelligence of finance. This
article analyzes the “blockchain + 5G” technology environment, which can promote
the intelligent storage of financial statement data, simplify the supervision and audit
process, reduce supervision and audit costs, improve the independence of internal audit,
and promote the management of capital structure. Therefore, the development of finance
to digital intelligence is inseparable from the technical guarantee of blockchain and 5G
technology.
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Method Based on Data Processing Technology
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Abstract. Compare with the traditional multivariate statistical methods of data
processing technology for evaluating problems, TOPSIS method has the charac-
teristics of intuitive analysis principle, simple calculation and less requirement
on sample size. Therefore, this paper adopts entropy weight TOPSIS method to
establish a comprehensive evaluation model to accurately reflect the gap between
suppliers. And extracts the supplier’s market share, the stability of supply and
demand relationship, supplier reputation as evaluation indexes by mining his-
torical data, establishes a comprehensive evaluation model of supplier’s supply
capacity, and carries on the quantitative analysis of the supply characteristics.
Based on the average supply quantity, transaction times and the probability of
supply quantity exceeding or not reaching the enterprise’s order quantity in the
past five years, the weight of each evaluation index is obtained by using entropy
weight method. And the evaluation score that can reflect the importance of pro-
duction is obtained by MATLAB. Finally, 10 suppliers are identified as the most
important suppliers.

Keywords: Entropy weight method · TOPSIS method · Data processing ·
Comprehensive evaluation model ·MATLAB

1 Introduction

In the context of modernization, the supply, transportation, storage, production and other
links of raw materials in large-scale production enterprises, which can become the focus
of competition of enterprises in the market. Each link is closely linked. Appropriate
distribution and transportation scheme has very important strategic significance for the
operation and development of production enterprises. With the rapid development of
big data era, production and transportation technology is increasingly mature. The order
and transport of raw materials, the allocation of inventory and capacity, which coordi-
nate communication with raw material suppliers, third-party logistics companies and
production enterprises. Construct the economical plan of cost and loss of raw material
production line. The application of appropriate distribution scheme to production line
can provide information support for the optimization control and decision-making of raw
material logistics process. Generate optimal raw material guarantee plan and scheme to
provide scientific and reasonable auxiliary decision-making information for decision
makers.
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2 Data Preprocessing

The raw materials used by a building and decorative board manufacturer, are mainly
composed of wood fiber and plant fiber, which can be divided into three types: A, B
and C. The enterprise needs to make the raw material ordering plan in advance every
year, that is, determine the rawmaterial suppliers to be ordered according to the capacity
requirements.

The partial data of order quantity and supply quantity of 402 raw material suppliers
in the recent 5 years (240 weeks) are shown in Tables 1 and 2 respectively.

Table 1. Supply quantity of supplier

Supplier ID Material classification W001 W002 W003 W004 …… W240

S001 B 0 0 0 0 …… 0

S002 A 1 0 0 1 …… 1

S003 C 8 1 0 0 …… 11

S004 B 0 0 0 0 …… 0

S005 A 37 62 60 65 …… 81

S006 C 0 0 0 0 …… 0

S007 A 9 94 37 102 …… 17

S008 C 0 0 0 0 …… 0

…… …… …… …… …… …… …… ……

S402 B 0 0 0 0 …… 0

Table 2. Order quantity of enterprise

Supplier ID Material classification W001 W002 W003 W004 …… W240

S001 B 0 0 0 43 …… 0

S002 A 1 1 0 1 …… 1

S003 C 7 1 0 0 …… 10

S004 B 0 1 1 100 …… 0

S005 A 30 60 60 60 …… 80

S006 C 0 0 0 0 …… 0

S007 A 8 150 30 200 …… 10

S008 C 0 0 0 0 …… 1

…… …… …… …… …… …… …… ……

S402 B 0 0 0 0 …… 0
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By looking at 240 weeks of historical data, if there are more than 5 similar outliers,
the supplier is considered capable of delivering these quantities. If there are less than
5 similar outliers, these values are considered as outliers. Deleting these data has little
impact on the sample, so it is directly deleted as seen in Table 3.

Table 3. Weeks of abnormal

Supplier ID Weeks of abnormal

S151 W83,W84,W85

S201 W85

S348 W138,W139,W140

S374 W237,W238,W239,W240

3 Quantitative Analysis of Supply Characteristics Based
on Comprehensive Evaluation Model

3.1 The Evaluation Index

Market share (x1): refers to the share of a certain product in the market [1, 2], which can
reflect the position of the enterprise in themarket. In this paper, market share refers to the
supply quantity of each supplier to the enterprise, which can reflect the supplier’s supply
influence on the enterprise. Here, the average of all supply quantities of 240 weeks is
used to reflect the market share, denoted as x1. The larger the value is, the higher the
market share is.

Supplier reputation (x2): As can be seen from the data in Tables 1 and 2, the order
quantity of the enterprise and the supply quantity of the supplier are often not equal,
and the actual supply may be more or less than the order quantity. For this reason, the
probability that the supply quantity of each supplier is greater than or less than the order
quantity is calculated respectively. A more detailed indicator reflecting the supplier’s
reputation is introduced. The probability that the supply quantity is greater than the
order quantity is denoted as indicator x21. The probability that the supply quantity is less
than the order quantity is denoted as indicator x22.

Stability of supply and demand relationship (x3): For each supplier, the enterprise
does not generate orders for it everyweek, that is, it does not generate supply and demand
relationship every week. Here, the number of weeks generating supply and demand
relationship within 240 weeks is calculated, denoted as x3. The higher the value, the
more stable the supply and demand relationship.
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3.2 Determine the Weight of Each Indicator

Based on the above three indicators, it is necessary to judge the influence of each indi-
cator on the supply characteristics. Entropy value [3, 4] can judge the influence of
multiple indicators on comprehensive evaluation, so the entropy weight method is used
to calculate the weight of each indicator.

In general, in comprehensive evaluation, the greater the variation degree of index
value, the smaller the information entropy, the more information the index provides, and
the larger the weight should be. Therefore, the weight of each index by using entropy –
entropy weight, can be calculated according to the variation degree of each index value
[5, 6].

Due to the dimension difference of indicators, in order to eliminate the influence
of dimension, each indicator is normalized first. The standardized matrix X of 402
suppliers’ data and 3 indicators was obtained:

Xij = xij −min(xkj)

max(xkj)−min(xkj)
(1)

Where i, k = 1, 2, ..., 402 represents 402 suppliers and j = 1, 2, 3 represents 3
evaluation indicators respectively.

Calculate the proportion pij(i = 1, 2, ..., 402; j = 1, 2, 3) of the i supplier’s data in
the j index, and regard it as the probability to be used in the relative entropy operation,
obtain the probability matrix P, and the calculation formula is as follows:

pij = xij
∑402

i=1 xij
(2)

The information entropy of the index j:

ej = − 1

ln 402

402∑

i=1

pij ln(pij) (3)

Calculate information utility value dj, and the entropy weight of each index Wj is
obtained by normalization:

dj = 1− ej (4)

Wj = dj
3∑

j=1
dj

(5)

According to the above method, market share (x1), reputation of supply quantity
greater than order quantity (x21), reputation of supply quantity less than order quantity
(x22) and stability of supply and demand relationship (x3), can be obtained as Table 4:



260 Y. Huang and W. Liu

Table 4. The weight of evaluation indicators

Indicator x1 x21 x22 x3

Weight 0.17868 0.28857 0.25996 0.27279

It can be seen from the Table 4 that, the reputation of the supply quantity exceeding
the order quantity has the greatest influence on the supplier’s supply characteristics,
while the market share has the least influence.

3.3 Comprehensive Evaluation Model Based on TOPSIS Method

Compare with the traditional multivariate statistical methods for evaluating problems,
TOPSISmethod has the characteristics of intuitive analysis principle, simple calculation
and less requirement on sample size. Therefore, this paper adopts entropy weight TOP-
SIS method [7, 8] to establish a comprehensive evaluation model of supplier’s supply
capacity.

According to the normalization matrix X obtained from the above forward trans-
formation and standardization of 402 suppliers and 3 indicators, new definitions are
given:

The maximum value:

X+ = (X+
1 ,X+

2 ,X+
3 )

= (max{X11, ...,Xi1}, ...,max{X13, ...,Xi3}) (6)

The minimum value:

X− = (X−
1 ,X−

2 ,X−
3 )

= (min{X11, ...,Xi1}, ...,min{X13, ...,Xi3}) (7)

Distance between each indicator of the supplier and the maximum value:

D+
i =

√
√
√
√

3∑

j=1

Wj · (X+
j − xij)

2
(8)

Distance between each indicator of the supplier and the minimum value

D−
i =

√
√
√
√

3∑

j=1

Wj · (X−
j − xij)

2
(9)

So far, the comprehensive evaluation model based on TOPSIS method has been
established.



Comprehensive Evaluation Model of TOPSIS Method 261

Fig. 1. Score line chart of 402 suppliers’ supply characteristics

3.4 Model Solving by MATLAB

MATLAB is used to solve the above comprehensive evaluation model [9, 10], and the
supply characteristics score line graph of 402 suppliers is obtained as Fig. 1.

As can be seen from the line chart, the scores of each supplier are not the same, and
there are large differences. In the comprehensive evaluation model, the higher the score
is, the higher the production guarantee is for the enterprise. According to the score to
sort, it can get the order of 402 suppliers score. The supplier with the highest score is
S229, whose material classification is A, and score is 1.

Select the top 10 suppliers in the ranking, which are the most important suppliers to
ensure the production of enterprises. There are 4 suppliers whose material classification
is A, 4 suppliers whose material classification is B and 2 suppliers whose material
classification is C. Their respective ID and scores are shown in the Table 5:

Table 5. Top 10 most important suppliers and scores

Supplier ID Material classification Score Supplier ID Material classification Score

S229 A 1.0000 S340 B 0.5055

S361 C 0.9937 S282 A 0.4946

S140 B 0.9712 S275 A 0.4389

S108 B 0.8293 S329 A 0.4286

S151 C 0.6248 S139 B 0.3987
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4 Conclusions

With the increasing maturity of production and transportation technology, the sup-
ply, transportation, storage and other links of raw materials of large-scale production
enterprises are the focus of enterprise competition. Therefore, the study of appropriate
ordering scheme is of great significance to improve the operation quality of production
enterprises.

In order to quantitatively analyze the supply characteristics of the suppliers, the
market share, stability of supply and demand relationship, and reputation ability are
extracted as the supply characteristics according to the data of order quantity and supply
quantity in the past 240 weeks. Then establish a comprehensive evaluation model based
on the entropy weight TOPSIS method, to evaluate the importance of production of each
supplier. Finally, the 10 most important suppliers are selected from the highest to the
lowest rating.
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Data Mining Algorithm of Hotel Customer Data
Based on Mobile Computing

Jun Wang(B)

Shenyang Polytechnic College, Shenyang 110045, Liaoning, China

Abstract. Mobile computing has gradually emerged and developed vigorously
alongwith the development of computer technology, Internet communications and
networks. As a new and practical and efficient technical means, mobile computing
has outstanding advantages such as strong operability, wide range of use, high
information processing capabilities and fast calculation speed, and has beenwidely
used in all aspects of social life.At the same time, the hotel industry, as an important
part of the service industry, needs to analyze user needs and provide personalized
customized services, so there is a greater demand for hotel customer data mining.
In the mobile computing environment, the research of customer information data
mining has become one of the indispensable and important contents of today’s
social development. This article adopts experimental analysis and data analysis
methods to understand the effect of clustering analysis of different data mining
algorithms through experimental research, so as to improve the ability of the
algorithm to analyze customer information. According to the experimental results,
among these algorithms, the clustering time of the FDBSCAN algorithm is the
shortest,which can achieve the clustering effect of theDBSCANalgorithm, and the
clustering time and time complexity are both smaller than theDBSCANalgorithm,
and it takes advantage of reducing the time complexity.

Keywords: Mobile computing · Customer information · Data mining · Cluster
analysis

1 Introduction

As the development trend of the combination of the hotel industry and Internet informa-
tion technology becomes increasingly obvious, the use of mobile data mining algorithms
to analyze user needs and personalize customized services is the direction of future hotel
industry research. The users in the hotel information found some potentially useful and
valuable content during data mining. Applying data mining algorithms to the analysis
of hotel customer data, under the premise of ensuring privacy and security, is conducive
to bringing more personalized services to customers, and at the same time, it also helps
hotels and other enterprises to make decisions and improve work and service quality.

At present, some scholars have conducted research on mobile computing and cus-
tomer information data mining. For example, Lalicic L pointed out that Mobile com-
puting platforms allow consumers to creatively create content and share it with others,

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
Z. Xu et al. (Eds.): CSIA 2022, LNDECT 123, pp. 263–269, 2022.
https://doi.org/10.1007/978-3-030-96908-0_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-96908-0_33&domain=pdf
https://doi.org/10.1007/978-3-030-96908-0_33


264 J. Wang

which is certainly an innovation [1]. Han Qin believes that the data mining model is
highly predictive and can effectively predict telecom customers with high churn rate, so
as to formulate specific and effective customer retention programs to reduce their churn
rate [2].Wang Q proposed that Mobile user equipment can be processed quickly through
the technical means of mobile edge computing, so as to provide users with an excel-
lent experience [3]. Therefore, this article starts from a new perspective, combined with
mobile computing, and conducts research on hotel customer data mining algorithms,
which has important research significance and value.

This article mainly discusses these aspects. First, the concept of mobile comput-
ing and related theoretical knowledge are explained. Then, it discusses the content of
customer information data mining. In addition, it also introduces commonly used data
mining algorithms for customer acquisition. Finally, the experimental research is carried
out around the clustering effect of the data miningmethod, and the relevant experimental
results and analysis conclusions are drawn.

2 Related Theoretical Overview and Research

2.1 Mobile Computing

Mobile computing has been widely used in various fields in today’s society. It can
provide users with a variety of services, such as various navigation, wireless network
communications, and data transmission. With the development and popularization of
smart phones and the application of 5G technology, mobile computing has become an
inevitable trend and demand. For example, mobile phones are the most important and
commonly used mobile terminal devices in people’s lives. In addition, there are mobile
terminal devices such as tablets or WIFI.

Mobile computing is a new computer application based on the development of Inter-
net technology. It can realize rapid calculation, automatic storage and management
when providing various services to users. In essence, it is to complete data informa-
tion exchange and sharing through terminal devices such as wireless networks or mobile
phones. At present, many hotels have also begun to adopt this method, and have effec-
tively used their own resources and achieved certain results. However, for most peo-
ple, they are still in their infancy or in the early stage of research. Mobile computing
technology It is not yet mature and standardized [4, 5].

Mobile computing is a part of computer applications, and it is also one of the most
basic, most valuable and most concerned technologies in the field of mobile communi-
cations. In the era of big data, people are increasingly dependent on information pro-
cessing. With the development of technology and the continuous update of user needs,
these different types and functional requirements have put forward higher requirements
for us, how to quickly and accurately obtain the required data from the massive complex,
multi-source heterogeneous format.

The mobile computing system is composed of multiple independent subnets, which
realize information exchange and resource sharing through data transmission and pro-
cessing. It includes mobile communication technology and network technology. People
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can choose a suitable calculation method according to different application environ-
ments and apply it to specific problems. At the same time, it also takes into account the
influence of wireless channels on signal quality [6, 7].

In the data transmission process of mobile computing, it is necessary to consider the
ability and efficiency of information processing in different environments. At present,
there are many softwares that can realize various complex data transmission, but these
are all based on specific scenarios for analysis and research. Therefore, people’s needs
for high speed, large throughput, etc. cannot be met under the background of the current
era. In addition, due to the huge and unstable data volume, its application is limited. The
general flow of mobile computing is shown in Fig. 1.
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Fig. 1. The general process of mobile computing

2.2 Customer Profile Data Mining Algorithm

Today, customer information is an important resource. How to effectively use these data
has become one of the hottest topics now. After long-term accumulation, companies
have collected and stored a large amount of valuable customer data, which will provide
a basis for decision-making for hotel development.

Customer information management system is an important part of enterprise infor-
mation management. It can help managers analyze scientifically and reasonably, predict
and control the risks theywill face in business activities. At the same time, it also provides
a more comprehensive, systematic, practical and convenient for decision makers.

With the widespread use of data mining tools, telecommunications and computer
networks, protecting the privacy and information security of companies or individuals
has become a major problem in data mining. People should ensure the confidentiality
and security of information while ensuring the normal access to information [8, 9].

The use of various data analysis and extraction techniquesmay lead to the destruction
of privacy. For example, the release of medical records in which the user’s identity
is hidden when used for analysis may also result in the loss of medical information.
Browsing privacy-protected data provides a way to solve this problem. After the data is
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preprocessed, meaningful models can still be extracted without seriously affecting the
usability of the data, and the privacy information implicit in the original data is protected.

Therefore, in the follow-up work, it is necessary to consider the problem of data
mining leaking hotel customer information, and overcome the shortcomings of general-
ization technology, so as to improve the strength of privacy protection, and strengthen
the security and the availability of anonymized data.

The data mining method refers to the analysis and classification of a large amount of
original information, and then discovers the underlying laws, and studies the objects of
different types of individuals or groups that have the same attributes and different types
of characteristics as a whole.

Under uncertain conditions, classify a large amount of original data, extract use-
ful information and convert it into technical means that can provide applications.
This method is also called unsupervised learning algorithm or self-organizing learn-
ing method. It can obtain relevant knowledge points such as the attributes of the data
object and its inherent regular characteristics fromdifferent angles according to the needs
to achieve the purpose of prediction, and adopt a combination of multiple methods for
processing.

First of all, according to different needs, choose what you need to obtain knowledge
or information content related feature value minimization, model parameter estimation
problem. Then, perform classification processing in an uncertain environment. Divide
the original data into several parts for predictive research and analysis, and then draw
conclusions and propose targeted measures to improve decision-making efficiency and
effects. A large number of potential contradictions and problems that cannot be solved
by existing methods should be considered from multiple angles. In order to establish a
new decision-making process or mode [10, 11].

Data mining is based on a large amount of customer information and forms new
opinions and things by sorting out and analyzing the behavioral laws of massive hotel
users and other potentially useful or useless but unobtainable knowledge. In the process
of data processing, the valuable and predictive information needs to be extracted and
used.

Choosing the right data mining algorithm is the core of obtaining customer infor-
mation. The choice of algorithm must consider the type of customer data and mining
tasks. For example, the data mining algorithms commonly used for customer acquisition
include the K-Means algorithm, the DBSCAN algorithm, and the ID3 algorithm.

The ID3 algorithm is simple and easy to use, and the results of the algorithm are easy
for users to understand, and there is no need to understand a lot of basic knowledge during
the learning process. As long as the training examples can be individually displayed
as attributes, the algorithm can be used for training. The algorithm is considered to be
simple, efficient and reliable, and its position in inductive learning is still very important.

In addition, the K-Means algorithm has the advantages of reliable operation, simple,
fast convergence, and efficient processing of large data sets, which has been widely used.
Iteration makes the selected cluster center closer and closer to the true center of gravity
of the cluster. And the clustering effect is getting better and better. The algorithm still
has some shortcomings, and it needs to be continuously adapted to the classification of
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samples [12]. The specific calculation method is shown in formula (1, 2).

K =
l∑

u=1

mu∑

k=1

euk(yk , fu) (1)

Kf =
l∑

k=1

mu∑

l=1

∣∣∣y(k)l − fk(U )

∣∣∣
2

(2)

Among them, K is the objective function, which is used to judge whether the cluster-
ing effect is good or bad. The smaller the value of K, the tighter and more independent
the clusters. l is the number of cluster centers in the data set, e is the dimension of the
data set, and mu is the number of data points in the cluster. euk is a measure between yk
and fu. Kf is a criterion function. After it converges, it means that the operation of the
K-means algorithm is over.

3 Experiment and Research

3.1 Experimental Background

Cluster analysis is an important data mining method. Among many clustering methods,
the DBSCAN algorithm is a classic density-based clustering algorithm. However, no
one method of data mining can be applied to all applications. Therefore, it is necessary
to further optimize this type of clustering analysis algorithm to adapt it to different
application requirements.

3.2 Experimental Environment

The software environment of this experiment is Eclipse SDK 3.4.7, Windows XP oper-
ating system. The hardware environment is a PC with a CPU Intel Core 2 Duo T7100
(2.0 GHz) and 4 GB memory.

3.3 Experimental Process

This experiment aims to reduce and improve the runtime complexity of data mining
algorithms, and design a fast clustering algorithm FDBSCAN algorithm based on cus-
tomer information. In order to understand the clustering analysis effect of the algorithm
more intuitively, this experiment selectedmore commonalgorithms, includingDBSCAN
algorithm, PDBSCAN algorithm and SA-DBSCAN algorithm, and tested the clustering
time of these algorithms. Some experimental results are shown below.

4 Analysis and Discussion

In this experiment, four data sets were selected as experimental samples to test the
clustering time of FDBSCAN, DBSCAN, PDBSCAN and SA-DBSCAN algorithms.
The test results are shown in Table 1.
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Fig. 2. Test results of algorithm running time

Table 1. Test results of algorithm running Ttime

Data set FDBSCAN DBSCAN DBSCAN SA-DBSCAN

Data set A 12.4 16.7 19.8 17.6

Data set B 12.1 19.3 16.9 15.1

Data set C 15.7 17.6 19.3 16.3

Data set D 17.8 23.4 23.4 22.9

It can be seen from Fig. 2 that the clustering time of the FDBSCAN, DBSCAN,
PDBSCAN and SA-DBSCAN algorithms are 12.4, 16.7, 19.8 and 17.6s respectively for
the same data set, and the clustering time of the FDBSCAN algorithm is the shortest
among these algorithms. It can be seen that the FDBSCAN algorithm can achieve the
clustering effect of the DBSCAN algorithm, and the clustering time and time complexity
are less than the DBSCAN algorithm, and it has a greater advantage in reducing the time
complexity.

5 Conclusion

With the continuous improvement of people’s living standards, the requirements for
service industries such as hotels are also getting higher and higher. Therefore, data
miningmust be used to discover potential customer groups. The era ofmobile computing
has brought huge opportunities for the development of hotels, and statistical analysis
and prediction of hotel customer data has become particularly important. Applying
data mining algorithms to the analysis of hotel customer data, under the premise of
ensuring privacy and security, is conducive to bringing more personalized services to
customers, and at the same time, it also helps hotels and other enterprises to make
decisions and improvework and service quality. This paper is based onmobile computing
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and researches on hotel customer data mining algorithms, which conforms to the trend
and trend of the development of the times, and has important research significance and
value.
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Abstract. In the field of interior design, the relationship between science and art
has always been the focus of attention. With the rapid development of science
and technology today, the influence of computer technology in the field of interior
design continues to deepen, and it brings new visual experience and work meth-
ods to interior designers. This article aims to study the design and development
of the interior design CAD system based on data mining algorithms. Based on
the analysis of the advantages of data mining methods, decision tree algorithms
and computer-aided design, the interior design CAD system is designed, and the
performance of the system and user satisfaction were tested and investigated. The
results show that the response time of the system is within 3 s, which meets the
requirements of this article, and for users, the system of this article has strong
practicability.

Keywords: Data mining algorithm · Interior design · CAD system · System
design

1 Introduction

Due to the rapid development of modern computer technology, computers have had a
huge impact on people’s work, lifestyle, and ways of thinking. The various environ-
ments in which humans live have become more and more extensive and are covered by
computers and networks. The relationship between human brain and computer is also
undergoing tremendous changes [1, 2]. It is in this context that computers have become
a major part of today’s architectural design industry. In modern interior design, both
interior design methods and content design require designers to seek new interior design
strategies and methods that conform to the changes in the law of modern science and
technology [3, 4].

CAD is used to implement CAD technology on a computer. In short, it is a 2D
design softwarewith powerful drawing, editing, patterning, size adjustment and hatching
functions [5]. There are also some 3D drawing tools, but compared with commonly used
3D drawing software, the degree of simulation is very low. Thanks to these practical
functions, CAD software is widely used in various fields, especially in the fields of
architecture and interior design [6, 7]. It can be used for preliminary interior design, 3D
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modeling, architectural performance design, community design, and interior design. It
also has the characteristics of easy to learn, easy to use, simple to operate, powerful and
open structure. It is not only convenient for users to use, but also can be used by customers
for secondary development. The software can be continuously expanded and improved.
Therefore, AutoCAD is widely used Microcomputers and various workstations [8, 9].

On the basis of consulting a large number of relevant references, this paper combines
the common methods of data mining, decision tree algorithms and the advantages of
computer-aided design, design an interior design CAD system, and test the performance
of the system and user satisfaction. And investigate to verify whether the system meets
the requirements.

2 Design and Development of Interior Design CAD System Based
on Data Mining Algorithm

2.1 Common Methods of Data Mining

(1) Classification
The classification method mainly refers to finding the common characteristics of
one or more data objects in the database system, and classifying them according to
a certain classification mode [10, 11]. The main purpose is to assign certain data
elements in the database system to a certain type. This can be used in customer
types, customer characteristics and potential, customer satisfaction, and prediction
of customer market trends. For example, new car sellers can divide them into dif-
ferent types according to customers’ preference for car models. Based on these
preferences, various categories of new car brochures can be mailed to users, which
can significantly expand business opportunities.

(2) Clustering
The method of cluster analysis is to divide the data set into several types through
the difference or similarity of the data types. Its main purpose is to minimize the
similarity between different types of data, thereby reducing the similarity between
the same type of data.

(3) Association rules
Association rule learning is a rule that describes the relationship between data
elements in the database. In otherwords, basedon the appearanceof certain elements
in the transaction, other elements may appear in the same transaction. That is, the
hidden relationships in the data or the relationships between them.

(4) Features
The feature analysis method is to extract the attribute type of the data from the
data set. These attributes represent the overall characteristics of the data set. For
example, by deriving the main characteristics of customer rejection, merchants can
obtain these main reasons and characteristics of customer rejection, and then avoid
a large amount of customer loss based on these reasons and characteristics.

(5) Analysis of changes and deviations
Bias includes a large number of possible and interesting insights, such as classifi-
cation anomalies, abnormal patterns, and expected observation biases. Unexpected
rules can bring huge benefits. Once the potential value of these abnormal rules is
discovered, the benefits will be immeasurable.
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2.2 Decision Tree Algorithm

(1) ID3 algorithm
ID3 algorithm is a process of constructing and analyzing decision data based on
information gain and entropy. The definition of information gain is positively related
to the probability of the data. Algorithm ID3, when defining the attributes of each
node in the decision tree, uses information gain to define the attribute pattern and
generate the attribute information size of the attribute to define the final decision
tree pattern. Overall implementation, this process is based on the requirement for
continuous traceability completion time.

Since the purpose of data mining is to collect uncertain, random, non-uniform,
and complex data, it is necessary to describe the dynamic characteristics of the data
while quantifying the data information. The ID3 algorithm uses conceptual entropy
to determine this index. This represents an indeterminate process of notifying data.
Normally, a data value of 0 indicates that the data is certain, and a data value of 1
indicates that the data is uncertain. The normal entropy value is set between 0 and
1. If all data subsets show the same probability of related data, it means that the
entropy is the highest and the data is the most stable.

The probability of a given set of data is p1, p2, ..., pn, where the condition is
met:

n∑

i=1
pi = 1 defines the value of entropy H (p1, p2, ..., pn) as:

H (p1, p2, ..., pn) =
n∑

i=1

(pi log(1/pi)) (1)

Gain(D,M ) = H (D)−
n∑

i=1

p(mi)H (mi) (2)

(2) C4.5 algorithm
On the basis of the ID3 algorithm, the algorithm has been appropriately improved.
The main improvements include redefining the defining characteristics of informa-
tion gain and the discrete transformation of continuous data. Although the imple-
mentation process of this algorithm can achieve more stable and efficient decision
tree construction and pruning, it also has some shortcomings. The main reason
is that its algorithm execution efficiency is low. The efficiency of time and space
complexity determines that it cannot meet the requirements of computer program
execution processing. The need for large amounts of data.

(3) SLIQ algorithm
The SLIQ algorithm is further refined on the basis of algorithmC4.5, and applies the
idea of norm and amplitude algorithm to the classification and execution process of
decision numbers. Among them, the standard idea is to classify the relevant target
data set when creating the decision number, which is the same as the previous
isolation standard for each attribute. The basis of classification is to increase the
order of information acquisition to achieve the first range of execution efficiency
ideas. Although the SLIQ algorithm achieves the goal of optimizing efficiency, the
time complexity of the algorithm is still nonlinear time, and there is a performance
bottleneck in processing large amounts of data.
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2.3 Advantages of Computer Aided Design

(1) Provide a very large free space for interior designers
Designers can use the computer to collage, combine the drawing materials that the
computer canmaster, andmake various attempts in a simple and convenientway to create
works that are most suitable for the current architectural environment. This convenient
experimental method helps to inspire the creators.
(2) Make the interior design more accurate
Errors in the manual design process are inevitable, and computers can make up for this
shortcoming. With the help of computer software, many designs can be made more
accurate, and the design results can be identified in advance through the preview func-
tion to avoid unnecessary problems such as duplication and error failure. In addition,
computer-aided design is more realistic than traditional manuscripts, allowing people to
see the actual shape, color, texture, environment and other final effects of future interior
design through the screen. Traditional hand-painted designs want to minimize the gap
between the design and the actual scene through various design drawings and manual
models, but there are also some unavoidable factors. For example: when designing a
perspective design, we want to use realistic visual effects to check whether the design is
meaningful. However, most designers of traditional manual perspective design tend to
ignore or deliberately dilute the influence of colors and materials, and do not pay enough
attention to the influence of light factors in the room, resulting in very low design effects
and not real. The introduction of computers can accurately solve these problems. The
introduction of computers for interior decoration is very useful to designers and also
very helpful to users.
(3) Simple and fast
Interior designers have a deep understanding of this advantage. For example, if you
choose an error in the design process, you can choose to cancel the function imme-
diately, but manual design cannot do this, which can save a lot of time and improve
design efficiency. It saves people’s time greatly in duplication and modification, and the
computer-assisted system improves work efficiency. For example, if you are designing 6
identical dining chairs and you are using a traditional manual design, you need to design
them one by one. However, if you can use the power of computer technology, you can use
the same commands to perform this function. In the field of interior design, designers can
flexibly use commands such as mass production and quick cancellation to improve work
efficiency. At the same time, when the computer system creates a computer model, it
can change the perspective to obtain different side models, and appropriately decompose
each part of the model to view the structure of the building.
(4) Easy to carry
Interior designers can easily carry works or semi-finished products in the company and
at home, and do simultaneous updates and perfect operations, without the need for heavy
tools like manual design. At the same time, designers can easily share their work with
others to receive suggestions from others and sell them to others, thus saving time and
space. Computer-aided design can save blueprints at any time, call them at any time, and
save drawings at various stages of the design process. These functions allow designers
to call design plans at different stages for customization, comparison and modification
at any time, which plays an important role in the gradual improvement of the design.



274 Y. Peng and F. Hang

3 Experiment

3.1 System Login Module

The login system use case is mainly to verify the user’s login. When the user enters
the registered user name and password, the system verifies its legitimacy and enters the
system with a legal account. At the same time, the system obtains the authorization to
log in to the account and takes appropriate actions in accordance with the authorization
level. Once the account and password are inaccurate, the system will refuse to log in to
the account.

3.2 Model Management Module

(1) Classification management
Model categories include hard fittings, kitchens and bathrooms, lamps, furniture,
appliances, soft fittings and tools. When the user logs in to the system, the model
classification appears in the model library menu in the form of a list, and the user
can quickly find the desired model through the model classification.

(2) Model query
After logging in, users can search for models by model name or model type and
view the query results.

(3) Model attribute management
Model attributes are divided into three categories: geometric attributes, relative
change attributes and product attributes. The geometric attributes mainly include
the size of the model, and the related change attributes mainly include the dis-
placement, angle, and zoom ratio of the model. Product attributes are divided into
model name, brand and specifications. The model attribute management is mainly
the management and display of model attributes. After logging in to the system,
the user selects a model from the current scene, and displays the model properties
of the module in the menu.

3.3 Design Plan Management Module

(1) New design plan
After the user logs in to the system, before starting any design work, open an
existing drawing plan or create a new drawing plan. Select Open Design in the
design management menu to display the opened design page and list the design
drawings belonging to the current user.

(2) Save the design plan
After finishing the design work, click the “Save” button to save the current design
plan. When saving a drawing plan, the name of the drawing plan defaults to the
name of the drawing plan house type.

(3) Delete the design plan
Display a list of all shapes drawn by the current user. The user can open or delete
the drawing plan in the list, and click the delete button behind the specific drawing
plan to delete the drawing plan.
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4 Discussion

4.1 System Performance Test
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Fig. 1. Performance test results

It can be seen from Fig. 1 that when the number of concurrent users reaches 50, the
response time of the system designed in this article is 2.65 s, and the actual response
time is within the expected response time, which meets the needs of this article.

4.2 User Satisfaction Survey

In this article, an interior design company selected customers to conduct related surveys.
After entering the page, the customers tried out the different functions of the system,
focusing on the appearance, ease of use, practicality and interactivity of the system
interface. Random questionnaire surveys were conducted, and the survey results were
as follows Table 1 shows.

Table 1. Questionnaire analysis form

Excellent Good Generally Poor

Interface
display effect

15 54 25 3

Ease of
operation

12 36 22 2

Convenience 38 43 22 0

Interactivity 17 56 15 5

Practicality 14 70 16 7
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Fig. 2. Questionnaire analysis form

It can be seen from Fig. 2 that the user’s evaluation of the system in this article is still
very good. Most users find it interactive and are satisfied with the page display effect.
The convenience and practicality of the display system can also make users feel strong.
Interest, generally speaking, has good practicality.

5 Conclusions

With the continuous development of science and technology, the rapid development of
computer technology has provided abundant opportunities for the scientific and mod-
ernization of the interior design industry. To fully analyze and play these possibilities
in the field of interior design is also an inevitable requirement of the times for interior
design.
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Abstract. The 21st century is a convenient, environmentally friendly. China’s
economy has entered a stage of rapid development, and the process of urbaniza-
tion has greatly accelerated. China’s real estate industry has also entered a period of
rapid growth, and has become an important engine to promote economic develop-
ment, and has become more and more closely related to the overall development
of the national economy and the lives of ordinary people. With the continuous
development of the real estate industry followed by rapid development, the real
estate integrated service market is constantly maturing, resulting in commercial
housing sales, leasing markets, stock housing sales, and real estate mortgage and
development appraisal, intermediary, property management and other transaction
markets. Based on this, this paper proposes a public rental housing rental pricing
system based on MI. This article adopts the B/S architecture, uses the main tech-
nologies such as J2EE, JSP, SQL, and MySQL database to design and implement
a public rental housing rental pricing system based on the MI. Experiments show
that the system designed and implemented in this paper has passed the software
test and can run well on the server side, and there is no stalling phenomenon when
the system.

Keywords: Mobile internet · Public leasing · Housing rent · Pricing system

1 Introduction

At this stage, our country is moving towards a well-off society as a whole, the people’s
food and clothing problem has been basically solved, the economy has continued to
develop in a healthy manner, and the real estate market that has followed is also rapidly
rising [1, 2]. According to relevant data, as of the end of 2010, the living space of urban
and rural people in my country reached 31 square meters. Even so, due to the large gap
between the rich and thepoor, there are still groupswithout houses and snail-livinggroups
in some areas. In the future, the real estate lease transaction market will further develop
steadily [3, 4].With this strongmarket demand as the background,China’s current 88,000
large, medium, small, and leasing companies will develop coordinatedly. It is necessary
to further improve housing through the use of information systemmanagement, big data
and blockchain applications. The scale, intensification and professionalism of leasing
companies [5, 6].
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From theperspective of the entireworld, the housing security system is affectedby the
level of political and economic development, but each country has its own particularities.
Here are a few representative and distinctive researches on national housing security
systems: The most distinctive housing security system in the United States is to maintain
the effective implementation of the housing security system through laws [7]. In the
1930s, a series of housing security systems were promulgated and implemented in the
United States through legislation. Through a high level of informatization, the housing
of low-income groups was legally guaranteed. Due to its high level of informatization
management, it was able to fully protect the housing of low-income groups. Realize
housing information sharing and effectively protect the interests of low-income groups
[8]. There is still a big gap in the research of public rental housing security system
in our country. The research mainly focuses on urban real estate management system.
As a huge housing information system, the urban real estate management information
system is very complicated to use and is not suitable for the current low-income groups.
Therefore, the special two-rent housing security system should be independently studied
to ensure that everyone can use it conveniently and quickly [9, 10].

This system adopts the B/S architecture to realize the main functions of the
comprehensive information management of public rental housing.

2 Design of Public Rental Housing Rent Pricing System Based
on MI

2.1 Features of MI

Mobile Internet (MI) technology is an emerging business that uses smart mobile ter-
minal APP and wireless communication to obtain related services. The proposed “mo-
bile” refers to the Android smart mobile terminal, and the “interconnection” specifically
refers to the interconnection of the on-site hardware equipment collection system and
the web data management platform, and the web data management platform and the
Android smart mobile terminal. Through layer-by-layer interconnection, a system in
which Android smart mobile terminals and hardware devices are interactively connected
is finally realized [11, 12].

TheMI system architecturemainly includes three levels: equipment, server, and soft-
ware. The equipment side contains a collection unit and a signal processing unit, which
are mainly used to collect and transmit real-time data from field hardware devices. The
acquisition unit mainly includes various sensor circuits, two-dimensional code recogni-
tion and RFID tags, while the signal processing unit mainly includes signal processing
and conversion, as well as signal calibration and transmission processes; the server side
mainly receives information from the device side and stores and updates, it mainly uses
My SQL database to realize data reception and effective storage. Through a series of
decoding operations, it responds to Internet customer requests in real time; the soft-
ware terminal can access the database in real time to query the corresponding reliable
data information, which mainly includes some applications on electronic equipment
APP, such as the most commonly used APP on mobile phones, and it includes differ-
ent operating systems, such as Android smart mobile terminals and IOS smart mobile
terminals.
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2.2 Analysis of Functional Requirements

Function analysis is mainly to define the main functions that the system needs to com-
plete. Without functional analysis, it is impossible to know what functions the system
needs to accomplish and what kind of people use this system.

Through literature and market research, it is determined that the system has the
following roles: administrator, user, and homeowner. The basic functions of the three
roles are explained in detail below.

(1) Administrator: The administrator mainly has the following functional modules:

1) User management: manage the information of registered users and homeown-
ers, including querying and deleting user information.

2) City management: Including adding, modifying, and deleting city information.
Adding a city is for future business expansion to add new city listings, so when
designing the system, leave the function of adding a city alone.

3) Housing information management: firstly, review the housing information
released by the homeowner; secondly, view,modify, delete and other operations
on the housing information; finally, when there is more housing information,
it can be classified (classification includes city, housing type, homeowner, etc.)
or fuzzy query housing information.

4) House leasingmanagement:Manage the houses that have been rented, including
classified query, deletion, etc.

5) House evaluationmanagement:Manageusers’ evaluation informationon rented
houses, and delete malicious evaluations or irrigation evaluations. The home-
owner can reply by leaving a message to ask the administrator to review the
evaluation and delete the malicious evaluation. The remaining user roles can
only browse the evaluation information of the relevant house.

6) Announcement management: including modifying and deleting announce-
ments, adding announcements to the sub-function modules below it, and
because of cooperation with other websites, you can publish some information
on other housing rental websites.

7) Message management: mainly includes replying to users and homeowners’
messages, for everyone to communicate and use. Secondly, delete illegal
messages and so on.

Through the above analysis, the administrator includes the following use cases:
user management, city management, housing information management, housing lease
management, announcement management, and message management. Among them, the
housing evaluationmanagement use case relies on housing informationmanagement and
housing lease management.

(2) User:

1) View all the house information, the house information displayed on the
homepage has been approved by the administrator.
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2) View the information of leased houses. Including the type of rental housing,
publisher, tenant, rent and other information, as well as comments on housing
information.

3) User message: mainly for online communication.
4) View the announcement. The user’s use case diagram is shown in Fig. 1.

user

View housing 
information

Realtor

User Comments

View announcement

Fig. 1. User use case diagram

2.3 Related Algorithms

(1) Variance
The formula for calculating the degree of deviation between the signal strength

and the overall average value of the variance is as follows:

(2) Absolute Integral Average
The formula for the average intensity of the ultrasonic audio signal is as follows:

3 System Test

3.1 Test Environment

After coding and debugging the entire system, the designed and developed system needs
to be deployed and tested. The code of the house rental management system based on
Internet+ is deployed on Tomcat7 integrated with MyEclipse. The hardware configura-
tion is as follows: one ACER5742 computer, Inteli5 processor, andWindows7 operating
system. Use Google browser to access the system.
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3.2 System Function Test

Functional testing, as the name implies, is a process of pre-trialing the specific functions
developed by the software before it is put into application, and finally achieving user
satisfaction. The following is the specific operation content and process:

(1) Menu inspection: As the name implies, it is whether the commands and execution of
each program of software development are consistent, and whether the commands
can be operated normally.

(2) Associated content inspection: Software development is not a single program to
perform operations, so in the testing process, we should also pay attention to the
inspection and testing of other associated programs.

(3) Button test: A series of execution functions of buttons in the design process must
be tested.

4 System Test Analysis

4.1 Stress Test

Initially, the system performed 3000, 5000, and 7000 state-of-the-art tests to ensure the
printing performance of different user devices. And in the actual application process, an
MI-based rental system was selected as the key function with the highest use frequency
and planning requirements: completion of homework test scores, etc., and return of test
case information.

Fig. 2. Stress test statistics
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As shown in Fig. 2, through the analysis of the stress test scale, when the number of
visits to the system increases or decreases, the system’s simultaneous response increases,
but even with 7000 visits per minute, the response to the system is also a clock. This
program is not bad. The actual response time does not exceed 3 s, which can fully meet
the requirements. On the other hand, it can be determined that the program fully meets
the user login requirements. Check the number of times the system processes per second,
the actual operating mode will not change due to the increase in CPU usage, and the
performance will be better.

4.2 Administrator Test

The administrator test is shown in Table 1.

Table 1. Administrator test

Test function Testing process Test results

Login function Enter the URL, click to enter the
administrator login page, enter the
account: admin and password
111111, and click OK

Administrator successfully
logged in

User management function After logging in successfully, click
User Management to view the
user’s background information
and modify or delete a user

User management function is
normal

Housing information
management function

Click House Management, add a
house and modify its information,
and finally delete it

Housing information
management function is
normal

Housing evaluation
management function

Click Housing Evaluation
Management to view the evaluated
housing and the rental object of
the message

Housing evaluation
management function is
normal

The three roles of administrator, homeowner, and user are tested in the Google
browser.All functions have passed the test, and the business interaction between different
roles is normal. When a message is not deleted, the business logic of other roles is in
disorder. The various functions between users can interact well. If one party changes,
the other party’s business logic will also change accordingly. In general, the system
designed and implemented in this paper has passed the software test and can run well
on the server side, and there is no stalling phenomenon when the system operates the
business process.

5 Conclusions

With the rapid economic growth and urbanization, more and more people are pouring
into cities, and soaring housing prices have discouraged many low- and middle-income



284 Q. Zhang and H. Guo

earners. Therefore, people need to rent houses as collateral, whichwill promote our rental
market. At the same time, product promotion is a prerequisite for increased competition
among leasing companies. At present, the company can only use related technologies to
reduce user rental time, save rental procedures, and reduce costs. Creating systems and
websites that are simple to operate and easily complete leasing through the Internet can
attract a large number of small and medium-sized users, thereby increasing the brand
awareness and initiative of leasing companies. Therefore, renting a house is a big deal.
At the same time, “Internet+ ” is developing rapidly. Combining this technology with
the traditional leasing management system also brings certain benefits to the application
of “Internet+ ” in the traditional housing leasing system.
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Abstract. Interior design can be said to be the personal pursuit of contempo-
rary people after the improvement of living standards. People’s requirements for
information technology processing are getting higher and higher. In the interior
design work, the design database plays an important role in it. The purpose of
this article based on ant colony algorithm research and design of interior design
database is to organize interior design resources and provide people with some
interior design methods and opinions, in order to achieve beautiful housing and
meet users’ expectations. This article mainly applies the experimental method and
the comparative method to compare and analyze the unit test and integration test
results, and get the corresponding data results. The data shows that in the database
system designed in this paper, its performance indicators can basically reach 80%,
and its security performance has a high level, which can protect user privacy.

Keywords: Ant colony algorithm · Interior design · Database research · Design
method

1 Introduction

In the modern design industry, the importance of design is self-evident. A good design
plan can often bring good economic benefits to the designer. The method of interior
design is no longer purely manual drawing, but uses modern information technology to
update the interior design method. The ant colony algorithm has a great effect in the
database, so the research on the interior design database can be carried out from the ant
colony algorithm.

There are many theoretical results in the research and design of interior design
database based on ant colony algorithm. For example, some people have proposed that
the interior design of a building is to decorate and arrange the space according to their
own preferences to enhance the overall connotation of the building [1, 2].Some people
think that an intelligent data processing system for interior design needs to understand
the field of data processing technology, including the concept of connecting interior
design [3, 4]. In addition, in order to break through the limitations of traditional interior
design education and cultivate high-tech talents, based on the world’s scientific and
technological network information, some people develop and build a library of interior
design disciplines [5, 6]. Therefore, this article based on the ant colony algorithm has

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
Z. Xu et al. (Eds.): CSIA 2022, LNDECT 123, pp. 285–291, 2022.
https://doi.org/10.1007/978-3-030-96908-0_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-96908-0_36&domain=pdf
https://doi.org/10.1007/978-3-030-96908-0_36


286 Y. Zhang

certain reference value and reference significance for the research of interior design
database.

This article first studies the interior design database and elaborates on it. Secondly,
the corresponding research and understanding of the data warehouse are carried out.
Then it analyzes the application of ant colony algorithm in interior design database.
Finally, perform software testing on the system and obtain data results.

2 Research and Design of Interior Design Database Based on Ant
Colony Algorithm

2.1 Interior Design Database

The database is used to store data, it can be said to be a kind of “soft” system in the
computer. The interior design database is a complex process, which involves many
aspects, including the physical layer, application software layer and so on. It needs to be
researched and analyzed in actual operation. In theory, it is to decompose the function of
the computer system into several small unit modules to form the entire system; from a
practical point of view, it is an engineering information system (MIS) model established
according to certain rules [7, 8].

The interior design database is used by designers to classify, sort and process the
problems to be solved in the system according to certain requirements. It mainly includes
the realization of specific functions according to needs, and users can share some data
information. The interior design database is mainly used to store the information of the
design works produced by interior designers. Due to the huge amount of data in these
programs, it needs to be carried out and then shared on the computer. The interior design
database can not only store a large amount of content about user behavior rules, needs,
etc., but also analyze, sort and count these data, and provide designers with a certain
basis for decision-making. The purpose of researching the interior design database is
to classify its design content through the database, and then assign it to each module.
Through these records, we can conveniently perform various queries, statistical analysis
and other tasks. At the same time, it can classify user needs and provide corresponding
solutions [9, 10].

In our design, in order to better realize the design tasks, we need a data management
system with clear levels and clear division of labor. The most important of these is
to record and query the underlying information. This can effectively avoid unnecessary
losses due to the inefficiency orwaste of resources caused by the independence of various
departments. Middle level data: This is an important level concept. It mainly includes
business logic, operation process and management interface. At the same time, it also
contains some comprehensive factors such as knowledge and experience accumulation
in software development technology andmanagementmethods. The other level is used to
provide the specific implementation of the corresponding service node and the database
connection relationship in the corresponding subroutine and the related information
storage layer, access management layer, and query statement management control of the
attributes between them [11, 12].
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In order to ensure the security and reliability of the database, the data needs to be
encrypted, so as to ensure the security of the system. The first is the establishment of the
underlying information table. The second is the interaction between the user side and
the upper node, and the server side. Finally, a hierarchical structure model is constructed
between the server side and the application layer to realize data sharing and exchange
functions.

The design of this article is a database based on ant colony algorithm. Its purpose
is to optimize the performance of the entire model. This process is to analyze and
research calculations according to each underlying application software level. Then
through the integration and summary of the information content of the bottom database
tables, subroutines, and all data storage layers on the upper application programs in each
module, the corresponding conclusions can be drawn.

2.2 Data Warehouse

With the development of information and decision support systems, data warehouses
have emerged. As an auxiliary tool of decision support system, data warehouse sys-
tem mainly includes back-end data warehouse service and front-end analysis service.
The data warehouse is generated by the operational database. It is an analysis and
application-oriented environment. It can provide real-time data and historical data for
governments, enterprises and organizations, and provide support for decision-making.
Its specific structure is shown in Fig. 1:

Fig. 1. Data warehouse system structure

For the data warehouse of interior design, it is undoubtedly a system oriented to meet
people’s needs. The interior designdatabase is transformed into a datamodel bydesigners
after analyzing system functions according to user needs. The interior design database
is based on the needs of the system. According to the data and needs provided by the
users, the various modules are organically combined. It mainly realizes data query and
update, statistics and modification functions by collecting and analyzing information.
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The database technology mainly has the following several:
Data storage technology. Compared with traditional data warehouse storage, users

can freely design the type of data storage. Therefore, when designing the system data
storage organization, in addition to considering how the storage accesses the data, the
impact on storage performance and the impact of intermediate caching on storage access
should also be considered. Data access technology. According to different strategies,
there aremanyways to implement indexes. At this stage, the request needs to be repeated
multiple times to complete the request. The technology to process the request. The query
optimization algorithm is also mainly to reduce the number of hard disks and increase
the speed. Backup and recovery technology. To avoid the loss of memory data due to a
crash, a backup should be kept on non-volatile memory.

2.3 Application of Ant Colony Algorithm in Interior Design Database

Ant colony algorithm can be regarded as a distributed self-organizingmulti-agent system
with good global search capabilities. With the continuous accumulation of pheromone,
more andmore pheromone hinders better solutions, and ants are increasingly looking for
solutions that are close to the best solutions. It can be seen that the ant colony algorithm
embodies a mechanism different from the conventional algorithm and has long-term
research value from the point of view of system science. In the optimization process, the
ants use the residual information on the path and the heuristic information on the path
to calculate the probability of state transition. The formula is as follows:

Pl
mn =

⎧
⎪⎪⎨

⎪⎪⎩

l /∈ allowedl,
(μmn)

σ (λmn)
υ

∑

t∈allowedl
(μmn)σ (λmn)υ

l ∈ allowedl, 0

(1)

Among them, allowedl = {d = tabul} represents the nodes that ant l is allowed to
select in the next step.

In order to avoid overwriting heuristic information with too much residual informa-
tion, its update rule is as shown in formula (2):

ς ·
mn ← (1 − ψ)ςmn + �ςmn (2)

Among them, ψ represents the information volatilization factor. When the ant tra-
verses all the elements and completes a cycle, it updates the pheromone according to the
global information. The model has a good effect in solving the data problem.

In order tomake the variousmodules of the interior design database play a better role,
the data must be classified reasonably and effectively in order to improve the efficiency
and quality of the entire system. The central database is used to store the required
information in the data warehouse, and can realize the management of various physical
resources. There are three main parts: basic information, files and applications. The
carriers are readable formats such as CDs and disks; files include various types of tables
and various documents, graphic documents and other formats. Tools are used to access
data; application software can obtain related software or Resource information on the
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hardware device. The indoor database of this design is based on “system” and “module”.
The interior design database module based on ant colony algorithm mainly includes:
data management, query function and user authority. Because the ant colony algorithm
has better fault tolerance, robustness and fast characteristics. So this article uses this
algorithm to solve the problem of interior designers’ high sensitivity to data parameters.
The interior design database based on ant colony algorithm is mainly composed of two
parts. One is to design from the system requirements; the other is to write functional
modules and programs generated during the entire software development process.

3 Software Testing

3.1 Test Purpose

Software testing is to be able tofind someproblems in the software program, to effectively
and accurately solve the problem after finding the problem, and to find out whether the
various assembly levels of the software can meet the requirements. Testing the software
function template is the main way.

3.2 Test

Unit testing is to discover possible defects and errors within each module. Mainly for
the smallest part of the program module of the software design, start from the internal
functional structure to carry out a certain inspection and test work. The main method
of this unit test is to write unit tests while developing the system at a stage of system
development, and constantly test the units to verify the software.

In addition to unit testing, integration testing is usually an assembly test. On this
basis, all modules should be assembled into a system in accordance with the design
requirements. In terms of testing, we need to consider some more important issues. The
first thing to consider is the data of the testmodule interface to avoid data loss. The second
consideration is whether the function of the module can work properly with the function
of another module without causing unsmooth problems. Whether the combination of
each sub-function can meet the requirements of the parent function. Once again, we
must consider the size of the error of the module, whether all the accumulation of errors
will be magnified to affect the possibility of acceptance. Finally, consider whether there
is a problem with the global data structure.

3.3 Test Plan

The login module includes logging in to the system, logging out of the system and
changing user passwords. A legitimate user enters the system, and the system receives
the login account information so that he can perform the authorization of the appropriate
operation. If the password is incorrect, the system will refuse to log in to the account.
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4 Test Results and Test Evaluation

4.1 System Performance Analysis

According to the test experiment, this system can meet most of the conditions required
in the system analysis, and can also meet the requirements of the functional design in
the system design, which means that it has achieved the purpose we anticipated and
envisaged. The specific situation is shown in Table 1:

Table 1. System performance analysis

Unit testing Integration testing

Compatibility 0.79 0.87

Safety 0.89 0.93

Easy to use 0.81 0.84
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Fig. 2. System performance analysis

As shown in Fig. 2, we can see that in this system, its safety performance is the
highest, followed by its pressure resistance. The third place is compatibility, and the
last place is ease of use. However, the results of unit testing and integration testing are
different. The general data of unit testing is lower than that of integration testing.

5 Conclusion

In this article, the interior design database model is composed of a data warehouse and
multiple data stores. When designing a database, it is not only necessary to consider
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the software functional requirements, performance indicators and other issues. It is also
necessary to make full use of modern communication technology to realize the needs
of information sharing and exchange among users. In this process, new challenges were
raised to software technology and hardware facilities. In this paper, the use of ant colony
algorithm for database research is conducive to making full use of modern information
technology to process data. Through experiments, it is found that the system designed
in this paper has good performance and reliability. But it needs to be improved in terms
of its ease of use.
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Abstract. Using traditional information communication and management meth-
ods is very easy to make project cost management out of control. The BIM (Build-
ing Information Model) building information model can integrate the information
of all stages of the project, promote the participation and cooperation of the project
main body, and carry out cost management before the actual construction of the
project, so as to realize the cost management of the whole process from design
to construction and operation, effectively. It avoids the situation that the budget
will be exceeded after the project is completed. The purpose of this article is to
study the application of BIM software technology in engineering cost specialty. In
response to the problems in cost management in our country, many scholars have
proposed to introduce building information models into construction projects. In
price management, the distributed BIM model can be used to solve the problems
of BIM software technology. To establish a cost model for a specific project,
the designer converts the traditional two-dimensional engineering drawing into a
three-dimensional model, and manages the project cost in detail to realize the true
cost management of the entire process. This article uses the questionnaire sur-
vey method to explain the application research of BIM software technology in the
engineering cost specialty. The experimental results show that in 2012, 2015, 2017
and 2019, the cost of the project using BIM technology was reduced by 4%, 6%,
10%, and 17%, respectively, and the calculation efficiency of the project increased
by 7%, 10%, 12%, 15%. The research results show that BIM software technol-
ogy has a practical and reliable effect on engineering projects in the construction
industry, which can save project costs and improve the calculation efficiency of
engineering projects.

Keywords: BIM software technology · Project costs · Applied research ·
Construction industry · Cost management

1 Introduction

In some developed countries in Europe or America, their construction industry informa-
tization has developed very well, and the frequency of application of information tech-
nology in the construction industry is getting higher and higher, which ismainly reflected
in the extensive use of building information models. The use of building information
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models can not only improve the calculation efficiency of engineering projects, but also
effectively control costs, which has been widely concerned and recognized in the indus-
try. With the support of BIM technology, architectural design products can transition
from two-dimensional to three-dimensional or n-dimensional, and people can observe
the design results based on BIM software technology. Through construction simulation,
designers can find out the unreasonable factors in the design earlier, thereby greatly
reducing the rework problems caused by engineering changes and the cost increase
caused by rework. Owners, designers, supervisors, and contractors use building infor-
mation models to make communication between them easier [1]. In the entire project
design process, the design plan can be continuously optimized, and cost management
can be carried out before the actual construction of the project, so as not to exceed the
actual cost after the project is completed.

As an important production tool, BIM software technology has always been a hot
research topic in the construction information industry. Many scholars have studied this.
M Woof once mentioned this technology. A software that can improve the efficiency of
construction projects is made based on this technology. The software provides online
access to multiple layers. With real-time project maps and geographic data functions, it
provides aweb-based viewer that enables the construction team to access the latest maps,
thus saving valuable time and money [2]. Xiongjue has tried to use BIM technology to
model the Sun Valley, including architectural modeling and structural analysis. Through
the analysis of the structure of the Sun Valley, it is proved that writing script codes in
Rhino software can solve the problems in the modeling, and the stability of the model
is analyzed. This method is combined with Rhino, Revit, Midas and other software to
solve the modeling and calculation problems of complex surface structures [3].

Understand the related concepts of BIM technology, including the basic principles
and characteristics of BIM technology. Through the application of BIM technology, this
article has changed the Chinese project cost management model, thus discovering its
advantages and promoting the development of China’s project cost management model;
then, according to my country’s existing cost management model, find out the BIM
software technology in it Played a role. This paper uses a questionnaire to reflect the
impact of BIM software technology on the project cost. The questionnaire is mainly for
experimental research from two aspects, namely the impact of BIM on the project cost
and the impact of BIM on the calculation efficiency of the project. Finally, this article
summarizes the research, puts forward the shortcomings of this article, and prospects
the application prospects of BIM software technology in my country’s engineering cost
specialty.

2 Research on BIM and Engineering Cost Management Theory

2.1 Basic Principles of BIM Technology

The key to BIM is information. The BIM model is basically composed of a single
component or object. Use parameters to represent the geometric information, physi-
cal characteristics, structural requirements and cost information of all components or
objects, and then use spatial topological relations and 3D Boolean operations to classify
this information, and store it in a huge database, and finally form a digital model [4]. The
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BIMproject system can change relevant information at any time according to the changes
of the project. This will not only solve the problem of information redundancy, but also
all stakeholders can exchange information more conveniently. The BIMmodel is mainly
based on digital technology and has unique attributes that can express and distinguish the
key components of the model through parameters. It has object-oriented characteristics,
can receive data, process data and transmit data to other objects [5]. BIM technology can
use parameterized basic elements to build a model, provide the required information for
other related construction work, and can also receive information feedback, and make
the model more complete through information processing.

2.2 Project Cost Management

From a narrow perspective, project cost refers to the construction price of a certain
project. In a broad sense, project cost includes construction project cost, installation
project cost, municipal project cost, power project cost, water conservancy project cost,
communication project cost, etc. We can understand project cost management from two
aspects. First of all, from the perspective of the construction party, they believe that the
management of project costs involves the reproduction of fixed assets, the production of
corresponding intangible assets, and initial operating costs. These project costs are not
only the fixed asset investment of the construction project, but also involve “sales”. It is
also the basis for investors’ pricing in the market. Secondly, from the contractor’s point
of view, project cost management refers to the actual or estimated price of the project
and the total price of the construction project formed in the land market, technical labor
market, and equipment market [6, 7]. Project cost management is similar to other trade
activities. Under the control of the socialist commodity economy and market economy,
the cost is usually regarded as the project contract price.

2.3 Advantage Analysis of BIM Software Technology in the Application
of Engineering Cost Management

BIM software technology improves the efficiency of engineering quantity calculation:
the core content of engineering project cost management is engineering quantity, which
is the basis of all cost management activities, such as cost calculation, engineering
bidding, business negotiation, contract signing, progress payment, etc. [8]. According
to national standards and related calculation rules, BIM technology-based engineering
quantity calculation software and entity deduction operations are carried out, which
greatly improves the accuracy of engineering quantity calculations. At the same time,
it can automatically output electronic files for information exchange, sharing, and long-
distance transmission. And permanently save project participants. In addition, different
professional participants of the same project do not need to re-establish the model, and
only need to input professional data information in the constructed model to obtain
the calculation results. The database function of the BIM model is used to store the
information of each component of the project. Cost personnel can freely extract the
component information related to the project during the calculation process, which not
only improves the calculation efficiency, but also reduces the subjective errors of the
personnel in identifying the component information the possibility of obtaining more
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objective and accurate data. In addition, with the continuous improvement of cloud
computing technology, we can intelligently check the number of BIMs and improve the
accuracy of the model.

BIM improves the collaboration capabilities of project participants. The application
of technology in project cost management realizes real-time dynamic analysis, sharing
and collaboration of horizontal and vertical information. The realization of this function
is of vital importance to the cost control of all parties in the project and to improve
the transparency of the construction market. It also provides good technical support
for realizing the full life cycle management of project costs. It improves the ability of
early management and control of project cost: BIM calculation software can quickly
and accurately calculate the quantity, and designers can obtain project information and
data in time, thereby improving the ability of early management and control of project
cost [9]. The model established by BIM can connect components and cost information
data, and can change the content intuitively and concisely, and then get the result [10].
The designer can grasp the changed information in time and understand the impact of
the design plan change on the cost, which also facilitates the designer to control the cost
of the project in the early design stage of the project.

2.4 Cluster Analysis Algorithm

Cluster analysis is a statistical method used to analyze the classification of indicators or
samples. There are mainly the following kinds of commonly used analysis.

(1) Euclidean Distance

d(i, j) =
√∑m

k=1

(
xik − xjk

)2 (1)

In this equation, is the value of the k-th parameter in the i-th data sample in the
data space, and is the value of the k-th parameter in the j-th data sample.

(2) Squared Euclidean Distance

d(i, j) =
∑m

k=1

(
xik − xjk

)2 (2)

This equation represents the sum of the squares of the differences between the
two data samples andm variables. In this equation, is the value of the k-th parameter
in the i-th data sample in the data space, which is the j-th parameter The value of
the kth parameter in data samples.

(3) Interval Distance

d(i, j) =
∑m

1

∣∣xik − xjk
∣∣ (3)
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This equation represents the sum of the absolute values of the differences
between the values of the m variables between two data samples. In this equa-
tion, is the value of the k-th parameter in the i-th data sample in the data space, is
the value of the kth parameter in the jth data sample.

3 Application Experiment of BIM Software Technology
in Engineering Cost Specialty

3.1 Data Sources

By setting up a questionnaire, compare the BIM software technology in the project
cost before and after it is applied to see the changes in various indicators of the project
cost after the BIM technology is used. In this experiment, a total of 80 questionnaires
were collected. In order to make this experiment more reliable, this study discarded the
questionnaires that used BIM technology for less than a year, leaving a total of 60 valid
questionnaires. This article is based on the time you use BIM software technology to
distinguish.We respectively investigated the projects that used BIM software technology
in the construction industry in 2005, 2008, 2012 and 2016 and the projects that did not
use the technology. The required cost and engineering calculation efficiency.

3.2 Design Method

(1) A distinction is made between engineering projects, and engineering projects at
different times are distinguished to ensure the reliability of this investigation.

(2) Compare the changes in the cost and calculation efficiency of a project before and
after the application of BIM technology.

4 Application Experiment Analysis of BIM Software Technology
in Engineering Cost Specialty

4.1 Distribution of Survey Groups

Among the engineering projects surveyed, 19% were from 2012, 10% were from 2015,
21% were from 2017, and 50% were from 2019. Among them, 50% of the engineering
projects were developed in recent years. From this time, the reliability of this investi-
gation is demonstrated, and such investigation reports will be more reliable. The time
distribution of detailed survey items is shown in Fig. 1.
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Survey distribution

2012 year 2015 year 2017 year 2019 year

Fig. 1. Survey distribution

4.2 Changes in BIM Software Technical Indicators

The questionnaire of this study is based on two aspects, namely the cost of project cost
and the problem of calculation efficiency, in order to explore an application of BIM
software technology to project cost. Figure 2 shows the changes in project cost before
and after the application of BIM technology.
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The influence of BIM techology on project cost
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Fig. 2. The influence of BIM technology on project cost

According to Fig. 2, in 2012, the cost of engineering projects that used BIM software
technology was 4% lower than that of unused ones. In 2015, the cost of engineering
projects that used BIM software technology was 6% lower than that of unused ones.
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In 2017, the cost of engineering projects that used BIM software technology was 10%
lower than that of unused ones. In 2019, the cost of engineering projects that used BIM
software technology was 17% lower than that of unused ones. From the chart, you can
see that BIM technology has a greater impact on reducing the cost of the project, and
this impact is gradually expanding over time. In addition, BIM technology also has a
major change in the calculation efficiency of the project, as shown in Table 1.

Table 1. Influence of BIM technology on calculation efficiency of engineering quantity

Influence of BIM
technology on calculation
efficiency of engineering
quantity

Used BIM Unused BIM

2012 year 30% 23%

2015 year 35% 25%

2017 year 40% 28%

2019 year 45% 30%

According to Table 1, the calculation efficiency of the project using BIM software
technology in 2012 was 7% higher than that of the unused project, and the calculation
efficiency of the project using BIM software technology in 2015 was 10% higher than
that of the unused project. In 2017, the calculation efficiency of engineering projects that
used BIM software technology was 12% higher than that of unused projects. In 2019,
the calculation efficiency of engineering projects that used BIM software technology
was 15% higher than that of unused projects.

5 Conclusions

Although there is still a big gap between the domestic BIM technology and the developed
countries, coupled with the wide variety of BIM software, the cost of installing BIM is
high, but BIM software technology still has great application value in the engineering
cost. BIM is an important part of project information, and the planning and actual
accumulation of the project information center can enable BIM to be better applied. By
cooperating with some project information centers, the company can train employees to
equip themwithBIMmodeling, BIMsoftware use andBIM implementation capabilities.
The information center staff are enthusiastic, have a strong sense of information, and
have a strong ability to use software. After one project is completed, the implementation
and promotion of the second project can be carried out independently. Therefore, it is
suggested that the BIM center should play a role in the implementation and promotion
of BIM. When it comes to a project, it requires the strong cooperation of the project
department to truly implement BIM. In this research, I have consulted a lot of related
materials aboutBIM literature, and have amore in-depth understanding ofBIMsoftware.
BIM technology is relatively powerful in some European and American countries. You
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can learnmore.You can allow engineering personnel to study abroad or introduce foreign
experts to provide intellectual support for the development of my country’s BIM and
keep up with the progress of BIM in the world.
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Abstract. In recent years, due to economic development and social progress, peo-
ple have faced more pressure and challenges. It is especially obvious to students
who are a certain group of people. Many scientific studies in recent years have
also proved that students’ mental health (HM) problems are often more obvious.
Therefore, it is necessary to grasp the HM of students and conduct psychological
consultations in a timely manner to correct bad HM problems and students’ per-
sonality problems. It is a prerequisite for teachers to educate and manage students
correctly, and a prerequisite for the healthy and happy development of students’
learning. This article aims to study the design of HM information data manage-
ment system under the background of information technology. Based on the anal-
ysis of the problems in HM management, K-means cluster analysis and system
performance requirements, the management of HM information data under the
background of information technology. The system was designed, and the perfor-
mance of the systemwas tested after the realization of each functionalmodule. The
test results show that when the number of simulated concurrent users is increased
to 150, the average transaction response time is 48 ms. At this time, there is no
significant delay in actual operation, which is within an acceptable range.

Keywords: Information technology ·Mental health · Information data
management system · College students

1 Introduction

With the development of information technology, computers have been used in HM
education, consultation, evaluation and other links. Due to the unique ability of network
technology, the related HM system is very suitable for applications in the field of HM,
can effectively supplement the deficiencies of the traditional HM system, and is easier
to be accepted by students [1, 2]. The implementation of the student HM system has
made the school’s HM more scientific, professional, convenient, and pertinent. It has
fully grasped the HM of all students and formed a complete electronic psychological
file system for campus psychological teaching [3, 4].

In recent years, information technology and artificial intelligence technology have
developed rapidly. The application of expert systems, especially in the field of medical
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diagnosis, has laid a theoretical and technical foundation for the development of online
psychological consultation. Intelligent diagnosis technology makes full use of on-site
experts, because it can effectively receive, transmit, process and use diagnostic informa-
tion, simulate human experts using computers to diagnose complex problems, and can
perform fast and intelligent reasoning based on the experience of various experts [5, 6]. A
virtual online psychological consultation platform can protect people’s privacy and facil-
itate the treatment of people with psychological problems. The process of psychological
consultation is based on a virtual network, which can essentially avoid negative inter-
ference from reality and better solve problems [7, 8]. Some researchers have designed
a system for managing students’ psychological records, which can effectively manage
students’ HM by integrating and analyzing data from various subsystems [9, 10]. There
are already many management systems related to student psychology research in our
country. The content is mainly the elaboration and explanation of social psychology, but
at the same time, the target users are also the entire population, and there is a lack of
psychological conditions for this special student population [11, 12]. However, because
the age and living environment of the students have certain particularities, the psycho-
logical condition of the students must be analyzed and reasonably guided. Therefore,
the project designed and developed by the author of this article is specifically aimed at
colleges and universities. Student HM information data management system.

On the basis of consulting a large number of references related to “HM” and “infor-
mation management system”, this article combines the problems of HM management,
K-means clustering analysis and system performance requirements, and analyzes the
various aspects of the HM information data management system. The functional mod-
ule is designed. The system includes 5 functional modules, which are login module,
psychological test module, psychological warning module, psychological file manage-
ment module, and HM forum module. Finally, the performance of the system is tested,
and the test results Shows that the performance of the system basically meets the needs
of this article.

2 The Design of Mental Health Information Data Management
System Under the Background of Informationization

2.1 Problems in Mental Health Management

(1) The proportion of studentswho actively seek support is small. According to a survey
report from a consulting agency, 23% of students have mental illnesses in need of
psychological treatment, 26% of students need psychological counseling, and only
3% of people seek psychological counseling and help. Judging from these statistics,
the hidden dangers of students’ HM are particularly obvious.

(2) There are few information systems, and there is often a lack of effective recording
and communication channels. At present, most of the psychological counseling
institutions set up by colleges and universities do not have effective information
methods to provide psychological counseling services for students, and they often
maintain face-to-face counseling. Some colleges and universities also use psycho-
logical counseling software, which is a tool for recording psychological records,
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which is used for preliminary psychological assessment and counseling teachers to
record the psychological counseling records of college students. Neither the config-
uration of software or hardware nor the utilization of college tutoring teachers can
be used effectively, which greatly weakens the role of college tutoring agencies.

(3) Lack of effective counseling tracking for college students receiving psychological
counseling. Student psychological counseling is a gradual process, and it is neces-
sary to create an effective file for all students receiving psychological counseling.
If there is no information system to store student psychological counseling cases,
the results of psychological counseling often have serious deviations.

Information technology can solve these problems. By establishing an information
system, you can manage college students’ HM consultations online, and at the same
time, by using mobile Internet technology, college students’ HM consultations can con-
veniently conductHMconsultations anytime and anywhere throughmobile phones, pads
and other mobile devices in real time.

2.2 K-means Cluster Analysis

The iterative optimization of the K-means algorithm process is to extract the most valu-
able part from a large amount of stored psychological data of students. By establishing
a psychological data model to provide guidance to managers, the psychological pro-
cess of students can be managed scientifically, so that it can be improved. Efficiently
improve the psychological counseling of students, and the overall effectiveness of the
management system can serve as an early warning of risk factors.

In the clustering method, the frequently used quantitative methods are as follows:

JC =
C∑

j=1

n∑

k=1

∥∥∥x(j)k − mj

∥∥∥
2

(1)

mj = 1/nj

⎛

⎝
n∑

j=1

xj

⎞

⎠j = 1, 2, . . . , c (2)

In the formula, mj represents the mean value of samples in the j-th category, and nj
represents the number of samples in the j-th category. The larger the value of JC , the
larger the clustering error. On the contrary, if the value of JC is smaller, the algorithm
has a good clustering effect.

2.3 System Performance Requirements

(1) Reliability

When analyzing the reliability requirements of the systemaccording to the characteristics
of the system, this articlemainly focuses on the stability of the system in actual operation,
such as the ability of the system to withstand failures and the ability to recover. If the
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software system is relatively mature, then the system should be stable, able to detect
system failures and reduce the possibility of failures, and the system should also have
good self-healing capabilities. When analyzing the reliability requirements of the HM
datamanagement system in the context of informationization, themain system indicators
considered are the system’s use time of 5 years, the frequency of failures once a year,
the maximum failure of 6 h, the duration and the self-healing time of the system. It can
be up to 4 h long.

(2) Security

When analyzing system security requirements, it is necessary to consider the charac-
teristics of the large user group and massive data of the HM data management system
under the background of informationization, and analyze from the two aspects of system
user security and data. When it comes to system user security, we must first distinguish
between user login methods and user password management to better protect system
user information. If the user-defined password is relatively simple, the system will auto-
matically request to increase the complexity of the password; from the perspective of
system data security consider that you need to define different database permissions for
users with different permissions. If the permissions and roles of two users are different,
the data tables that can be accessed will also be different. Try to avoid accessing all
system data.

(3) Ease of use

In the analysis of system ease of use requirements, the main focus is on interface design,
user interaction design, ease of operation, and instructions on how to use the system for
HM data management. These ease of use requirements are the basic requirements of the
software system. Good usability makes it impossible to attract users and improve market
competitiveness. For the HM data management system, when designing and developing
the system, it is necessary to ensure that the system interface and audio-visual effects
canmeet the needs of ordinary users, so that users are visually comfortable during use; at
the same time, it is necessary to ensure that the user interacts with the system smoothly
and comprehensively. To provide users with a good interactive experience; in addition,
the operation of the system should be simple and easy to learn, and a detailed system
operation manual should be provided to make the system easier for users to use.

3 Experiment

3.1 Login Module

The first step to use the system is to register. The user enters the user name and password
on the system registration page, and then clicks the register button. Then click the
register button to start the JavaSwing event listener. When the event is triggered, the
system establishes a connection with the back-end database through JDBC connection
technology, and compares the entries entered by the user with the entries in the login
database one by one. Once from the database If you find the same entry, you will know
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whether the user is legally used and brought into the program interface from the system.
Once the same entry cannot be found in the database, the user is reminded to enter his
account and password again. The design flow chart of the login module is shown in
Fig. 1.

Login window interface

Enter the main program

JDBC query database

Enter account password

Traverse records

Existence record

does not exist

Fig. 1. Flow chart of login module

3.2 Psychological Test Module

The psychological assessment module is mainly based on the psychological test scale
for measurement. The user selects a psychological evaluation scale for each HM cate-
gory, completes the evaluation test questions of each evaluation scale, and submits the
test questions. After submitting the test questions, the system will calculate the score
based on each standard. According to each score, the corresponding information of the
psychological evaluation result will be fed back.
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3.3 Psychological Early Warning Module

The psychological early warning module is mainly used by psychological experts to
issue psychological alarms based on the user’s psychological state, so as to effectively
supervise the user’s psychological development and earlywarning of possible risks.After
the psychological counselor reviews the results of the psychological test, a psychological
warningmessage is sent to users who are prone to psychological problems. This modular
function allows users tomore accurately grasp their ownHMand find potential problems
in time. The psychological counselor can also better grasp the user’s HM development
and solve it effectively.

3.4 Psychological File Management Module

The function of psychological file is mainly to record the basic situation and key infor-
mation of students’ psychology, so as to better manage the development of students’
physical and HM, and guide students’ physical and HM. The part of HM file manage-
ment mainly includes the functions of establishing, testing, editing and deleting HM
files. Because only school administrators have the right to establish and delete HM files,
HM counseling teachers can grasp the HM of students from the results of school HM
tests and psychological counseling research, so as to correctly grasp and establish HM
files.

3.5 Mental Health Forum Module

The main page of the system automatically recognizes and fills in the corresponding
operation interface according to the visitor ID. Forum users can be divided into admin-
istrators, moderators, and ordinary members. Different types of users have different
operation permissions. Moderators can keep the relevant content of the entire forum,
moderators can only keep the content of the modules with their respective management
permissions, members can log in to the forum to view and post, and anonymous users
can only view it.

4 Discussion

Performance testing is usually divided into stress testing and load testing. By observing
the behavior of the automated testing tool to simulate the program in the real operat-
ing environment, it is tested whether the system meets certain development goals. The
stress test is used to check the maximum service capacity that the system can provide.
Performance control is to ensure that the software can run smoothly and stably under
high pressure and heavy load. This test uses Loadrunner software to test the system. The
number of concurrent users and transaction execution test cases and test results are as
follows. The test example is shown in Table 1.
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Table 1. Test cases for the number of concurrent users and transaction execution

Number of
concurrent users

Average
transaction
response time/ms

Maximum
transaction
response time/ms

Number of
transactions/s

Transaction
success rate

30 18 20 40 100%

50 20 31 42 100%

70 22 21 37 100%

90 30 34 28 100%

110 30 40 29 97%

130 41 41 27 96%

150 48 41 25 91%
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Fig. 2. Test cases for the number of concurrent users and transaction execution

It can be seen from Fig. 2 that the basic execution of the transaction will gradually
decrease with the increase of the current online user volume. The reason is that the
increase in the number of userswill occupymore system resources,whichwill slowdown
the response time and processing speed of the system. When the number of simulated
concurrent users increases to 150, the average transaction response time is 48 ms. At
this time, there is no significant delay in actual operation, which is within an acceptable
range.
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5 Conclusions

Informatization is changing daily life, and school education needs to pay close attention
to the development trend of informatization. In the context of information technology,
using the most advanced information technology to create a HM information data man-
agement system is just in line with the needs of the development of the times. The HM
information data management system under the background of information technology
transcends the decentralization and concentration of time and place boundaries, makes
more reasonable planning and integration of system workflows, and gives full play to
the huge advantages of the network in information transmission.
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Abstract. As a new sport, rock climbing is deeply loved by people, but it is
difficult to intuitively understand the exercise intensity of rock climbers during
training. Through the combination of Internet of Things technology and sports,
it is possible to monitor rock climbing strength data in real time, and through
subsequent analysis of the data, it can help coaches and rock climbers to improve
the scientific nature of sports competitive strategies. The main control module of
the LoRa-based sports data acquisition system is STM32. The ratio method can be
used to calculate the digital signal value of the pressure sensor. The corresponding
algorithm is written by establishing the corresponding relationship between the
digital signal and the actual strength. Finally, the obtained data is transmitted to
the LoRa module store in the computer. Experiments show that the system can
provide coaches and rock climbers with accurate training data, provide technical
support for coaches to analyze rock climbing technical movements, and improve
sports training efficiency.

Keywords: Rock climbing · Internet of Things · STM32 · AD7791 · LoRa

1 Introduction

Rock climbing is an upward climbing sport on a natural or artificial rock wall, and is
usually classified as an extreme sport. Rock climbing requires people to continuously
complete thrilling actions such as turning, pulling up, moving and even jumping on the
rockwalls of various heights and different angles. It integrates fitness, entertainment, and
competition. It is called “ballet on the cliff”. In 2016, the International Olympic Com-
mittee confirmed that rock climbing has become an official event of the 2020 Tokyo
Olympics. With the changes in people’s lifestyles, rock climbing is becoming more and
more popular in China [1]. However, while people enjoy the fun of rock climbing, their
pursuit of technical movements is becoming more perfect and detailed. The combina-
tion of Internet of Things technology and rock climbing makes rock climbing becomes
intelligent, which can more effectively improve the athlete’s athletic level.

The LoRa-based rock climbing data acquisition system developed this time has
certain guiding significance for coaches to detect athletes’ movement data and improve
technical movements.
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2 System Scheme Design

In order to enhance themaintainability of the system, the system is designedwithmodular
design ideas. Eachmodule is combinedwith themain control chip to realize the functions
of data measurement, storage and real-time transmission [2].

The content to be studied in this article is the design of a rock climbing data acqui-
sition system based on LoRa. The system is mainly divided into two parts: the upper
computer and the lower computer. The lower computer is designed on the Cortex-M3 of
ARMarchitecture, combinedwith the force sensor, front-end amplifier, analog-to-digital
conversion component, and wireless transmission LoRa module to realize the collec-
tion and transmission of rock climbing data [3]. The upper computer of the computer
stores the movement data transmitted by the lower computer. The force sensor built by
the bridge and the ADA4528-1 form a front-end amplifier circuit. The amplified signal
is sent to the MCU through the analog-to-digital converter AD7791 for calculation to
obtain the actual force value, and finally sent to the computer for storage through the IoT
kit Lo Ra. The system software simulation is shown in Fig. 1, and the system hardware
block diagram is shown in Fig. 2.

Fig. 1. System software simulation
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Fig. 2. System hardware block diagram

3 System Hardware Design

The lower computer of the system uses the STM32 chip as the core processor, and
the external is composed of a force measurement module and a wireless communication
module [4]. The forcemeasurement modulemainly includes a force sensor, a differential
amplifier circuit, and AD7791 analog-to-digital conversion part.

3.1 Front-End Amplifier Circuit Design

The front-end amplifier circuit is composed of a force sensor composed of a bridge
and an external zero-drift amplifier ADA4528-1. ADA4528-1 is a zero-drift operational
amplifier especially suitable for amplifying DC and low-frequency low-level signals [5].
It can reduce interference in the signal as much as possible and has rail-to-rail input and
output swings. Two pieces of ADA4528-1 and corresponding filters are used to form a
differential amplifier circuit, and the reference signal is connected when inputting the
signal to avoid the influence of common mode noise. After repeated filtering by multiple
filters, the performance index can be well achieved [6]. The capacitors C1, C2, R5, and
R6 form a low-pass filter, capacitors C5, R7, and R8 form a differential filter, and C3,
C4, R7, and R8 form a common-mode filter. Three types of filters can effectively filter
and suppress the amplified signal, and the analog signal after amplification and filtering
can be transmitted to the AD7791. The gain calculation formula of ADA4528-1 is:

Gain = 1+ 2× R5/R9 (1)

This time, the value of front-end R5 is set to 11.3 k�, and the value of R9 is set to
60.4 �. The magnification factor of ADA4528-1 is 375 calculated by formula (1).

3.2 Design of AD7791 Analog-To-Digital Conversion Module

AD7791 is a 24-bit high-precision analog-to-digital converter using �-� conversion
technology. It selects SPI interface and MCU for data transmission. AD7791 has the
characteristics of high accuracy and low power consumption [7]. AD7791 is friendly to
low frequency signals and has higher accuracy. AD7791 uses sum-to-difference conver-
sion technology when performing analog-to-digital conversion inside AD7791, which
can minimize the impact of noise. Figure 3 shows the A/D conversion timing diagram.
The AD7791 measurement formula is:

D

224
= V1

Qi
(2)

D is the data after A/D conversion; V1 is the analog signal voltage value obtained
by the actual force sensor; S is the AD7791 reference voltage. The ratio method can
measure small changes in the signal very well.
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Fig. 3. A/D conversion timing diagram

3.3 Design of Wireless Communication LoRa Module SX1278

LoRa has the characteristics of long communication distance, low power consumption,
convenient networking, and good real-time performance [8–10]. The SX1278 chip was
selected for this topic. The SX1278 chip can support many modulation modes, including
binary frequency shift keying,Gaussian frequency shift keying, binary amplitude keying,
and Gaussian filter minimum frequency shift keying. SX1278 has 6 kinds of spreading
factors, the frequency range is 7.8 ~ 500 kHz. Figure 4 shows the LoRa block diagram.

Fig. 4. LoRa block diagram
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4 System Software Design

The lower computer software of this system includes GPIO initialization, USART ini-
tialization, SPI interface initialization, collecting data, and sending data. Figure 5 shows
the software flow of the lower computer.

Fig. 5. Lower computer software flow

5 Testing and Analysis

Figure 6 shows the data sampling diagram. The solid line represents the value of the
digital signal output by the AD7791 collected within 30 s. It can be seen from the figure
that the data fluctuates around 14 500 000, and the dashed line is the data value after the
error is eliminated. The value fluctuates around 203 200 000. According to the magni-
fication and analog-to-digital conversion formula, the bridge voltage corresponding to
14 500 000 is 11.523 mV.
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Fig. 6. Data sampling graph

The resistors used in this system are 1 500 000 � and 1 501 950 �. The theoretical
value should be 3.242mV. However, due to the error of the resistor itself, the error shown
in the figure above may result in the data. Therefore, when the resistance error reaches
3 k�, The bridge voltage difference has reached 11.562 mV. This study is within the
margin of error.

6 Conclusion

Rock climbing has attracted countless enthusiasts with its unique charm. Rock climbers
need to have good flexibility, rhythm and climbing skills in order to flash and move
easily on the rock wall. Therefore, they have high requirements for action skills. The
LoRa-based rock climbing data acquisition system designed in this research has been
tested and found that the system runs stably and the error is within the allowable range,
so it has better applicability.
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Abstract. As an ancient civilization with a history of more than 5,000 years,
our country has formed a multi-ethnic and multi-lingual country through con-
tinuous research and progress. It uses multiple languages and scripts in its ter-
ritory. Yi language belongs to the Han-Tibetan-Burman Yi ethnic group. It is a
minority language with a complex and diverse dialect and mother tongue system.
According to previous research results, modern Yi language can be divided into
six major dialects: north, east, south, west, central and southeast. It includes 25
native languages, showing the diversity and complexity of modern Yi language.
The southeast dialect of Yi language can be divided into three kinds of native
languages: Sani, Asi and Azhe, This article focuses on the realization of Yi north
dialect speech synthesis in robots, and understands speech synthesis technology
and Yi speech on the basis of literature data, and elaborates the realization of Yi
speech synthesis in robots by designing a Yi speech synthesis system, and test the
designed system.

Keywords: Yi Language Speech · Speech synthesis · Synthesis algorithm ·
System design

1 Introduction

Due to the rapid development of modern advanced science and technology, computer
research has promoted the development of artificial intelligence, and human-computer
interaction has become very extensive, which has also made computer learning a current
research boom [1, 2]. Speech synthesis is tomake computers speak, and human-computer
interaction systems that use speech synthesis technology are increasingly being studied
bymany scholars, which alsomakesmany consumer electronics products enter the era of
artificial intelligence [3, 4]. This kind of research has great application prospects,whether
it is to let the computer make a sound, or let the computer hear the human language. In
recent years, language synthesis technology has developed rapidly, especially Chinese
has been widely used in various electronic devices. Our country is a large multi-ethnic
country, and it is necessary for research to use speech synthesis technology in various
languages on computers [5, 6]. The technology of language synthesis is developing day
by day, which not only allows computers to produce sounds, but also allows computers
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to produce clearer, smoother and more perceptual language effects, which also makes
human-computer interaction easier and simpler [7, 8].

Regarding the studyof language synthesis, some researchers pointedout that there are
very few studies on grouped language. This is because the practice phase of the synthesis
model requiresmore voice samples of a specific speaker to simulate training. At the same
time,manynaturalwaveforms are also saved during the synthesis process, and the storage
capacity is also quite large. The languageprototype of the disguised speech synthesized in
this way is derived from the subject’s voice, which ismore natural than the parameterized
synthetic language and has less phase information loss [9]. Some researchers believe
that a secret speech recognition algorithm that can use multiple technologies at the same
time is more practical than a secret speech recognition algorithm that uses only one
specific technology. In practical applications, the voice recognition system will detect
secret voices created by various technologies. If the detection algorithm can only detect
the speech synthesized by one synthesis technology, the system uses only one built-in
detection for each synthesized speech, which not only greatly increases the complexity
of the entire system, but also requiresmore time [10]. Regarding the study of Yi language
pronunciation, some scholars proposed that the study of Yi language focused on specific
dialects, as well as the distribution and application of Yi language words. These studies
are not dedicated to Yi language linguistics, so the materials introduced in some Yi
language dialects are not systematic and exhaustive, and even some research methods
are not scientific enough, which affects the research on Yi language phonetics, and
the one-sidedness in research [11]. In summary, there are more researches on speech
synthesis, but relatively few researches on Yi language speech synthesis.

This paper studies the realization of Yi language speech synthesis in robots, analyzes
the characteristics of Yi language speech and the basic elements of speech synthesis on
the basis of literature data, and then designs a Yi language speech system and carries
out the design of the system test, and draw relevant conclusions through the test.

2 Research on Yi Language Phonetics and Speech Synthesis

2.1 The Phonetic Features of Yi Language

(1) The near sound system of Yi language can include six categories: lips, labial teeth,
front tongue, back tongue, uvula, and throat. In terms of vocalizationmethods, it can
be divided into seven-categories: blast, stop, nasal rhyme, side sound, side fricative,
fricative, and non-friction [12].The following explains the Yi language consonant
system from these two aspects:

Fig. 1. [t]’s sonogram
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1) t
[t] Unaspirated voiceless plosive in front of the tip of the tongue
[t]’s sonogram

2) th
[th] Aspirated voiceless stop before the tip of the tongue
[th]’s Sonogram

(2) In Yi language, in addition to the consonants directly or by the finals, it may also
be composed of the consonants and nasal sounds. “The vowels can be divided into
four callings”. The so-called four callings are divided according to the shape of the
vowel and the lip shape of the vowel mouth. According to the lip shape, it is divided
into four callings: open, Qi, close, and so on.

(3) Tone refers to the changes in the syllable height of people’s speech, which occupies
an important position in social communication and daily activities. Tone is an
important feature of Chinese and Tibetan. Some languages have more complex
tones, while others have simpler tones. Tone value is a special form of rising and
falling changes. The Yi language has four tones: high 55, sub-high 44, middle 33,
and low 21.

(4) Syllable is the basic unit of language structure. The syllable structure is complete
and systematic, and it is an important factor for language to form its own language
characteristics. Like Chinese, Yi language is a tonal language, and its syllables are
usually composed of three parts: consonants, vowels and tones (Figs. 1 and 2).

Fig. 2. [th]’s Sonogram

2.2 Basic Elements of Speech Synthesis

(1) Text analysis
To perform speech synthesis, you first need to know what to say, so the first thing
in speech synthesis is text analysis. The main function of text analysis is to allow
the computer to recognize text from these voices and tell them what to pronounce
and how to pronounce. In addition, the computer needs to know what the word is,
what the phrase or sentence is, where the pronunciation is paused, and the length
in the text.
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(2) Prosody generation
Speaking is characterized by rhythm. For example, in Chinese, syllables have dif-
ferent tones, intonations, pauses, and pronunciation lengths. These are all rhythmic
functions. Prosody characteristic parameters include acoustic parameters that affect
these characteristics, such as fundamental frequency, duration, and volume. The
result of the text analysis only shows the pronunciation and the way of pronuncia-
tion. This pronunciation is only abstract. For example, if the voice to be expressed
in the text is the second or third, and it is emphasized or read a little, where to pause,
these are all determined by the rhythm. Similar to the realization of text analysis,
prosody can be divided into two methods: rule-based and database-based.

2.3 Speech Synthesis Algorithm

The Gaussian model uses Gaussian probability density function (normal distribution
curve) to accurately quantify things, and divides an event into several modules accord-
ing to the Gaussian probability density function (normal distribution curve). The two
main factors that introduce the Gaussian mixture model into speech recognition are: the
linear superposition of Gaussian density functions, which can approximate any form of
distribution.

In a D-dimensional GMM with M mixed components, it can be represented by the
weighted sum of M Gaussian members, namely

p(xt |λ) =
M∑

i=1

wip[xt |μi, �i] (1)

Among them, xt is aD-dimensional observation vector,wi is themixedweight, which

is equivalent to the probability of each Gaussian member, and
M∑
i=1

wi = 1; p[xt |μi, �i]
is the D-dimensional Gaussian function, namely

p[xt |μi, �i] = 1

(2π)
D/2�i

exp{−1

2
(xt − μi)

T�−1
i (xt − μi)} (2)

In the formula, μi is the mean vector, and �i is the covariance matrix.

3 Yi Language Speech Synthesis System Design

3.1 System Requirements Analysis

(1) Voice input, processing and analysis of voice database requirements
Before designing the system, you first need to create an audio file database in wave
format. Through the above introduction, speech synthesis software can be used to
record (analog speech signal and digital speech signal conversion), create speech
files, create speech database (only applicable to large-scale speech library creation),
if there is a new audio request, the system can add the new audio file to the original
database).
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(2) Interface requirement analysis

The speech synthesis system provides a graphical user interface, allowing users to work
intuitively and conveniently. The main interfaces include:

1) Category menu bar (list items and contents according to different categories).
2) The content key list (that is, the display of the audio content contained in the selected

key, expressed in txt format).
3) The function keys include 4 types of controls: input and delete keys, speech synthesis

keys, voice listening keys, and file storage keys.

3.2 Text Analysis Module

The text analysis module of the Yi language speech synthesis system processes
pronunciation-based text, decomposes any text string into characteristic words, and per-
forms pronunciation marking. At the same time, according to the phonetic and semantic
rules, the text analysis part also determines the sentence structure, sound level, sound
and various pauses of each word and syllable. The edited text string is converted into a
parameter code string that characterizes the pronunciation function. Thiswill be provided
for editing later.

(1) Standardization of input text. Look for spelling errors and exclude irregular or
unexpressive characters in the text.

(2) Word segmentation and morphological analysis. It provides a complete analysis of
the vocabulary, grammar and semantics of the text, the division ofwords and phrases
from sentences, and the grammatical relationship between the features of eachword
and sentence. This is a semantic analysis process. Therefore, the system needs a
semantic “dictionary”, and each word in the “dictionary” needs a part-of-speech
tag.

(3) Phonetic transcription. According to the pronunciation, it displays the basic pro-
nunciation unit of each syllable of the sentence, the tone of the sentence, and also
analyzes special words (surnames, numbers, proper nouns, special chars, etc.) and
polyphony.

(4) Recognize pitch, pause and accent. Text parsing determines the tone and pronunci-
ation of sentences based on the structure of the text. In addition, in order to resolve
the ambiguity in some of the detected accents, it is also necessary to edit the punc-
tuation marks and other characters in the text to determine the pauses between the
texts.
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3.3 Prosody Generation Module

The prosody part of the text after text analysis, the result of text analysis only tells
the system what to pronounce and how to pronounce. This is just an abstract way of
pronunciation. The rhythm part determines the tone of the pronunciation, whether it is
accented or paused. Similar to the text analysis method, the prosody creation method is
divided into two methods: rule-based and data-based.

3.4 Speech Synthesis

First of all, by recording sounds cover all possible accents in the process of human
utterance, and then obtain the acoustic parameters of this sound, so as to establish a
more complete language library. In the pronunciation process, first select the appropriate
acoustic parameters in the audio library for the voice to be expressed, and then generate
new voices according to the prosody parameters obtained in the prosody model using
synthetic calculations.

4 System Test

4.1 Experimental Design

The experiment in this paper consists of four training sets of four Yi local accents, 35
sentences, 150 sentences, 350 sentences and 550 sentences. In the experiment, this article
trained two models, an HD model and a MAT model. The HD model is a related model
for Yi dialect speakers, and the MAT model is an adaptive model for Yi speakers.

4.2 Evaluation of Sound Quality

During the evaluation process, 10 Yi local accents reviewers randomly played the speech
composition of the HD model and the speech of the MAT model, and evaluated various
training sets and two training models. A total of 320 Yi language voice test files (40
Yi language voice test proposals ×4 language dialect training sets ×2 models) will be
evaluated according to the evaluation criteria. The scoring results are shown in Table 1.

Table 1. Sound quality evaluation results

HD MAT

35 1.24 1.76

150 2.34 3.14

350 3.61 3.45

550 4.09 3.89
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Fig. 3. Sound quality evaluation results

As can be seen from Fig. 3, as the training sentences increase, the scores of the HD
and MAT models have improved significantly. Among the 35 proposals, the HD model
score is 1.24 and the MATmodel score is 1.76. Among 150 audios, the scores of the HD
model and the MAT model are 2.34 points and 3.14 points, respectively. In 350 audio,
the pronunciation scores of HD model and MAT model are 3.45 and 3.61, respectively.
When the proposal reaches 550 proposals, the HDmodel sounds slightly higher than the
MAT model (3.89 and 4.09 respectively). Experiments can prove that the introduction
of adaptive dialect training significantly improves the effectiveness of speech synthesis.

4.3 Voice Similarity Evaluation

This article evaluates the similarity between the original Yi language voice and the Yi
nationality’s synthesized voice. A total of 320 Yi language audio files (40 Yi language
dialect proposals x 4 Yi language dialect training sets x 2models), play the original voice
first, then play the synthesized voice, compare the similarity of the two voices, the evalua-
tion is based on theDMOS score reference score. The results are shown in Table 2.

Table 2. Voice similarity evaluation result

HD MAT

35 1.34 2.34

150 2.34 3.23

350 3.45 3.76

550 4.12 4.04
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Fig. 4. Voice similarity evaluation result

From Fig. 4 we can see that the HDmodel scores 2.34 out of 150 sentences and 1.34
out of 35 sentences. Through the comparison, we can see that the similarity has been
significantly improved. Similarly, as the number of sentences increases, the speech simi-
larity between the two models will also increase. For the 35-sentence training sentences,
the speech composition scores of the HD and MAT models are 1.34 points and 2.34
points, respectively. For the same sentence, the similarity of the MAT model is better
than that of the synthetic HDmodel. In a compound sentence of 550 sentences, the eval-
uations of the speech composed of the HD model and the speech composed of the MAT
model were 4.12 and 4.04 respectively. The audio similarity of HD model is slightly
higher than that of MAT. Generally speaking, the speech synthesized by this system has
a high degree of similarity. It can be concluded that the more sentences there are, the
more similar the synthesized speech is to the original speech. The audio composition
similarity of the custom MAT model is better than that of the HD model.

5 Conclusions

This article focuses on the realization of Yi language speech synthesis in robots. After
understanding the relevant theories, a Yi language speech synthesis system is designed
to illustrate the realization of Yi speech synthesis in robots, and then the designed system
according to the experimental test, the experimental results show that the similarity of
the speech synthesis of Yi language of the system in this paper is generally high.
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Abstract. With the continuous improvement of people’s living standards, the
improvement of material life and the level of science and technology, the people’s
values and lifestyles have also undergone tremendous changes. This article aims
to study the application of deep learning algorithms in national fitness monitoring.
Based on the analysis of the current status, problems and causes of the national
fitness monitoring work, the questionnaire survey method is used to investigate
the cognition, feedback and other issues of the citizens of City S on the fitness
monitoring. Propose feasible strategies based on its problems. The survey results
show that the citizens themselves have problems with their attitudes, awareness,
and cognitionwhendealingwith thework of physical fitnessmonitoring.However,
citizens are still satisfied with the work of physical fitness monitoring and are
willing to accept it. Physical fitness monitoring is still popular among citizens.

Keywords: Deep learning algorithm · National fitness monitoring ·Monitoring
methods · Development strategies

1 Introduction

The physique of the citizens plays a vital role in the development of a country. The
development of economy, politics, technology, etc. cannot be separated from the human
foundation [1, 2]. With the proposal of “Healthy China” in 2015, the building of a
healthy China has been raised to a strategic height [3, 4]. With the development of the
National Fitness Program, people have begun to pay more and more attention to the
development of physical fitness. National physique monitoring has also become more
and more important [5, 6].

My country’s national fitness monitoring is relatively late, and in this respect it is
still in a relatively immature stage compared with Western countries [7, 8]. Therefore,
research on citizen physical fitness monitoring should not only be valued by experts and
scholars, but should also receive the attention of the whole society. The quality of the
national physique will directly affect the economic development and social stability of a
country [9, 10]. Therefore, it is of great significance to understand the status of national
fitness monitoring.
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Based on the analysis of the status quo, problems and the causes of the problems in
the national fitness monitoring work, this paper uses a questionnaire survey method to
investigate the cognition and feedback of the citizens of City S on the fitness monitoring,
and proposes feasible strategies based on the problems. The survey results show that the
citizens themselves have problems with their attitudes, awareness, and cognition when
dealing with the work of physical fitness monitoring.

2 Research on National Physique Monitoring Methods Under
the Background of Big Data

2.1 Analysis of the Status Quo of Physical Fitness Monitoring

(1) Monitoring network links
The various indexes of national fitness not only reflect the physical condition

of the tested object, but also reflect the adaptability of people to the geographical
environment to a certain extent. In the future development trend, it is necessary to
introduce GIS technology, that is, geographic information system technology, to
establish and improve the national fitness assessment model [11, 12].

(2) Links of monitoring tasks
The national fitness monitoring work involves many links, which means that

relevant monitoring tasks run through the macro structure and microstructure of the
national fitness monitoring network. From the perspective of the operation process
of the monitoring task, the big data technology platform can run through the entire
process of the national fitness monitoring task, which requires many government
departments such as sports, education, health, labor unions, women’s federations,
science and technology to achieve cross-border integration and digital resource
sharing.

2.2 Problems in Physique Monitoring

(1) Monitoring network links
The first flaw is the failure to reflect the urban-rural differences through big

data. Air quality, living environment and many other factors make it difficult for
the same physical fitness monitoring standard to reflect the true physical status of
differentmonitored people, and the setting of themonitoring network loses objective
evaluation standards. The second flaw is that there is no technical support of big
data to pay attention to the national physique monitoring of the floating population.

(2) Links of monitoring tasks
In the micro-level operating system, vertical resource sharing and intercom-

munication in the same field are relatively good, but there are still many barriers
to horizontal resource sharing and intercommunication in different fields. Taking
the physique monitoring task of the elderly as an example, the coordination and
cooperation between the neighborhood office, the elderly service agencies, and the
property management of residential communities in the physique monitoring task
of the elderly is still at a low level. The national physique monitoring task link there
is still a great expansion in the high-level collaboration and cooperation of sharing
big data resources.
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(3) Sampling link of monitoring objects
In the process of national physique monitoring in City S, the sample sampling

did not fully reflect the technical advantages of big data. More importantly, our
country’s increasingly accelerating social mobility and rapid urbanization process
have gradually eliminated the traditional dualistic social pattern, increasing the
complexity of monitoring objects to a certain extent, which also requires great
support from an objective point of view.

2.3 Analysis of the Cause of the Problem

(1) Analysis of the causes of problems in hardware construction
Big data, as a product of information technology innovation, not only puts

forward requirements for related hardware construction, but also requires rele-
vant professional staff to operate. The complexity of national physique monitoring
determines that relevant staff must be temporarily recruited, which means that it is
difficult to ensure the consistency and standardization of relevant staff in terms of
information technology capabilities.

(2) Analysis of the causes of problems in software construction
Relying on big data technology to improve the scientific level of national fitness

monitoring is a specific application of information technology to improve people’s
livelihood. However, the poor health awareness of the broad masses of the people
at the grass-roots level in our country or their resistance to government-led coop-
eration or even confrontational psychology, as well as the lack of awareness of
the advantages of the emerging technology of big data by the implementers of the
monitoring work, have determined the major disadvantages. The complexity and
difficulty of national physique monitoring in the context of data.

(3) Analysis of the causes of problems in the work concept
The emergence of big data is an important change in the changes of human soci-

ety, which requires timely follow-up of relevant theoretical knowledge. However,
the limitation of the theoretical level of our country in the process of improving the
national physique determines that it is difficult to form a corresponding theoretical
knowledge system in a short time. This objectivelymeans that the national physique
monitoring work in the context of big data has weaknesses and deficiencies in the
theoretical knowledge system.

2.4 Advantages of Deep Learning Algorithms

(1) Ability to abstract complex features. Deep learning has a deep network structure. It
can not only reduce the dimensionality of complex feature data to a certain extent,
but also extract deep features,which can effectively use deep features to characterize
data.

(2) Feature extraction based onunsupervised pre-training. Traditionalmachine learning
is based onmanually extracting features,which not only relies onhuman experience,
but once the feature selection is inappropriate, it will directly lead to a decrease in
the accuracy of the supervised learning results.
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(3) Practice shows that deep learning has made significant achievements in the field
of image processing and pattern recognition, and its accuracy is better than other
algorithms.

3 Experiment

3.1 Questionnaire Survey Method

3.1.1 Formulation of the Questionnaire

After reading relevant materials, books, topics, etc., this article focuses on the national
physical fitness monitoring methods, and understands the current status of the physical
fitness monitoring work in City S. The questionnaire is formulated and revised on this
basis. After the questionnaire design is completed, experts are searched for review and
guidance. After reviewing the questionnaire, the experts givemany pertinent suggestions
and correct the existing problems. Many revisions were made to the questions and sug-
gestions raised by experts to ensure the validity of the questionnaire. The questionnaire
design is aimed at some 600 adult citizens in the urban area of S city, selected citizens
according to the principle of random stratified sampling.

3.1.2 Reliability Test of the Questionnaire

Using formula (1) to calculate the reliability coefficient, the correlation coefficient of the
questionnaire is r = 0.883. According to the theories and methods of modern scientific
research, when the reliability of a test reaches 0.80 or more, it can be regarded as a test
with higher reliability. The test results confirm that the questionnaire is reliable.

s2 = (M − x1)2 + (M − x2)2 + (M − x3)2 + . . .+ (M − xn)2

n
(1)

r = 1− S2(1− r1)
/
S2n

(2)

r = 2rban
1+ rban

(3)

3.1.3 Issuance and Collection of Questionnaires

The citizen questionnaire in this article is distributed to 100 citizens randomly selected
from each district in six districts and counties of S city. 600 questionnaires were dis-
tributed, 584 were returned, and 574 were valid questionnaires. The method adopted is
to personally distribute and recycle on-site and others to distribute and recycle on-site.
When others substitute for distribution, they will be notified of the precautions to be
filled in, and then the agent will convey it to the person who fills in.
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Table 1. Understand the degree of fitness testing methods

Degree Frequency Proportion

Know it well 62 10.8%

Understanding 164 28.57%

General understanding 246 42.86%

Don’t understand 74 12.89%

Don’t understand at all 28 4.88%

4 Discussion

4.1 Citizens’ Awareness of Physical Fitness Monitoring in S City

Table 1 shows the level of understanding of the 574 citizens surveyed on physical fitness
testing methods. There are 62 people who know very well, accounting for 10.8%, 164
people who know, accounting for 28.57% of the total, there are generally 246 people,
accounting for 42.86% of the total, 74 people who don’t know, accounting for 12.89%,
very there are 28 people who don’t understand, accounting for 4.88%. From the table,
we can clearly see that more than two-thirds of the citizens have some understanding of
the physical fitness test methods, and only a small number of citizens do not. It shows
that most citizens have participated in the physical fitness test, which shows that City S
has put this work into practice and considers the citizens personally.

4.2 Citizens’ Feedback on Physical Fitness Monitoring

Table 2. Physical fitness test projects participated by citizens

Monitoring content Frequency Proportion

Height, weight, vital capacity, step test, sitting forward bending 498 86.45%

Vertical jump, stand on one foot with closed eyes, select reaction time,
push-ups, sit-ups

526 91.31%

Body composition analysis, bone density 352 61.11%

ECG, blood sugar, blood lipids, blood routine, spine measurement 69 11.97%

Other projects 236 3.64%

Table 2 shows the test items that Beijing urban residents came into contact with dur-
ing the physical fitness test. Most of the citizens have participated in the 11 national
test indicators of height, weight, vital capacity, step test, sitting forward bending, grip
strength, vertical jump, standing on one foot with closed eyes, selective reaction time,
push-ups, and sit-ups. Participated in body composition analysis, and bone density 352
people, accounting for 61.11%. There are 69 people who have participated in electro-
cardiogram, blood sugar, blood lipid, blood routine, and spine measurement, accounting
for 11.97% of the total. Others accounted for 3.64%.
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Fig. 1. Are you willing to save the test data

Figure 1 shows whether citizens are willing to save the monitoring data. Among
them, 463 people, 80.38% of the total, expressed their willingness to establish their
own data accounts for future comparative analysis and real-time inquiries about their
physical condition. In general, 48 people, accounting for 8.33%, expressed that they
were unwilling to save the monitoring data, and 65 people thought it would involve
privacy and felt that it was of little use. On the whole, citizens are still willing to build
their own databases.
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Fig. 2. Does the physical fitness monitoring work help citizens’ health?
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Figure 2 shows whether citizens think the physical fitness monitoring will help
citizens’ health. There are 374 citizens who believe that carrying out physical fitness
monitoring is very helpful to their own health, can gain an understanding of their physical
fitness, and enhance their awareness of physical exercise and the degree of concern for
sub-health. Approximately 64.94% of the total percentage. 30.26% of people said they
were fair and thought it was just a census. 4.8% said it did not help. Overall, it shows that
citizens are still satisfied with the work of physical fitness monitoring and are willing to
accept it. Physical fitness monitoring is still popular among citizens.

5 Conclusions

The national physical health condition affects the stable development of a country and
a region. Citizens are the mainstay of creating social wealth. Facing the current rapid
development of society, the accelerating pace of life, and increasing pressure from all
aspects of society, citizens must have a good physical fitness level. Therefore, based
on the analysis of the status quo, problems and causes of the problems in the national
physical fitness monitoring work, this article uses a questionnaire survey method to
investigate the cognition and feedback of the citizens of City S on physical fitness
monitoring and other issues, and propose feasible strategies based on the problems.
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The Optimization Algorithm of Tourism Route
Based on Deep Learning Theory

Jia Xue(B)

Chengdu Polytechnic, Chengdu 610041, Sichuan, China

Abstract. With the rapid development of the tourism industry, the traditional
fixed single tourism route can no longer meet the needs of consumers. The design
of a reasonable, individualized and diversified tourism route has become an urgent
problem for the tourism industry. The design of tourist routes is mainly divided
into tourist node selection and node combination optimization. This paper designs
a travel route based on deep learning theory and uses intelligent algorithms to
optimize the route. This article first uses the literature review method and the case
verification method to explain the concept and characteristics of creative tourism;
secondly, it describes and introduces the background of the new era, in which
computer technology accounts for a large proportion; finally, it also constructs the
integration In order to select more suitable indicators, a measurement indicator
system was constructed to test the level of integration of creative industries and
tourism industries. This article takes two more famous tourist cities in Jiangxi
Province and draws the following conclusions: In 2019, Nanchang achieved an
added value of tourism of 149.6 billion yuan, an increase of 5% over the previous
year, accounting for 7.5% of the city’s GDP of 12.4%. Tourism has gradually
become the economic support of Nanchang!

Keywords: Deep learning theory · Travel route · Optimization algorithm ·
Route design

1 Introduction

In any corner of the world, different industries are actively or passively exploring and
developing new concepts and new models, exploring the possibility of interaction and
integration between industries. Tourism is a comprehensive industry and an impor-
tant driving force for economic development. In recent years, with the improvement
of comprehensive national strength, the people have no worries about food and clothing.
Tourism has developed rapidly in recent years and has become a hot spot for residents’
consumption.

Regarding the tourism industry, various experts have also expressed many opinions.
Martín believes that cultural and creative tourism is regarded as the two main industry
support for tourism and tourism groups, including direct support and services provided
by tourism support groups and software industry groups; tourism industry groups include
travel agencies, hotels, tourism and entertainment, Tourist market and tourist transporta-
tion. It belongs to the tourism industry included in the primary and secondary industries,
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as well as other related industries in the tertiary industry besides tourism [1]. Richards
not only combines cultural and economic factors, but also connects with the background
of the current era. He summarizes the cultural creative industry as “in the era of global
consumption, a new economic form that relies on high technology and the Internet to
satisfy people’s spiritual and cultural aspects” [2]. Based on the research foundation
of American scholars, Lopes also proposed the “5Cs” structure for the development of
Hong Kong’s cultural and creative industries. His argument is based on the perspective
of creative capital. His basic point is: the creative industry includes five types of capital,
namely human capital and creativity [3].

This article focuses onnew forms, basedon the richness of existing tourism resources,
takes cultural creativity as the theme of tourismdevelopment under the background of the
new era, takes tourism+ as the main line for tourism development, and seeks the theory
of the integration of cultural and creative industries and traditional tourism. Tourism
industry development machine [4].

2 Method

2.1 The Concept of Deep Learning Theory

By constructing a multi-level intelligent learning model and massive training data, it
extracts the essential characteristics of the data and analyzes the potential value of big
data to solve complex abstractions. The problem. Deep learning has made a major
breakthrough in the research field of traditional neural networks. First, deep learning can
achieve hierarchical expression of data and complex function approximation functions
by constructing deep nonlinear networks, and characterize the essential attributes of data,
solving complex abstractions Data visualization and classification, prediction and other
issues; second, the feature learning process of deep learning is an unsupervised nature,
through a top-down unsupervised training to learn data features, and then apply top-down
Supervised training is used to fine-tune the parameters of a network. The comprehensive
training of “layer-by-layer pre-training” and “fine-tuning” solves the problem of neural
network parameter adjustment.

2.2 Analysis of “Tourism+”

(1) In the context of the new era, the development of “tourism+” does not seem to
be unexpected. Integrating regional characteristic culture into cultural and creative
products and strengthening the connection with modern life will help tourists and
the public who have a sense of identity with local culture. Inmodern tourism, people
are no longer confined to the tourism form of walking horses and flowers, but also
hope to understand the local material and spiritual culture during the travel process,
so that more people can enjoy the baptism of local culture [5].

(2) In the tourism era, tourism-related industries are quietly merging, such as “tourism
+ cultural creativity+ agriculture”, “tourism”, “cultural creativity” and “network”.
As a product of tourism cultural creativity in the tourism industry, the power of
integration can connect related industries, lead the development of local industries,
and spread local culture to the society, forming a “mutual integration and mutual
assistance in tourism, culture, network, economy, and agriculture” [6].
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2.3 Features of Creative Tourism

Creative tourism has changed the traditional way of tourism based on projection, seeking
the active participation and learning of tourists, and meeting the needs of tourists for
individualization and self-improvement. As a product of the integrated development
of the creative industry and the tourism industry, creative tourism has its own unique
characteristics:

1) Culture is the soul of tourism and the foundation for the survival and develop-
ment of tourism. The creative industry is a product of social, economic and cultural
development to a certain extent, and is the product consumption of people’s growing
knowledge and cultural needs. As a new type of activity combining creative industry
and tourism industry, creative tourism has realized the transformation from culture
to creativity [7].

2) Creativity is an important feature that distinguishes creative tourism fromother forms
of tourism. The extensive development model of the traditional tourism industry not
only requires a large investment of human, material and economic resources, but
it also causes great damage and waste to the environment and tourism resources.
Creative tourism is no longer a passive sightseeing tour. Tourists must invest in
various elements such as wisdom, and participate in the feelings and skills of tourism
creation during the travel process.

3) Interactive interactive participation is a way to realize creative tourism. From the
above concept of creative tourism, creative tourism emphasizes the “participation in
activities” and “learning experience” of tourists. The biggest feature different from
traditional tourism is that the acquisition of creative experience not only depends
on the provision of tourist destinations, but also requires tourists to participate in
the creation. Only tourism activities that combine with tourists and destinations are
truly creative.

4) In general tourism activities, tourism resources (things) dominate the development
of tourism activities or projects. Creative tourism is the crystallization of human
wisdom. It mainly relies on human subjective resources, such as creativity, wisdom
and skills. These intangible spiritual resources are inexhaustible, inexhaustible, and
can be recycled forever, so he said that creative tourism has obvious sustainability
[8].

2.4 Creative Tourism and Cultural Tourism

The relationship between tourism and culture has always been an important content of
tourism research. Creative tourism and cultural tourism are closely related, but there are
differences between the two. From the perspective of the definition and basic elements of
creative tourism, creative tourismand cultural tourismare essentially the same, that is, the
essence of creative tourism and cultural tourism are the same. Culture is considered to be
themain content of tourism products, but from the analysis of content and characteristics,
cultural tourism pays more attention to the cultural concept of tourism products and pay
more attention to culture [9].
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2.5 Fusion Model

The degree of interaction and interconnection between systems is called the degree of
coupling. In the empirical analysis of this article, the degree of coupling can be used to
measure the result and degree of the interaction between the cultural creative industry
and the tourism industry. The integration model is widely used in the measurement
of industrial integration. This paper chooses more suitable indicators to construct a
measurement indicator system to test the level of integration of creative industries and
tourism industries [10]. Set variableµi(i = 1, 2, 3, 4..., n)Represents the system.When
n ≥ 2, the coupling degree model of the interaction between n systems is:

(1)

Let n = 2, the coupling degree model becomes:

(2)

This formula can be used to measure the degree of coordination between cultural
and creative industries and tourism in the process of industrial integration among them,
C2 larger, the higher the coupling.

3 Experiment

3.1 Literature Research

The classification and further summary of related documents constitute the theoretical
basis of this article on the integration and development of creative industries and tradi-
tional tourism. At the same time, it summarized recent policy documents and program
texts to determine the social and economic background for achieving this goal.

3.2 Logic Deduction

This article first defines the relevant research concepts, and then summarizes the elements
of the creative cultural industry and tourism industry system. Secondly, it summarizes
the integration characteristics of cultural creative industry and tourism industry, and
constructs a measurement model of the integration level of cultural creative industry and
tourism industry.

3.3 Combination of Theory and Practice

As a new form of industry, it is impossible to comprehensively analyze the tourism
creative industry through a single theoretical case study and analysis. Based on the
industrial characteristics of the tourism creative industry, this article combines relevant
industry integration theories and classic cases of tourism creative industry development
to further analyze and guide the direction and trend of the development of industry
integration.
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4 Discussion

4.1 Status of Jingdezhen Tourism and Cultural Industry

The tourism industry in Jingdezhen has developed into a pillar industry, with tourism
revenue accounting for 35% of the region’s GDP in 2019. Tourism is listed as one of the
future “3 + 1” characteristic advantageous industries in the region. (Ceramic industry,
aviation industry, automobile industry and tourism industry).

From Fig. 1, Jingdezhen’s tourism revenue accounted for one-third of the annual
GDP, and its cultural and creative industries have a solid foundation. The cultural and
creative industry is the foundation and soul of cultural and creative tourism. Cultivate and
practice more than 3,000 ceramic cultural and creative industry operators, of whichmore
than 12 have been identified as provincial-level cultural industry demonstration bases,
and three have been included in the province’s cultural and creative service industry
complex.

30% 

70% 

Proportion of tourism in regional production in 2019

tourism Other industries

Fig. 1. The proportion of tourism in GDP in 2019

4.2 The Development of Cultural and Creative Tourism-Related Industries is
Steady–Taking Nanchang as an Example

The overall development of Nanchang’s tourism industry is in a steady state of devel-
opment. During the “Eleventh Five-Year Plan” period, Nanchang’s tourism industry
developed vigorously. Through continuous integration of tourism resources and actively
building regional tourism brands, the status of Nanchang’s tourism industry continued to
rise, the scale of the industry continued to expand, and tourism consumption continued
to increase (Table 1).

Analyze from the perspective of the growth value of the tourism industry in Nan-
chang. During the “Eleventh Five-Year Plan” period, the added value of Nanchang’s
tourism industry grew at an average annual rate of 26.58%, higher than the growth
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Table 1. Nanchang tourism growth value table

Index 2010 2015 2018 2019

Added value (100 million yuan) 500 1300 1411 1496

Proportion of added value of tourism industry in Nanchang’s GDP
(%)

6.2 8 7.4 7.5

rate of the tertiary industry in Nanchang during the same period. In 2015, Nanchang’s
tourism industry achieved an added value of 130 billion yuan, an increase of 133% over
the end of 2010, accounting for 10% of the added value of Nanchang’s tertiary industry
during the same period and 8% of Nanchang’s GDP during the same period. In 2019,
Nanchang achieved an added value of 149.6 billion yuan in tourism, an increase of 5%
over the previous year, and accounted for 12.4% of the 7.5% of the city’s GDP. Tourism
has gradually developed into a pillar industry in Nanchang.

4.3 Fusion Mechanism

Based on the perspective of system theory, the concept of industry is defined as a sys-
tematic combination of technology, product, enterprise, market and system. Different
industrial factors interact with each other, continuously differentiate and restructure,
and promote the development of the industrial system. It can be said that the integration
mechanism of industries is the result of the evolution of different divisions of labor
between or within industries (Fig. 2).

Culture: the concept of industrial 
integration
Technology: technological 
innovation 
Economy: the development of 
corporate groups
Politics: government 
deregulation, cultural tourism
Policy support for creative 
industries 

The pursuit of interests by 
enterprises and the 
improvement of industrial 
value chain structure
Continuous innovation in the 
view of tourism resources
Creative talent

Tourism market 
demand 

Fig. 2. The integration mechanism of tourism industry and cultural creative industry

4.4 Enhance Brand Awareness

If a city wants the tourism industry to develop steadily, it must strengthen brand invest-
ment, improve the planning, planning, marketing, and promotion capabilities of park
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brands, industry brands, and corporate brands, and increase the visibility and reputation
of the cultural industry. Implement enterprise growth projects. Speed up the cultivation
of a number of cultural brands with good development prospects, excellent business
performance, high industry visibility, high market share, and independent intellectual
property rights. Enterprises should develop in the direction of specialization, precision,
speciality, and new, and use capital as the link to carry out cross-regional, cross-industry,
and cross-ownership mergers and reorganizations. Raise funds from the capital market,
cultivate a group of strategic investors in the cultural field, and further expand and
strengthen.

5 Conclusion

Based on the research of experts and scholars, this article analyzes the cultural and
creative tourism industry. It discusses the conceptual characteristics of the cultural and
creative tourism industry, focusing on the analysis of the development advantages and
opportunities of the cultural and creative tourism industry, the international reference
of the cultural and creative tourism industry, the existing scientific and technological
achievements and the potential mechanism of the integration of the cultural and creative
industry and the tourism industry. Combining with Jiangxi’s local cultural resources and
tourism resources, carry out creative upgrades, expand product upgrades and market
demand, accelerate the transformation of economic development structure, and estab-
lish cultural and creative tourism areas that conform to the status quo of Kunming. At
the same time, integrating the characteristics of the tourism industry into the cultural
creative industry can not only increase the propaganda of the cultural creative industry,
increase product sales, and create new forms of cultural creativity and tourism industry
derivatives. Play a role in increasing the quality of consumer consumption and promoting
the development of integrated industries.
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Construction of an Intelligent Student
Management and Evaluation Information
System Based on Fuzzy Neural Network

Cheng Qian(B)

Student Affairs Office of Party Committee, Wuhan Business University, Wuhan, China

Abstract. With the increasing application of informationmanagement systems in
colleges and universities. However, specialized information evaluation software
for student management is relatively rare, and it is difficult to conduct effec-
tive specialized performance evaluation of student management in a traditional
information system environment. To this end, the establishment of a complete
system for collecting and processing student management information in higher
vocational colleges, as well as an information management system built on this
basis, has important practical significance for the performance evaluation of stu-
dent management. The purpose of this article is to study the construction of an
intelligent student management and evaluation information system based on fuzzy
neural network. In this article, the fuzzy neural network model will be combined
to provide new research tools, ideas and methods for the intelligent student man-
agement evaluation information system. The intelligent information evaluation
system and information management system developed by it also provide new
ideas and new methods for colleges and universities. It can also fully mobilize
the work of colleges and universities to provide a new platform that conforms to
the trend of the times. Experimental research shows that this study uses the fuzzy
neural network intelligent student management evaluation information system to
evaluate the student information of 6 colleges/departments. The evaluation score
calculated only by the weight of the indicator system is more accurate and more
flexible.

Keywords: Fuzzy neural network · Student management · Information
evaluation · Evaluation system

1 Introduction

In recent years, China’s informatization construction has advanced by leaps and bounds,
and information systems have been widely used in colleges and universities. As col-
leges and universities rely more and more on the student information evaluation system,
the weakness of the information system is becoming more and more obvious, and the
frequency of system interruption caused by the paralysis of the information system is
also obvious [1, 2]. At present, the intelligent student management evaluation informa-
tion can be well carried out through the fuzzy neural network. The combination of the
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student management evaluation information system and the fuzzy neural network is of
great significance to the development of college education.

In the research on the construction of an intelligent student management evaluation
information system based on fuzzy neural networks, many scholars have studied it. For
example, Liu RF decomposes the development model of student management evalua-
tion information system into needs analysis, development model establishment, detailed
design and function realization Three parts [3]. Zhu Y describes the overall structure of
the operation of the student management and evaluation information system, and shows
the connection and communication methods of each part, thus showing the realization
of the system functions [4]. It can be seen that the research on intelligent student man-
agement and evaluation information system based on fuzzy neural network is of great
significance.

This paper proposes a fuzzy neural network based on genetic algorithm, which uses
the comparative and global search capabilities of genetic algorithm to improve the design
of student control and evaluation information system. This article focuses on the system
analysis, operation requirements, data flow, data processing and system management
evaluation of student management information, and analyzes the main requirements of
the program, business relationships and major business planning.

2 Research on the Design of Intelligent Student Management
and Evaluation Information System Based on Fuzzy Neural
Network

2.1 Fuzzy Neural Network Intelligent Information Processing Combined
with Student Management and Evaluation Information System

(1) Principal element network reduction
An important issue in the process of intelligent information processing is to select
features with strong distinguishing ability (or the input of training vectors). There-
fore, it is necessary to determine the priority of input vector features and extract
important features. And use the selected features as input for recognition or classifi-
cation schemes. At the same time, similar inputs may belong to the same category.
Under this rule, the input variables are normalized in the unit interval, and then
selected according to their variance. That is, the larger the variance, the more likely
the input vector is to have better distinguishing ability [5, 6]. For some data sets,
combining two features will produce better distinguishing ability than using one
feature alone. Mention that principal component analysis (PCA) (or Karhunen-
Loeue transformation) is a method of linearly combining inputs and identifying
their priority.

(2) Reduction based on the weight matrix
In the process of data analysis, processing and reasoning, even after the formation
of reasoning rules, it is impossible to determine which data or conditional attributes
are important or necessary. From the example in the second part of this article,
according to the numerical characteristics of the weight matrix, only its second
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input attribute has an impact on the perceptron. It can be seen that in the multi-
attribute decision-making system, some redundant conditional attributes can be
reduced by the weight of the network.

(3) Neural network based on rough reduction
The input information generated by the rough and complex process, in short, may
be uncertain quantitative data or powerful phrases, and explain the relationship
between site characteristics and decision-making characteristics, that is, the rela-
tionship between input points and production sites. To determine the flexibility of
the flexible table, rough set reduction can simplify the training data set of the neural
network, eliminate redundant data on the premise of retaining important informa-
tion, and reduce the dimension of data input and the amount of calculation of the
neural network.

Currently, there are two types of simplification of neural networks using rough
reduction.

1) Use rough reduction to simplify the input dimension of the neural network
The structure of the network is greatly affected by the size of the data input to the
network [7, 8]. Therefore, delay reduction is often used to reduce the data size as
the input to the neural network system, which can better define the network system.

2) Use rough reduction to simplify the number of fuzzy neural network rules
Fuzzy neural network is a system based on fuzzy inference, which is greatly affected
by the number of fuzzy rules. In practical applications,many ruleswill lead to system
integration failure, long network training time or large training errors. Therefore,
the use of reducing the number of neural network decision rules can significantly
reduce the scale of network configuration and speed up network integration.

2.2 Demand Analysis and Development Mode Selection

The design also has the function of sharing student information to facilitate the openness
and transparency of student information, especially attendance, rewards and punish-
ments. It is very important for students to control the personal data and statistical results
generated in campus activities. This is based on the implementation of many student
departments in campus life. Students can use the IC card to enter the query terminal to
fully understand the information they want.

(1) Choice of development mode
The student information intelligent management system based on IC card and
network monitoring should use the school’s existing campus network and office
automation OA system, and add the query terminal and database designed in this
project to change the existing system to a lower degree, even It runs in the origi-
nal system in a parasitic way. The hardware investment is a computer host and a
steel case, and this design is mainly composed of software, leaving enough space
for function expansion, which can further cover the functions to various applica-
tion sites and fields in the school [9, 10]. Therefore, the development mode should
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be based on general technology, and the operation interface familiar to the pub-
lic should be selected. To build this design system, you need to make five choices:
operating system, background database, scripting language for developing dynamic
pages, development mode and system operating environment. Based on the needs
analysis and the above considerations, appropriate choices can be made according
to the characteristics of various development tools and development languages.

(2) Choice of development structure
The overall design idea of this project is to combine the existing campus network

and data system of Guangzhou Public Utilities Senior Technical School to establish
a complete student database, log in on the terminal through the student’s IC card,
and select the desired data on the terminal through touch screen technology. The
content to be queried, or the teacher logs in on the office automation system, selects
the content to be processed through the browser, and the client selects the collected
IC card number or student number to identify the student’s identity in the database
to filter out the student’s designated relevant information Data, and return to the
terminal or browser for reference or modification [11, 12].

2.3 Research on Intelligent Algorithm Design

In the evolution strategy, it mainly includes two elements (X, σ). Where X represents the
next visited node and σ represents the variance. Its node descendant generation formula
is as follows:

σ
′ = σeN (0,�σ) (1)

x
′ = x + N (0,�σ

′
) (2)

Among them, the mean of N (0,�σ
′
) is 0, the variance is σ, and the two are

independent and Gaussian random number vectors.

3 Experimental Investigation and Research of Intelligent Student
Management and Evaluation Information System Based
on Fuzzy Neural Network

3.1 Sources of Experimental Data

Because intelligent evaluation requires experts to score the scientific level of student
management evaluation, it is used as training data to train the evaluation model. In
terms of student information management in this city, six experts will be selected to
sort out the important details of the evaluation information this semester. Based on the
basic student management information submitted by each department in January 2020,
develop a simulation test data system, train a fuzzy neural network model, summarize
the current forecast value of the fuzzy neural network, and evaluate the weight of the
system indicators.



Construction of an Intelligent Student Management 347

3.2 Experimental Method

Due to the reliability characteristics of the index data in the program, 6 experts with
rich academic experience and student management experience were selected to evaluate
the object and reliability characteristics of the index data in the classroom. In order to
evaluate the reliability of the theme and each indicator, subtract the highest score and
the lowest score, and get the average value of other experts’ statistical data as the final
result.

4 Investigation and Analysis of Intelligent Student Management
and Evaluation Information System Based on Fuzzy Neural
Network

4.1 Analysis of Student Assessment Information

Table 1 lists the student valuations of the five colleges. Table 1 shows the number of
times the experts gave the highest evaluation, the lowest evaluation, and the effective
evaluation.

Table 1. Student assessment information

Serial
number

Highest
evaluation

Minimum
assessment

Effective
evaluation

1 32 26 141

2 20 17 156

3 16 14 178

4 26 14 156

5 18 11 153

As shown in Fig. 1, the system can effectively manage multiple evaluation data and
calculate the evaluation scores based on the density of the index system entered into the
system by accessing the student information data of 5 faculties and departments through
the test. Considering that the evaluation score is only obtained by simple weighting, in
order to get a better and reasonable evaluation score, the intelligent evaluation module
is further tested. Through this test, the score calculated only according to the weight of
the indicator system can be more Accurate and flexible results.
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Fig. 1. Student assessment information

4.2 Intelligent Evaluation and Analysis

Since there is no further evaluation data record, the test adopts the (LOO) method.
Specifically, the school has 6 colleges and 20 test data. Table 2 records the complete
difference between the scores of the two models in the LOO test and the weighted scores
of the reference system.

Table 2. Comparison of intelligent evaluation scores

Academy M1 M2 Weighted score

Economics and
Management

81 83 85

International
Cooperation and
Exchange

84 91 93

Engineering and
Information

74 82 85

Humanities and
Social Sciences

91 89 82

Tourism 83 79 76

Art and Design 81 75 77
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Fig. 2. Comparison of intelligent evaluation scores

As shown in Fig. 2, it can be seen that the results of the model are different from the
weight scores of the indicator system. Since the model aims to maximize the experience
and personal interests of experts, this difference also shows that the ability of students
in different fields to manage evaluation experts is different from the weights in the index
system. Utilizing this feeling through the neural network model helps to design a more
comprehensive indexing system, and can also be used as an additional benefit of existing
indexing systems.

5 Conclusions

For the school’s existing intelligent student management and evaluation information
system, the teaching department has conducted investigations and studies. During the
investigation and research, the educational administrators and the teaching directors
in charge of teaching in each college put forward different user needs. According to
these users Demand, conduct demand analysis and quantify demand. In the design of
the intelligent student management system and the evaluation information system, the
functional modules in the intelligent student management system and the evaluation
information system are designed respectively. First, it includes the design of iterative
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system, the design of cognitive relationship, the system design of test document module
and teaching control unit. The system is developed and designed through Java, and an
intelligent student management information evaluation system is realized.
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Abstract. The number of college graduates in China has hit a record high, and
it coincides with the transition period of the country’s economic structure. The
employment situation of college students is extremely severe, and the problem
of college graduates’ entrepreneurship has once again become the focus of soci-
ety. The purpose of this article is to study the prediction model of the number
of entrepreneurs in colleges and universities based on the PSO algorithm. Intro-
duced the research background and significance of data prediction, summarized
the research status of data prediction at home and abroad and the research status
of BP neural network. Faced with the problems in the process of BP optimization
by particle swarm optimization, an improved PSO-BP prediction model is pro-
posed. This model uses BP to update the optimal position every time the particle
swarm is iterated. The new combination prediction model is used in the college
student entrepreneurship prediction experiment. The simulation results show that
the predicted result is that the number of construction college students starting
a business in 2022 is 880,000, and the number of construction college students
starting a business in 2023 is 1.07 million. The combined forecasting model has
better forecasting effect.

Keywords: PSO algorithm · Number of entrepreneurs · Prediction model ·
Number of universities

1 Introduction

Entrepreneurship has grown in recent years because it has been fully embodied in eco-
nomic growth, employment promotion, and innovative value [1]. In fact, the expansion
of college enrollment in recent years has brought difficulties to employment, so embark-
ing on the road of independent entrepreneurship is a new value and career direction for
current college students [2]. In view of the external environment of society, it is inevitable
to accelerate business research. Cultivating more entrepreneurial talents and promoting
the development of the business economy have important practical significance for the
government and education departments [3, 4].

Particle swarm algorithm has fast convergence speed and simple operation [5]. Liu
W gave the meteorological model required by the SVM model. Then use the selected
mode consisting of relative humidity, wind speed and wind direction to obtain higher
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prediction accuracy. The (PSO) algorithms are studied to optimize the parameters in
the SVM classification process [6]. Tian Z proposed an improved particle swarm opti-
mization algorithm to reduce the number of useless neurons to achieve the purpose of
reducing network complexity and improving algorithm efficiency. The results shows the
prediction model proposed in this paper reduces the training time [7]. At present, most
of the domestic researches on college students’ entrepreneurship are focused on college
students’ entrepreneurship education, and there are few studies on the number of college
students’ entrepreneurship predictions.

The innovation of this article: It is difficult for people to find a definite formula to pre-
dict complex and changeable entrepreneurial activities. In the field of entrepreneurship,
there are relatively few studies on entrepreneurial intentions. Moreover, few domestic
scholars have conducted in-depth research on the influence of emotional prediction bias
on individuals. Even foreign scholars have hardly introduced this important concept into
the field of entrepreneurship. Therefore, this paper proposes a network traffic predic-
tion model based on PSO-BP algorithm for the shortcomings of BP neural network.
And through this forecasting model, a network traffic forecasting management system
is designed and implemented, which can realize functions such as traffic forecasting and
strengthen the effectiveness and speed of network management.

2 Research on the Forecast Model of the Number of Entrepreneurs
in Colleges and Universities Based on PSO Algorithm

2.1 Entrepreneurship in Colleges and Universities

Entrepreneurship can be divided into broad sense entrepreneurship and narrow sense
entrepreneurship. Entrepreneurship in the broadest sense refers to people’s creative
activities or social activities that have positive significance for pioneering and inno-
vative activities. This type of activity can be for-profit or non-profit [8, 9]. It can be
economic, political or cultural. People can choose their own positions according to their
interests and hobbies, and realize their personal value by fully demonstrating their skills
and talents at work. Since they are all entrepreneurs, careers are also very important
for entrepreneurship. Traditionally, we tend to study entrepreneurship from a narrow
perspective. Entrepreneurship in universities means that students do not seek employ-
ment through traditional employment channels after graduation, but rely on their own
knowledge, wisdom, patent achievements and other resources, independently or in other
ways [10, 11].

Entrepreneurship in universities has the same essence as other groups. As a member
of an enterprise team, students must insist that ordinary entrepreneurs must integrate
into the core characteristics of the enterprise group. Based on the opinions of related
scholars, this research integrates entrepreneurial optimization into a group of resources
that students can have through their own resources or hard work, and defines the process
of increasing economic or social value as a production process [12].

There are many studies on the concept of entrepreneurship, but they believe that the
basic elements of entrepreneurship are basically the same. This is a personal belief,
commitment and plan for entrepreneurship. This research combines many concepts
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of entrepreneurial intention in academia and finds that entrepreneurial intention is
the degree of potential entrepreneurial psychological preparation for entrepreneurial
activities or business behaviors.

2.2 Combination Forecasting Model of the Number of Entrepreneurs in Colleges
and Universities Based on PSO Algorithm

Using particle swarm algorithm to optimize BP neural network has the advantages of
fast convergence, simple operation, high efficiency, and strong generalization ability.
When Gbest is the local optimal, the optimal Pbest position will cause the deviation of
the particle direction. And speed, as a result, you cannot get the overall optimal solution.
The standard PSO optimization BP process is prone to partial optimization, which will
lead to faster convergence and less accurate predictions. The optimal position updates
the optimal positions of the Pbest and Gbest particle swarms. The operation process is
as follows:

(1) Initialize the neural network and particle swarm. First of all, it is necessary to
determine the structure of the neural network and the algorithm deployment in the
network, and determine the dimension of a single particle according to the number
of neural network weight thresholds. Determine the range of the weight threshold,
and randomly generate the position sequence and velocity sequence in the particle
according to the range.

(2) Calculate the fitness of each particle according to the error of the neural network, and
update the optimal position Pbest of each particle and the overall optimal position
Gbest according to the fitness.

(3) Put the particles in the particle swarm into the neural network one by one, and
perform a loop training to obtain new particles. The new particles will update the
optimal position of the particle swarm and the optimal position of the particle
without affecting the original Some particle swarms.

(4) After updating the optimal position of the individual and the optimal position of the
group, update the position sequence and velocity sequence of the original particles
according to the formula. After the update is completed, judge whether the current
iteration number reaches the maximum iteration number, if not, execute the second
step, otherwise execute the fifth step.

(5) Use the optimal particle swarmoptimization as the neural networkweight threshold,
create a new neural network, and use the network to predict the test data. In the
process of BP neural network optimizing the particle swarm, the movement of the
particles in the swarm is better. Program to change speed and position. Instead of
blindly moving to the local best solution, but moving in the direction of the best
solution. The improved PSO-BP model can reduce the chance of particle droplets
falling into the early local optimization, making the BP neural network prediction
more accurate and faster convergence.
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3 Investigation andResearch onForecastingModel of Entrepreneur
Number in Colleges and Universities Based on PSO Algorithm

3.1 Data Sample

Taking the 2021 undergraduates of sample universities as the survey object, the
entrepreneurial quality scores of 2021 undergraduates of sample universities are calcu-
lated according to the built-up evaluation model of university graduates’ entrepreneurial
quality. By analyzing the various indicators of employment quality, it is found that there
are problems in the entrepreneurship of graduates. The data source of this research is
divided into two parts: one is to obtain the basic entrepreneurial situation of 2021 under-
graduate graduates through communication with the entrepreneurial guidance center of
sample universities, including entrepreneurial guidance, income, and basic information
about the startup company. And four influencing factor indicators such as the profes-
sional impact factor of learning are used as the input sample P, and the number of college
students starting a business in 2021 is used as the target sample T to establish a relevant
data set. The relevant data in 2021 will be used as training samples for the BP neural
network. When the BP neural network is programmed, the relevant data is normalized
using the Premnmx() function that comes with the Matlab software, so that all relevant
variables are kept between [0,1].

3.2 Data Preprocessing

The fitness of the new particles is calculated, and then Pbest and the optimal position of
the group Gbest are updated with the formula:

Pbest(i) = {PS(i),FS(i) < Fbest(i)
Pbest(i),FS(i) ≥ Fbest(i)

(1)

Gbest = {PS(i),FS(i) < FGbest(i)
Gbest,FS(i) ≥ FGbest(i)

(2)

In the formula, I is the particle number, Pbest(i) is the optimal position of the i
particle; Ps(i) is the position of the i particle after the BP change; Fbest(i) is the fitness of
the optimal position of the i particle Value; Fs(i) is the fitness value of the new particle
i; FGbest is the fitness value of the optimal position of the group.

4 Investigation and Research Analysis of the Predictive Model
of the Number of Entrepreneurs in Colleges and Universities
Based on the PSO Algorithm

4.1 Predictive Model Verification

Select the data on the number of undergraduate entrepreneurs from 2016 to 2020 and the
corresponding data on the 4 factors that affect the change in the number of undergraduate
entrepreneurs, and carry out the training of the BP neural network model. After the
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training, the actual number of undergraduate entrepreneurs from 2016 to 2020 will be
brought back into, Use the simulation function sim function to simulate and see whether
the error requirements are met. The actual value and the simulated output value can be
obtained through the Matlab software analysis result as shown in Table 1.

Table 1. Comparison results between the actual number of undergraduate entrepreneurs from
2016 to 2020 and the simulated predicted value

Years Actual value Analog
value

Relative error

2016 1.01 million
people

1,002,65
million

0.000826

2017 2.21 million
people

2,217,80
million

0.000297

2018 2.99 million
people

2,988,60
million

0.002553

2019 3.86 million
people

3,850,72
million

0.001162

2020 4.3 million
people

4,399,60
million

0.000607

0.000826
0.000297

0.002553
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0.000607
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Fig. 1. Relative error

The relative error of this model satisfies the requirements as shown in Fig. 1. The
relevant data from 2016 to 2020 is used as the detection sample of the BP neural network.
After the training simulation is over, the factors that affect the number of college students’
entrepreneurship changes from 2016 to 2020 are brought in, and the simulated predicted
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number of college students’ entrepreneurship in 2021 is 5.06 million, and the actual
number of college students’ entrepreneurship in 2021 is 5.05 million. The relative error
is 0.0447. From 2016 to 2020, it has reached an accurate fitting state under the condition
of training supervision, and the simulated prediction value in 2021 has a certain error,
but the error is still controlled within 0.1, indicating the established BP The prediction
accuracy of the neural network prediction model is extremely high, and it is suitable for
scientific prediction of the number of migrant workers returning home to start a business
in 2022 and 2023.

4.2 Prediction Results of the Number of Undergraduate Entrepreneurs

The gray GM(1,1) model is used to scientifically predict the value of various factors that
affect the number of college students’ entrepreneurship changes in 2022 and 2023, and
the proportion of the number of entrepreneurs to all college students. The results of the
prediction are shown in Fig. 2.
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Fig. 2. Gray GM(1,1) model predicted value

The trained BP neural network is used to predict the number of undergraduate
entrepreneurs in 2022 and 2023, and the result is that the number of undergraduate
entrepreneurs will continue to grow in 2022 and 2023, and the number of undergraduate
entrepreneurs in 2022 will be 5.62 million and 6.63 million in 2023.
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It is proposed to adopt the proportion of the number of entrepreneurs of architecture
majors in the number of entrepreneurs of all college students as the forecast of the
number of entrepreneurs of architecture majors in 2022 and 2023. Specifically, the gray
GM(1,1) model predicts the average of the proportion of the number of architectural
college students in the total number of college students in 2022 and 2023 as the forecast
of the number of construction college students in 2022 and 2023, and the predicted result
is In 2022, the number of architectural college students starting a business is 880,000,
and in 2023, the number of architectural college students starting a business is 1.07
million.

5 Conclusions

In this research, in order to introduce the concept of number prediction in the field
of entrepreneurship and improve the accuracy of data prediction, we focus on current
artificial intelligence algorithms and study data prediction. This is a unique quantitative
prediction model. In this article, we studied the BP neural network and its optimization
method, proposed an improved PSO-BP prediction model through comparison, and
used the Adaboost algorithm to combine the model with other models to create a new
prediction coupling model. Applied empirical research not only focuses on the factors
affecting the number of entrepreneurs mentioned in previous studies, but also provides
a useful reference for quantitative empirical research on future business intentions, and
also adds more realistic and specific explanations. This research may make up for some
of the shortcomings of previous research and is of great significance to provide specific
theoretical guidance.
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Abstract. In recent years, with the development of deep learning, the automatic
evaluation model of neural network machine translation based on deep learning
has been widely used. In addition, the task of machine translation quality assess-
ment is closely related to machine translation. The purpose of this article is to
study the design of automatic evaluation of machine English translation based on
BP neural network. This article proposes a method to extract features contain-
ing translation knowledge with the help of a neural network machine translation
model. This article evaluates the quality of machine translation from the perspec-
tive of language error analysis theory, analyzes the errors and their causes, and
helps provide quality support for machine translation research from the perspec-
tive of computer science. Experimental studies have shown that as the scale of the
data set grows, the accuracy of both BLEU value and n-grams reaches about 99.3,
and the model effect is significantly improved.

Keywords: Neural network ·Machine translation · Deep learning · Translation
quality evaluation

1 Introduction

Among the existing research results of Englishmachine translation engineering, themain
research direction is to study the engineering progress of machine translation from the
perspective of computer technology. This article is dedicated to providing high-quality
and advanced support for machine learning research from the perspective of BP neural
network, which plays an important role in automatically judging the neighborhood of
machine translation.

In the research on the automatic evaluation design of machine English transla-
tion based on BP neural network, many scholars have studied it and achieved good
results. Phrase segmentation, etc., use features to describe the rules of translation, and
use dynamic algorithms to achieve efficient translation evaluation [1]. Ren Q realizes
automatic translation between natural languages through BP neural network, which
has become the mainstream translation technology [2]. Therefore, it is very necessary
to study the automatic evaluation design of machine English translation based on BP
neural network.
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The research of this article is divided into three main stages: preparation stage,
analysis stage and summary stage. In the preparation phase, the object will obtain the
text and insert the text into the neural network translation system to obtain the translation
language results: machine translation errors, then quantitative calculations and error
intensity analysis, and then try to analyze the reasons for the errors; in the final stage,
the translation Quality is assessed.

2 Research on the Design of Automatic Evaluation of Machine
English Translation Based on BP Neural Network

2.1 Features of Fusion Translation Knowledge

In the process of feature extraction, the BP neural network machine translation model
is used to make full use of a large number of parallel corpus, and the extracted features
incorporate translation knowledge. Then, after extracting the above features, it is input
into a simple QEmodel, and finally the prediction result HTER is output. Here, a forward
BP neural networkwith a single hidden layer is selected as the structure of the QEmodel.

(1) First, all model parameters are randomly created, including text vector parameters.
(2) Construct two NMT models. It can be done in two ways, alternative training and

joint training. Another training method is as follows, the existing custom NMT_A
template and NMT_B open source template. Train multiple levels for NMT_A and
push these levels into the queue. After NMT_A repeatsmultiple levels, start training
NMT_B, and repeat the levels in the training queue before exiting NMT_B.

2.2 Transformer Model Design with Part-of-Speech Information Vector

(1) Principle of Transformer translation model
The first is the encoder part. The biggest feature of the cyclic BP neural network is
that it can reflect the positional relationship of the input sequence itself. For natural
language processing, the positional relationship of each word in the sentence is
already included in the input [3, 4]. In the Transformer model, there is no cyclic
BP neural network in the BP neural network it uses, so it cannot reflect the position
information between the input words in the sentence, which means that no matter
where the input words are input, there will be no difference.

In order to solve this problem, in the Transformer model, researchers will use
twomethodswhen converting the source language into vectors-one is the commonly
used word embedding, and this step is to convert the word The text representation is
mapped to the numerical space. Because the computer only accepts numerical data,
this is a necessary step in processing text information; another way is the positional
encoding that can reflect the position information, in which the position of the word
is passed The distance between the word and other words is reflected.

(2) Motivation and model design
1) The motivation for adding part-of-speech information vector
First of all, in Transformer’s original model, two vectors are used in the process of
converting text into vectors when inputting the source language. The two vectors are
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added to obtain the final input vector, which is a regular word vector representation.
ThismethodMap the text representation of theword in the sentence to the numerical
space and convert it to the representation of a numerical vector. This mapping is
to allow the computer to read the numerical information of the text; the second is
the representation of the position information vector. This method is based on the
word the position in the sentence where it is located generates a position vector,
where the position is determined according to the distance between the word and
other words in the sentence.
2) Transformer model design of part-of-speech information vector
This article believes that since machine translation is ultimately a problem of trans-
lation, and the understanding of part-of-speech information is very important for
translation problems, the effect of the model after adding part-of-speech informa-
tion will be improved [5, 6]. The first input word text will go through the step of
word embedding (word embedding is to convert the language from the expression
of the text to the expression of the value, in fact, it is a kind of mapping, a certain
word in the text space is mapped by a certain method Numerical vector space), and
then encode the position information and part-of-speech information of the input
word. After the three are added, it enters the encoder. The output of the encoder
enters the decoder. At the same time, the current output of the decoder will be used
as the next step. Input, and will be processed the same as the input of the encoder.

2.3 Research on Neural Machine Translation Model

(1) Building the encoder-decoder framework
The neural machine translation used in this article uses an end-to-end encoder-
decoder framework to instantaneously model the translation probability, process
the source language sentences as a whole, let the machine automatically learn
features, and use the BP neural network for natural language applications. The
direct mapping between the methods translates the translation problem into how to
determine the conditional probability of the creation of this transfer target language
[7, 8].

(2) Neural machine translation model
The memory module, input gateway, receiving gateway, and output gateway have
been added to LSTM. The memory module is responsible for storing content and
memory on the network: the gateway controls the flowof information to thememory
module: the gateway selects historical information to be discarded in the memory
module. The output port specifies the current input information and the content of
the current memorymodule output information. The combination of these ports and
memory modules significantly improves the ability of repeated BP neural networks
to process large data sequences.

(3) Translation model integrating attention mechanism
With the advancement of translation, the part of attention will also change, but
the use of a fixed-dimensional vector here means that the same degree of attention
is applied to each part of the source language sequence, which is obviously not
conducive to the improvement of machine translation performance. In order to
solve the above problems, the attention mechanism is integrated into the decoder
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to improve the feature learning ability of long sentences [9]. The decoder model
with the attention mechanism strengthens the representation ability of the source
language sequence. The neuralmachine translationmodel is divided into three parts:
the encoder, the decoder and the attention mechanism. A set of multiple vectors is
used to replace the fixed vector to represent the source. Language information, the
background vector is dynamically selected during the target sequence generation
process, and the decoding process pays more attention to the part of the source
language that is more relevant to the target sequence.

(4) Translation model based on two-way GRU
When performing translation tasks, the context information of the source language
translation at the currentmoment should be considered comprehensively. The cyclic
BP neural network can store timing information by sequentially scanning the input
sequence, and has the ability to remember context information. However, the word
vector obtained by this method only contains the context information on the left
side, and does not consider the context information on the right side.

(5) Evaluation criteria for machine translation-BLEU score
The effect of automatic translation can be judged bymanual evaluation, but in order
to save human resources, the translation quality is calculated by comparing the ratio
between the interpretation constructed by the machine model and the interpretation
given to the original comparator [10]. The effect of machine learning is usually
evaluated by the BLEU score, which is the most commonly used standard for
evaluating scores.

2.4 Design of Parallel Classification Model of Bp Neural Network

Based on the training rules of the BP neural network, in the forward propagation stage
of the working signal, for the i-th neuron in the k-th layer, the input value is:

X k
i =

n+1∑

j=1

WijX
k−1
j (1)

The output value of this neuron is:

Y k
i = f (X k

i ) (2)

In the reverse transmission phase of the error signal, the value range of the expected
output value Y k

i is defined as [1,N].

2.5 Research on Machine Translation Errors

The error correction suggested in this document is a debugging program for machine
translation, which ultimately improves the translation quality of automatic translation.
Therefore, “misunderstanding errors” is accepted as one of the key points of error classi-
fication, and the names of errorswith important information are shared. It is a “translation
error” or “missing information error”, not a “word error”.
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(1) Main body error
From the statistics of the frequency of such errors, the frequency of ontology errors
is calculated for a small part of the total number of errors, but the recognition errors
of the original text and sentence parts are very concentrated, which is much higher
than other types of recognition errors. In terms of machine translation, Google
Translate performed very well, surpassing the other two in terms of original word
recognition and sentence sharing errors. We can see that although Google Translate
has made some achievements in Chinese identity, the issue of Chinese identity and
keyword sharing is still the focus of search engines.

When recognizing and splitting sentences, the main error of automatic transla-
tion is that the accuracy of Chinese phrases cannot be determined. It is essentially
a parallel system. Ontological errors may not indicate any effective English trans-
lation from a literal perspective. Incorrect sentences can lead to lengthy machine
translation and make it difficult for readers to read.

(2) Allegorical errors in interpretation errors
Definition errors are divided into four categories: word errors, vocabulary misuse,
unclear sentence scope and stylistic misuse. From the statistics of the frequency
of various types of errors, text errors are at the top of the list, but in the field of
automatic translation, text problems are not significant. Vocabulary is a limitation
of language. The choice of words is very important to the quality of meaning, and
it is the basic basis for the formation of conjunctive sentences.

From the general explanation of the content, the error problem is one of them.
It is understandable that due to the tremendous progress of artificial intelligence
technology, the translation system is still working hard to use and improve the end-
to-end network interpretation model, but it is not urgently needed for success. The
Chinese original text has made many texts before the technology has arrived. Make
guesses and adjustments outside of the text, and try to avoid changing the subject
when the original subject is correctly identified.

(3) Part of the error message
In English, the same root, different roots and terms can be converted into different
parts of speech. For example, verbs, nouns or adjectives, the word “flexibility”
has many meanings. This kind of Chinese and English vocabulary is rarely fully
compatible, manual translation can be easily adjusted and adapted, while automatic
translation relies on a more advanced foundation to deal with. Some word errors
mainly occur in inconsistencies between words, phrases, adjectives, etc.

3 Research on Experimental Design of Automatic Evaluation
of Machine English Translation Based on BP Neural Network

3.1 Experiment Preparation

In order to compare the model effect of word and character level input and verify the
influence of the data set size on the model effect, in the experimental stage, two data
sets were extracted. The small-scale data set has a magnitude of 3 million, including,
the large-scale data set contains 21 million Chinese-English bilingual training sets, and
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the test data scale is 10,000. Due to the conversion of the input form from words to
characters, the sequence length has increased exponentially. In order to prove that the
sequence length has a significant impact on the translation effect, the sentence lengths
at the word level and the character level in the large and small data sets are respectively
counted.

3.2 Experimental Method

Corresponding to the different calculation results of the BLEU evaluation method. The
first item, BLEU, is the main evaluation index. BP is determined by the length, and
P1 to P4 represent the accuracy rates of unary words to quaternion words, respectively.
In addition, the char1 model corresponds to the evaluation results of the million-level
data set, and the char2 corresponds to the tens of millions of level. The model effect is
significantly improved when the scale of the data set increases.

4 Experimental Analysis of Automatic Evaluation of Machine
English Translation Based on BP Neural Network

4.1 Classification and Statistical Analysis of Sentence Length

The input changes from words to characters, and the input length has doubled. In order
to prove the impact of sentence length on the classification effect, this paper classifies the
model according to sentence length to test the score. The results are shown in Table 1.

Table 1. Results classified by sentence length

Test set sentence length (characters) BLEU P1 P2 P3 P4

1 to 9 20.54 42.64 27.73 16.64 11.93

10 to 19 25.67 48.01 33.36 19.92 13.48

20–29 24.89 43.88 26.79 19.03 12.69

30–39 16.63 33.95 18.81 12.14 9.77

40–49 11.23 27.89 15.51 9.93 4.43

50–59 6.78 24.56 11.47 4.39 1.53
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Fig. 1. Results are classified by sentence length

As shown in Fig. 1, when the length is less than 20, the score is higher. As the length
of the sentence increases, the score gradually decreases. Therefore, it is necessary to
further strengthen the processing ability of long sentences.

4.2 Comparative Analysis of Model Results of Different Data Scales

In order to further analyze and verify the impact of the growth of the data set on themodel
effect, we used 2 million, 8 million, 14 million, and 21 million data sets as the data sets
for training, and evaluated the model. The specific results are shown in Table 2.

Table 2. Comparison of results of different data scale models

Data set size
(pair)

BLEU P1 P2 P3 P4

3 million 19.63 38.03 22.77 14.35 9.99

9 million 20.07 40.96 25.34 15.54 10.47

15 million 20.78 40.35 24.91 16.88 10.15

21 million 22.46 42.07 28.13 18.97 21.31 s
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Fig. 2. Comparison of results of different data scale models

As shown in Fig. 2, as the scale of the data set grows, the accuracy rate of both the
BLEUvalue and the n-gramword reaches about 99.3, and themodel effect is significantly
improved.

5 Conclusions

Compared with statistical machine translation, neural machine translation has a signifi-
cant increase in complexity. The conversion from characters to words doubles the length
of the input, which further increases the difficulty of model training. How to optimize
the model structure so that it has less training complexity to improve the processing
effect of long sentences is the work that needs to be completed in the follow-up.
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Music Learning System Based on Network

Information Technology
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Abstract. With the continuous development of network information technology,
the society and economy of traditional education need new technology to meet
more andmore challenges. How to usemodernmultimedia to develop vocal music
education is becoming more and more important. The development of multime-
dia and educational networks has attracted great attention. This paper aims to
study the design and implementation of multimedia vocal music learning system
based on network information technology, hoping that this educational model will
inject new vitality into educational reform. This paper firstly introduces the theory
of network information technology P2P and multimedia system, in addition, as
well as multimedia vocal music learning system module requirements and system
framework are designed, finally design a multimedia vocal music learning system.
The experimental results show that the construction of multimedia vocal music
learning systemmakes the education more convenient and efficient, among which
the highest reaches 88%.

Keywords: Network information technology · Multimedia technology · Vocal
music learning system design

1 Introduction

With the rapid development of information technology, starting from the basic needs of
vocal music teaching, many multimedia technologies can be obtained [1], such as sound
wave graphic display, sound spectrum analysis technology andmany other aspects [2–5].
Vocal music teaching is an important part of music education in colleges and universi-
ties. Teaching vocal music can guide students’ vocal music, singing skills and aesthetic
appreciation. Moreover, teaching vocal music can also exercise students’ thinking in
different ways and greatly improve their artistic achievements and creativity [6].

With the rapid development of information technology, traditional basic teaching
tasks have not met the high demand of modern music style and interactive education.
However, the development of computer science, network technology, multimedia and
unified technology has undoubtedly provided a perfect solution for the modernization of
education [7]. However, in Hu Q’s research, music teachers have sufficient theoretical
knowledge and practical experience in music, but their understanding of computer is
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relatively rare, and they cannot systematically master computer multimedia technology
[8]. Secondly, the multimedia technology of most platforms is decentralized and single
use of their own software and hardware systems. Multimedia technology can only be
used to analyze the voice of specific departments or multiple departments, but cannot
provide systematic voice teaching services [9]. In view of the above issues, the aim is
to stimulate future research on the topic. His research direction is very suitable for the
current needs, but it is obviously insufficient in terms of practicality.

The innovation of this paper lies in the design and research of an interactive multi-
media audio music teaching system, which is an urgent problem to be solved in music
teaching. This paper systematically designs and develops the actual pronunciation of
multimedia music teaching, which also makes students more interested in vocal music
learning and makes the teaching mode of teachers easier to operate [10].

2 Multimedia Vocal Music Learning System Based on Network
Technology

2.1 Multimedia System

Complete classroom multimedia equipment includes computers, headlights, electronic
curtains, central control system, sound system, microphone, sound, physics room and
other equipment. Before multimedia equipment, most college classrooms were mainly
controlled by local media, control panel for each program of control device or personal
control, working principle is relatively simple and easier to implement. An intelligent
multimedia system is a network of intelligent control systems installed in each multime-
dia room. All relevant multimedia central control devices are installed through real-time
detection sensor devices to obtain and analyze the operating conditions of each device. At
the same time, status information is transmitted to themultimedia system server database.
So many multimedia classrooms are convenient and efficient in use and maintenance. In
the Internet technology these intelligent terminals become important items can be eas-
ily found and automatic analysis, information exchange, resource management, on-site
monitoring, remote control. This is done by using basic Internet technologies to collect
information from all data anywhere connected to the network, and the collected infor-
mation is transmitted over the network to central information processing, information
intelligence analysis and cloud computers, and information feedback.

2.2 Peer-to-Peer (P2P) Network

P2P network resources and services are allocated to all network nodes, information
transmission and service implementation directly between nodes, no intermediate links,
no server intervention, to avoid possible network congestion points. Decompress its
best potential in network scalability, robustness and so on. As for P2P networks, each
node is a server and a client. By distributing resources among multiple nodes, capacity
requirements such as server computing, storage, etc. on traditional C/S nodes are reduced
and security and other loads are improved. For P2P network users, you can search for
any active node on the network and download directly from that node. Network users can
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also share information downloaded from their devices for use by other users. In this way,
information about higher demand rates can be quickly distributed across multiple nodes.
As the size of the network increases, the amount and scope of shared information will
increase. In an open network environment, P2P networks can collect a lot of information
very early on. The Internet node to point and does not reflect the content to be presented
in real time, whereas on the network, the point information stored at a specific address is
transparent to the user, the user is requesting the network, and the application software
will call the node’s address deposit to translate this information. The user requests an
information identifier rather than a physical address. Because information is equivalent
to multiple nodes storing this information, it is easier to find information resources by
dividing the information distribution according to the content on the network. Table 1
compares the performance of P2P technology and C/S structure from several aspects
such as administrative security.

Table 1. P2P and C/S performance comparison

P2P C/S

Manageability Bad Good

Security Bad Good

Fault tolerance Good Bad

Scalability Good Bad

2.3 Multimedia Network Vocal Music Teaching System

Multimedia network vocal music teaching system is a software system which provides
comprehensive teaching service based on interactive multimedia communication net-
work. Through the multimedia and network teaching system, students not only learn the
course content, but also carry out a variety of teaching activities, such as communication
between teachers and students, communication between teachers and students, submit-
ting homework, answering questions and testing. The system adopts P2P network center
standard, the server provides the communication information forwarding service for the
node, and adopts the communication mode, the server forwarding adopts multi-thread
technology, which is used to deal with the service requests issued by many users at the
same time. Vocal music learning teaching subsystem provides a series of online teaching
support tools, such as learning content introduction, evaluation function, online question
and answer, online examination and so on. Secondly, it also includes resource manage-
ment system, education management system, curriculum innovation and development
system. The educational management subsystem mainly includes teacher management,
student management, curriculum management, authority certification and other edu-
cational functions. Curriculum development subsystem implements curriculum devel-
opment and realizes the management and reuse of teaching resources. The resource
management subsystem takes the discipline as the unit, and centrally manages all kinds
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of teaching resources, including multimedia hardware, test questions, typical cases, bib-
liography materials, etc. Its multimedia network vocal music teaching system structure
is shown in Fig. 1:

Multimedia network vocal music 
teaching system

online teaching 
subsystem

educational
management subsystem

curriculum development 
subsystem

 resource management 
subsystem.

P2P
technology

Fig. 1. Multimedia network vocal music teaching system framework

3 Multimedia Vocal Music Learning System Design

3.1 Function Design

Multimedia function of the vocal music study system in the processing of audio system,
students can review collection online graphics singing and parameters, the height of
students set a specific time, the system will automatically remove storage units required
audio data directly, because the audio data is available at any time, and according to
the different changing of time, to sound data waveform curve drawing. Students often
change their intonation because of the volume of their voice, the flow of air they breathe
out, etc. In this respect, the teacher can first sing the deviation of the next piece of data
to highlight the deficiency of the students, and then the students can sing to guide the
correction, and the students can be in the best mental state to reach the appropriately high
volume. This feature can change online statements, and it also has audio replication. An
important manifestation of the solid basic skill of vocal music is the precise control of
breathing. If students can accurately control their breathing while singing, it will greatly
improve the students’ sound effect and emotional performance. The time and comfort
of breathing have a great influence on the appeal of the song. For the measured values,
the function of the standard variance is shown in Formula 1:

std(x) =
(

1

y − 1

y∑
i=1

(xi − x)2
) 1

2

(1)
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3.2 Vocal Music Learning System Construction Needs

On campus, wired Internet is used as communication network, and intelligent multime-
dia perception information is mainly transmitted through wired Internet. At the same
time, the wireless network can also be connected. Since wireless access networks are
difficult to distinguish between human and machine access networks, there is no need
to create a special wireless access network for the Internet of Things, which can be used
as an auxiliary communication network. It can significantly speed up distance learn-
ing. Students can get the information they need, such as teaching materials, reference
materials and so on, in a very short time through the Internet. There is no time and
space limit, students’ learning status can be recorded on the Internet, teachers can sum
up students’ learning status, in order to further improve teaching methods and teaching
content. Students can organize classes at their own pace, independent of their own time,
place and level, according to their own situation.

3.3 The Convenience of Multimedia Learning Systems

The learning system can combine all the teaching materials, which actually place many
components in time and space rather than as an actual combination of documents. Ele-
ments can be placed on the same server or on different servers. Different components
can be placed on different servers, which not only facilitates maintenance and manage-
ment, but also the corresponding server space improves the course library according to
standards, providing convenient conditions for future parts to place a large number of
resources. Promote resource sharing. A course program can be associated with a stream
ofmultimedia files on the network so that more credits can share components’ resources.
For example, when creating a new teaching materials file, if another teaching unit has
already created a video file for the teaching materials, it can add the other unit’s video
file to its own video elements database with the permission of the other unit without
having to do so again. When you choose the type of course, just select this video and
you can choose the type of course you want. Because course software can be associated
with streaming multimedia documents on the network, streaming multimedia files can
be associated with many types of courses. This makes full use of existing resources and
avoids duplication of inefficiencies. Textbooks can also be combined with many smaller
types of courses, and many types of courses can be constructed. Teachers can combine
their teaching experience, depending on the subject, chart, chart, etc. These lessons are
easy for students to understand because they are produced by professional teachers.
Finally, the intellectual property rights of professionals, teachers and students are pro-
tected. Due to the use of streaming media multimedia technology, the data of teaching
materials are not stored locally, which clearly hinders replication and dissemination. It
basically guarantees the intellectual property rights of natural production units.

For remote multimedia applications that require high real-time performance, stream-
ing media can be continuous and live, from the video frequency server to the user’s
computer. Instead of waiting for the entire file to load, the client only needs to monitor
after a startup delay of a few seconds or 10 s. At the same time, the copy download
method saves the storage space of the client and effectively uses the bandwidth. Stream-
ing media technology can be transmitted and copied simultaneously without leaving any
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copies of the customer, thus effectively preventing the spread of data and protecting the
intellectual property rights of creators.

4 Analysis of Vocal Music Learning System Based on Network
Information Technology

4.1 Current Situation of Vocal Music Learning System

In the process of vocal music teaching, the teacher must play the role of multimedia
teaching system effectively and guide students to master rich vocal music materials.
With the support of multimedia technology, teachers can collect many teachingmaterials
related to sound and music teaching, and teachers can apply these materials in classroom
teaching. For example, the content of a lessonmust introduce certainMusical Instruments
to the students, and the students have no prior contact with these tools. In this case, if
the teacher can also make a detailed explanation and description, the students can not
really feel like these phonetic performances are useful and effective means. At present,
if teachers can provide students with vivid and rich images of Musical Instruments
through multimedia teaching facilities and materials that students use, then students can
have a deeper understanding of Musical Instruments. Since then, it has not only greatly
enriched the content of classroom teaching, but also the studentswho actively study vocal
music themes can be effectively stimulated, and the quality of vocal music teaching can
also be improved. In the teaching process, teachers must pay attention to the process of
learning innovation in the case of mobilizing students really polar, in order to let students
participate in singing and games of the actual activities, really participate in voice music
education and activities. Teachers can also guide students to appreciate the process of
music, so that students in the musical type of analysis, emotion and work in a way, so
that students can not only train pronunciation, but also in the ability to appreciate music
in music can also do a great practice. In addition, teachers can design a realistic singing
environment for students, singing training in a relatively formal singing environment,
so that students realize the importance of singing skills.

By shown in Fig. 2, we can see, the used data analysis during 2008, it doesn’t really
account for more than learning vocal music, most education way by learning education
in the college entrance examination, but with the different development of The Times,
way more and more students, more students are development, through the study of vocal
music as an art was born at the same time, The demand of multimedia vocal music
learning system is increasing. It can be seen that the demand of multimedia vocal music
learning system is positively correlated with the proportion of students.
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4.2 Streaming Media Improves the Real-Time Performance of Vocal Music
Learning System

The network is always unpredictable. While establishing a fixed-size compliance net-
work with customers, the most intractable problem of multimedia network synchroniza-
tion is offset clocks and so on, they may cause terminals to take saturation or exhaustion,
and the effect of multimedia is to jump and jump. So you can’t wait for the buffer
to actually empty or fill, but be forewarned that once the media stream arrives, it will
be necessary to use the callback function to call audio and video for transmission and
playback. The network efficiency is calculated as shown in Formula 2:

shortest〈path〉(G, source = None, target = None) (2)

The data transmission management module sends the required information to the
corresponding node according to the information of the node that has arrived. Themeans
of transmission flow are divided into single wave transmission and group transmission.
One-way transmission is atomic function, and transmission is single function. With the
increasing number of network users, on-demand transmission is a waste of network
resources. With the group transfer method, the media server only needs to send one
message file, and all clients sending the request share the samemessage file. Information
can be sent to users at any address, thus reducing the amount of information material
transferred over the network, which makes using the network more efficient. However,
each student may see very different visual frequency data, and even watch the same
video, leading to the progress of watching may be different due to different integration
time, and may lead to delay, which still needs continuous improvement.
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5 Conclusions

In university as long as it can effectively use multimedia teaching system, multimedia
network education a new education mode in student use of multimedia technology,
computer technology and network technology for learning and information resources
to lead the teachers achieve the teaching goal, the goal of learning and effectiveness of
the quality of teaching will be adapted to the development of The Times. In the future,
teachers should avoid the old ideas and make proper use of the multimedia vocal music
teaching system in colleges and universities to train and bring up a group ofmoremusical
talents.
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Sports Quality Test Recognition System Based
on Fuzzy Clustering Algorithm
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Abstract. Deepening the understanding of the fuzzy clustering algorithm,
expanding the scope of application of the fuzzy clustering algorithm, and pro-
moting its integration with sports quality testing will help promote the innovation
of the sports quality testing recognition system. The purpose of this article is to
study the physical fitness test and recognition system based on fuzzy clustering
algorithm. First, the performance evaluation index of fuzzy clustering algorithm
and the group visualization method based on Sammon mapping are introduced.
The structure of CAPTES system and the function of each subsystem are intro-
duced and analyzed. The system is a highly implemented professional system
whose main function is to identify and analyze sports qualities. The fuzzy cluster
analysis module makes statistical analysis simple and easy. After the successful
development of the sports quality test and recognition system based on the fuzzy
clustering algorithm, it was tested inMAcademy in time. The experimental results
show that the average data of the students with good performance in the shoulder
rotation test is 110.6 cm, which is higher than the students with excellent per-
formance in the shoulder rotation test. Therefore, the feasibility of the shoulder
rotation test as a test of physical fitness remains to be studied. The scoring test on
the data of the first and second grades of M College proved that the software sys-
tem is stable and effective, and it has been well received by the school’s physical
education department.

Keywords: Fuzzy clustering · Physical fitness · Test recognition · Recognition
system

1 Introduction

The physical condition of adolescents in my country is on a downward trend. Although
it is related to many factors, unhealthy lifestyles and insufficient physical exercise are
the main reasons [1]. In today’s rapid economic development, many diseases caused by
unhealthy lifestyles continue to spread. Therefore, cultivating students’ healthy lifestyles
and exercise habits is the top priority of schoolwork [2]. Themajority of scholars also put
more energy on how to improve people’s sports quality, life quality and life satisfaction
through exercise and healthy diet. The main goal of student sports quality research is to
promote the improvement and improvement of students’ sports quality their lives [3, 4].

Currently, fuzzy clustering algorithms are widely used in recognition systems [5].
The traditional fuzzy C-means clustering algorithm of Li X X has poor anti-noise ability
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in image segmentation and poor clustering results. In order to overcome this problem,
this paper proposes a new image clustering algorithm based on SLIC superpixels and
transfer learning. The algorithm uses the SLIC superpixel method to improve the edge
matching degree of image segmentation and enhance the robustness to noise. Transfer
learning is used to correct the image segmentation results to further improve the accuracy
of image segmentation. In addition, this algorithm improves the original SLIC superpixel
algorithm, making the edges of superpixels more accurate. Experimental results show
that the algorithm can obtain better segmentation results [6]. Lee SM proposed a mov-
ing target extraction and tracking method to improve animal recognition and tracking
technology. First, we propose a method of using FCM (Fuzzy C-Means) clustering algo-
rithm to merge separated moving objects into one moving object to solve the problem of
moving objects lost in the process of moving object extraction. In addition, we propose
a method of extracting data from moving objects and a method of counting moving
objects to determine the number of clusters to meet the conditions for performing FCM
clustering algorithm [7]. It is feasible to use fuzzy clustering algorithm to establish a
physical fitness test and recognition system.

Among the many indicators of student’s physical quality, which is the most repre-
sentative, this issue is also a hot and difficult point of physical quality. This paper uses a
sports quality test and identification system based on fuzzy clustering algorithm to verify
the weight of each index, and then select the index, and use this certainty to change the
quantification, and the method of determining the index is more scientific and logical.
On the basis of determining the percentage contribution of the index weight to the sports
quality to optimize the index, themathematicalmodel is established through cluster anal-
ysis and discrete analysis to quantitatively evaluate the student’s sports quality, which
can not only effectively improve the student’s quality. The level of movement quality
has important practical significance, and also provides some experience and reference
for optimizing routes and solving other similar problems.

2 Research on Sports Quality Test Recognition System Based
on Fuzzy Clustering Algorithm

2.1 Physical Fitness

Physical fitness is a complex concept composed of “sports” and “quality”. The definition
of individual physical fitness should be placed in the field of sports, combining the
concept of quality and the structural characteristics of quality [8]. This article believes
that fitness is the sum of various sports abilities that people have in physical activities,
and these abilities are formed through acquired physical learning based on specific innate
physiology.

2.2 Fuzzy Clustering Algorithm

There are many performance evaluation indicators for fuzzy clustering algorithms, such
as clustering accuracy, clustering efficiency, clustering validity function, noise response
ability, etc. [9]. In addition to quantitative evaluation, we can also use the method of



378 D. Ming

grouping renderings to visually analyze the clustering results of the fuzzy grouping
algorithm. Since a set of clustering samples is often a set of high-dimensional data with
multiple features, it currently involves data visualization technology [10]. The basic
idea of data visualization is to minimize some characteristic high-dimensional data sets
through specific transformations, highlight the features that best reflect the topological
structure and interaction of the original data set, and map them to low-dimensional space
[11]. In this way, multi-dimensional data analysis and research can be carried out in a
small space.

2.3 Sports Quality Test Recognition System

(1) System composition of CAPTES
CAPTES is mainly composed of a statistical analysis module and a separate qual-
ity evaluation module [12]. Its main function is to perform statistical analysis on
exercise data and evaluate individual performance. Among them, statistical analysis
mainly uses principal component analysis and cluster analysis to analyze certain
problems in teaching and training, and provide a theoretical basis: the personal
scoring subsystem is used for personal scoring, that is, sports management. An
important part of the main function is to improve the accuracy of the grading
process and reduce the workload of teachers.

(2) Data flow in the system
The design of this system takes into account the future development of data acqui-
sition technology, so the data flowmethod of the data acquisition part is pre-defined
in the design part, and language selection is arranged. Mainly choose C and Foxpro
as the system design language.

(3) The function of each subsystem
1) System interface

The system interface mainly includes the user interface and the main control of the
system. Mainly used to drive and tune the normal operation and tuning of various
subsystems: to provide users with a convenient and flexible operating environment.

2) Principal component analysis subsystem
The principal component analysis subsystem consists of the mathematical model
of principal component analysis, which mainly analyzes the initial data, finds the
principal components (variables), and provides a basis for the analysis of sports
quality.

3) Fuzzy cluster analysis subsystem
The fuzzy cluster analysis subsystem is mainly composed of various mathematical
models of cluster analysis (the shortest distance method, the intermediate distance
method and the deviation square sum method). It is mainly to analyze the physical
quality based on the analysis of the main components, and divide the physical
quality indicators into different groups according to the categories, so as to provide
the basis for teachers to teach according to their ability.

4) Individual evaluation subsystem
The personal assessment subsystem is mainly composed of three parts: standard
module, quality and energy module, and classroom scoring module. Its main func-
tion is to use it to score students’ physical fitness and record the results in the library
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to reduce the workload of teachers. The mass-energy unit is the adjustment of the
evaluation result of the last unit, and the “score” can be adjusted according to the
different physical conditions of the human body. Ketang scores are adjusted specif-
ically for sports performance management. Mainly used to replace labor, calculate
and compile performance reports.

3 Investigation and Research on Sports Quality Test Recognition
System Based on Fuzzy Clustering Algorithm

3.1 Research Objects

This article randomly selects 12 students from the first and second grades of M College
and forms six groups of unit 2 for comparison. Recognize their physical fitness test as
the research object. The survey subjects are the on-the-job college physical education
teachers in the first and second grades of M College and the sports scientific researcher
of M College.

3.2 Test Method

800-m run: At least two people are tested in pairs, starting from standing. Start running
after listening to the “start” command. The timer sees the flag and starts timing, and
stops when the person’s torso reaches the vertical level of the finish line. Record test
results in minutes and seconds, minus decimals.

Standing long jump: Individuals stand with their legs naturally separated. After
standing up and jumping, do not press the line on your toes (it is best to use a rope
when jumping). Take off with both feet at the same time, without stepping or jumping.
Measure the vertical distance from the back end of the jumper to the nearest point. Try
three jumps and record the best result. In centimeters, no decimals are calculated.

Throwing a solid ball: In the test, a person stands behind the throwing line, with both
feet up and down or left and right, facing the throwing direction, lifts the ball to the top
of the head with both hands, then leans back, and then throws the ball forward forcefully
on the spot. If the feet are straight forward, the back foot can take a step forward when
the ball is thrown, but the line must not be pressed. Each throws 3 times and records
the best result between them. The record is in meters, with one decimal place. Measure
the vertical distance from the back end of the throwing line to the back end of the ball.
In order to accurately measure the results, you must be responsible for observing the
position of the solid ball.

Sit-ups: Lie on your back on the mat with your legs slightly open, your knees bent at
a 90-degree angle, and your two toes cross and attach to the back of your head. The other
partner pressed the subject’s ankle joint to stabilize the subject’s lower limbs. When the
subject is sitting, the elbows touch or stretch the knees once. When lying on your back,
your shoulders should touch the pillow. When the physical education teacher makes
a “start” sound, the counter starts timing and records the number of times completed
within 1 min. At the end of 1 min, although the subject sat down, but the elbow joint did
not reach the knee, the number of times was not counted, and it was in units.
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3.3 Data Preprocessing

The comprehensive development level algorithm of the physical fitness test of the first
and second grade students of M College is shown in formula 1:

An = (A1 + A2 + A3...An) (1)

In the formula, An represents the standard score of the physical quality test of the
first and second grade students of M College, and n is one of the 10 tests.

The physical fitness test of the students in the first and second grades of M College
is evenly divided, as shown in formula 2:

Bn = Amax − Amin (2)

In the formula, Bn is the standard score of each quality.

4 Investigation and Research Analysis of Sports Quality Test
Recognition System Based on Fuzzy Clustering Algorithm

4.1 Cluster Analysis of Special Sports Quality

In the clustering process, the first column indicates the order of clustering, and the
second and third columns refer to the two categories merged in each step. The fourth
column refers to the aggregation coefficient. As shown in Table 1, since the relationship
coefficient between the 5th and 3rd items is the largest, which is 0.887, the first step
is to classify the 5th and 3rd items into one category, and the fourth step is to merge
with the 6th category. And so on, and finally merged into one category. The aggregation
coefficient according to the grouping order is shown in Fig. 1.

Table 1. Clustering schedule

Stage Cluster 1 Cluster 2 Coefficients Next
stage

1 5 3 0.887 4

2 2 4 0.829 0

3 3 1 0.801 7

4 5 6 0.762 0

5 8 7 0.744 9

6 1 2 0.720 8

7 3 9 0.712 0

8 1 8 0.705 0

9 8 10 0.701 10

10 8 5 0.681 0
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Fig. 1. Coefficient of aggregation

Relatively speaking, in the first category of components, the correlation coefficients
between push-ups and sit-ups, standing long jumps, solid ball throws, and skipping ropes
are 0.811, 0.754, 0.721, and 0.741 respectively; sit-ups and standing long jumps, solid
ball throws, and The correlation coefficients between skipping ropes were 0.742, 0.80l,
0.812; the correlation coefficients between standing long jump and solid ball throwing
and skipping ropewere 0.782 and0.628 respectively; the correlation coefficients between
solid ball throwing and skipping ropewere 0.799 respectively. It can be seen that there is a
great connection between classes and classes, and it also reminds us that special strength
training can greatly improve the physical quality of the first and second students of M
Academy. In the second category, the correlation coefficients between the 50-m run and
the 100-m run and the retracement run are 0.887 and 0.782 respectively; the correlation
coefficient between the 100-m run and the retracement run is 0.780; the third category
is only the 800-m run. The correlation coefficient between this sport and other events is
mostly around 0.65, but the correlation coefficient of the first group of skipping rope is
as high as 0.8, which shows that it has some of the same characteristics as the first group
of categories. The fourth type of shoulder has a small correlation coefficient with other
indicators, indicating that the fourth type is relatively independent.

4.2 Identification and Analysis of Physical Fitness Test

According to the cluster analysis method, the correlation coefficient (r) was tested,
and the results are as follows: The quality of the main sports items of the first and
second grade students of M College can be temporarily divided into five categories. The
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first category includes only 6 events, namely push-ups, sit-ups, long jump, solid ball
throwing, and skipping rope. They all belong to endurance events. Long jump, strong
throwing and jumping into the sea are explosive events; and the second category can also
be divided into two categories: 50-m running and 100-m running are short-term speed
events, and retracement is a test of physical sensitivity. Item; 800-m race belongs to the
third category; skipping rope can also be divided into the fourth category; the shoulder
rotation test is classified into the fifth category. However, through the data analysis of the
shoulder rotation test, it is found that the test data is not closely related to the performance
of the students, and most of the data are concentrated between 100–120 cm. Therefore,
these six types of items integrate the most detailed identification methods of all sports
test indicators, and can reflect the basic characteristics of the physical quality of the first
and second grade students of M College (Fig. 2).
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Fig. 2. List of test results of flexibility

5 Conclusions

As the current fitnessmodel is becomingmore andmore popularwith the public, students
do not have enough money and time to seek the guidance of professional personal
trainers due to many factors such as economy and study pressure. This article is a
detailed method of fuzzy grouping. In the grouping process, the algorithm dynamically
adjusts the weight of each attribute to each different category according to the specific
characteristics of different categories, and fully reflects the difference in the contribution
of each attribute to the grouping result. Applying the studied clustering algorithm to the
identification system of sports quality testing, it verifies the effectiveness of the fuzzy
clustering analysis method in the field of sports quality testing. Improve people’s sports
enthusiasmandparticipation in sports activities to achieve the purpose of physical fitness.
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Abstract. With the continuous advancement of science and technology, more and
more colleges and universities have begun to explore the evaluation of curriculum
effectiveness. This has led to the accumulation of a large amount of information
data, which often implies some deep-level useful information. The purpose of
this article is to study the conceptual model of the effectiveness evaluation of
foreign language courses based on the K-means mean algorithm. Firstly, it stud-
ies the use of hierarchical clustering method and K-means algorithm to design a
conceptual model of foreign language curriculum effectiveness evaluation, which
is applied in examples to mine foreign language teaching curriculum index data
and analyze various index characteristics. The effective knowledge obtained is
used to serve the development of students, optimize education and teaching plans,
and improve talent training programs. Based on the constructed evaluation system
and the designed foreign language curriculum effectiveness evaluation conceptual
model, the scientific, systematic, objective and information evaluation process of
curriculum effectiveness evaluation is realized. The experimental results show that
foreign language scores are positively correlated with the completeness of the syl-
labus, and the correlation coefficient is 0.551. The model can dynamically modify
specific indicators and the weight of each indicator, in order to meet the needs
of universities and colleges to make adjustments and evaluations according to
changes in the needs of the times. It can also classify and analyze the effectiveness
of courses to achieve certain data mining functions.

Keywords: K-means mean · Foreign language courses · Effectiveness
evaluation · Conceptual model

1 Introduction

The evaluation of the effectiveness of foreign language courses is to judge the vari-
ous indicators of the foreign language courses of the whole school to determine the
effectiveness of all aspects of the foreign language courses [1, 2]. Different universities
usually formulate standards for different educational purposes, and adjust them to a cer-
tain extent according to policy directions and social needs. The evaluation results can be
used as a test of the quality of human resource development in colleges and universities,
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and can be used for talent selection [3]. With the rapid development of the Internet,
various industries have accumulated a large amount of data, and the continuous update
of data mining technology has also shown a mature side in some fields. This means
that evaluation becomes convenient [4]. However, in the field of education, there are not
many examples of the application of K-means method in education. The widely used
method of K-means method inevitably becomes a problem in education, and the field of
vision in this direction is very broad [5].

In recent years, with the advancement of a large amount of data, many domestic
scholars have gradually realized the importance of K-means mean and have actively
explored it. Mean regression analysis refers to a method of estimating the underline
trend after new data causes a change in the equilibrium state. Jeong-Hwan proposed
a new method for interpreting the mirror image of premature ventricular beats (PVC)
arrhythmia by applying K-means unsupervised learning algorithm to electrocardiogram
(ECG) data. They experimented on the MIT-BIH ECG database. The mirror pattern
depicted on the mean recovery HRV data by K-means clustering can be more clearly
seen, and the Euclidean metric can be used to identify the difference between normal
sinus rhythm and PVC relative distance between cluster centroids And beating [6]. The
enhancement method of the k-means algorithm includes calculating a weighted mean
to improve the centroid initialization. Fa Bregas AC shows the comparison between the
K-Means algorithm and the enhanced KMeans algorithm, proving that the new initial
seed selection method is better in terms of mathematical calculation and reliability [7].
Research on the quantification of indicators and the collection and transformation of
specific data, as well as specific and feasible indicator system implementation methods,
result analysis and feedback, and prediction functions are relatively scarce [8].

The main research innovation of this article is to discover the problems in the course
evaluation process and propose solutions through research and analysis. Comprehensive
use of the Delphi method and the process of detailed levels, combined with the current
situation of university foreign language curriculum construction, participate in the con-
figuration of the university foreign language curriculum evaluation system. Exploring
the establishment of a conceptual course evaluation model based on university course
evaluation, using structured analysis, combining course statement, grading index sys-
tem, grading assignments and course design, and creating a high-quality course grading
model to study evaluation scores. This conceptual model can be completely replaced
The traditional course evaluation method can be used for course evaluation on the road
to a paperless office.

2 Research on Conceptual Model of Effectiveness Evaluation
of Foreign Language Courses Based on K-means Mean
Algorithm

2.1 The Evaluation Index System of the Effectiveness of Foreign Language
Courses

Educational conditions are a very important indicator of universities. Most of these indi-
cators are used in practical courses. The first is whether the selection of teaching materi-
als meets the relevant standards, and whether the courses, cases, and reference books are
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abundant. The second is whether there are special laboratories, data rooms and exami-
nation rooms, whether the equipment is complete, whether each university has a fixed
experimental center and the utilization rate of the experimental center [9, 10].

The content of education is directly related to the quality of school management
and should be given great attention. Educational content evaluation includes curriculum
content, curriculum settings, educational planning and educational applications. It is
directly related to the training quality of school staff and is the main content of course
evaluation. The effectiveness of education reflects the characteristics of participating
in curriculum evaluation at multiple levels and from multiple perspectives [11, 12].
Universities mainly examine the satisfaction of students, professionals, and teachers
from the effectiveness of classroom teaching. In some universities, it also includes social
awareness and employment growth prospects.

Curriculum features are the characteristics and styles gradually formed in the con-
struction of university courses. Currently, it is highly valued in most universities. Mainly
refers to people who have made outstanding contributions to professional courses.
Whether it has published high-quality educational research papers or educational
research reforms, etc.

The evaluation of teaching methods plays a diagnostic role in the quality of class-
room teaching, enabling teachers to quickly find and correct teaching deficiencies in
a timely manner. It mainly focuses on the methods and measures used by teachers. In
the implementation of classroom education, whether teaching methods and methods
meet the needs of students to acquire knowledge, whether new technologies will be
introduced, and whether the teaching process emphasizes student-centeredness.

2.2 The Design of a Conceptual Model for the Effectiveness Evaluation of Foreign
Language Courses

Its structure and summary are as follows:

(1) Collect sample data.
(2) Analyze and process the data in combination with the warning value. The main

work of this step is to use statistical knowledge and the index analysis method of
foreign language course effectiveness evaluation, combined with the early warning
value settings of various places, to judge and eliminate the obvious wrong data in
the training sample.

(3) Construct the training sample set P of the probabilistic neural network on the basis
of step two.

(4) Use random neural network to detect suspicious specimens. This step is to divide
the P training sample set created in the third step into two parts. One part is bound
as P1 training samples, and the other part is used as a set of T1 test samples. By
checking the result of T1 and comparing it with the definition of the T1 segment
of the original training sample P, inconsistent sample points are detected, and a
suspicious sample table S is established.

(5) Use hierarchical grouping technology and K-means algorithm to include a suspi-
cious sample S1 matrix from N blocks. At the same time, create a central table
C of suspicious samples. This step is divided into two steps. First, use the PDIST



Conceptual Model of Effectiveness Evaluation of Foreign Language Courses 387

command issued by hierarchical grouping to find the distance between each sample
point in the training sample set P and each sample point in the suspicious panel S,
and find the sample point near each suspicious sample point as a new Suspicious
sample matrix S1. Then use the K-means algorithm to edit the table S1, divide the
distance table between each sample point according to the level by K, even if S1
produces K clusters. At the same time, create a table C for each cluster center. C
contains K vectors.

(6) Create a new random neural network training sample. In this step, first remove
the suspicious samples created in step 4 from P, and then add the matrix sample
S1 created in step 5 and the center panel C of each cluster to P for new training,
creating a sample PT table.

(7) Use the newly created random neural network to test the test sample T and compare
the test results.

(8) Update the PT training sample table. In this step, if you want to update the training
sample, that is, add new training sample data, use the initial cluster center C table,
use the PDIST command to test, and use this limit as a sample with a distance value.
This can reduce the influence of incorrect data on model decisions when adding
new data.

3 Investigation and Research on Conceptual Model of Effectiveness
Evaluation of Foreign Language Courses Based on K-means
Mean Algorithm

3.1 Data Collection

The data of this experiment comes from a foreign language school of a university,
including data on various indicators of students. According to the determined weight
table of each index, the parallel K-Means algorithm is used to carry out the mean cluster
analysis. In the experimental data, the first-level indicators of each student are regarded
as a dimension, so a five-dimensional vector needs to be determined to represent the
situation of each student.

3.2 Data Preprocessing

The mean clustering algorithm mainly divides the data samples by measuring the simi-
larity. The most commonly used similarity between samples is the Euclidean distance,
the Mann distance and the Min distance. At present, the most widely used Euclidean
distance is shown in Formula 1:

d(xi, xj) =
√
√
√
√

n
∑

k=1

(xik − xjk)2 (1)

Among them, Xi and Xj represent the data samples in the data set, and Xik and Xjk
represent the data samples in the kth cluster.
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The purpose of mean clustering is to obtain a set of optimal partitions, so that the
clusters are as compact as possible and the clusters are as independent as possible, that
is, the evaluation function value is the smallest. Mean cluster analysis usually uses the
sum of squares of errors as the criterion, as shown in Eq. 2:

ci = 1

Ni

N
∑

j=1
xj∈ci

xj (2)

Among them, ci is the mean value of the data objects in the Ci cluster, Xj is the data
sample in the Ci class, and Ni represents the number of data objects in the i-th cluster.

4 Investigation and Research Analysis of Conceptual Models
for Evaluating the Effectiveness of Foreign Language Courses
Based on K-means Mean Algorithm

4.1 The Relationship Between Foreign Language Performance and Curriculum
Energy Efficiency Evaluation Indicators

In order to more intuitively analyze the relationship between foreign language scores
and curriculum energy efficiency evaluation indicators, this paper selects several typical
characteristic attributes as references: the number of foreign language courseware, the
completeness of the syllabus, the number of high-quality foreign language teaching
research papers published, and the introduction of Number of new technologies, etc.
Make a preliminary analysis of the relationship between these five characteristics and
performance.

The area chart can visually observe the distribution and general relationship between
the foreign language scores and the various characteristics of the curriculum energy effi-
ciency evaluation indicators. Next, by comparing the results of the correlation analysis,
you can better understand the impact of the scores on the curriculum energy efficiency,
as shown in the Table 1 shown. The number of foreign language courseware in the table
is an attribute feature in the data set, which defines the degree of teaching conditions
based on the requirements, and the value is a decimal in the interval of [0, 1] (Fig. 1).

Table 1. Correlation analysis

Number of foreign
language courses

Syllabus integrity Number of
research papers

Number of new
technologies

Correlation
coefficient

0.289 0.551 0.246 0.356



Conceptual Model of Effectiveness Evaluation of Foreign Language Courses 389

0.289 

0.551 

0.246 
0.356 

0

0.1

0.2

0.3

0.4

0.5

0.6

Foreign language
courses

Syllabus integrity Research papers New technologies

C
or

re
la

tio
n 

co
ef

fic
ie

nt

Evaluation index

Fig. 1. Correlation analysis

It is not difficult to find that there is a positive correlation between grades and the
completeness of the syllabus, and the correlation coefficient is 0.551. The number of
foreign language courses, the number of high-quality foreign language teaching research
papers that have been published, and the number of new technologies introduced are
all slightly positively correlated with the results. If the energy efficiency of foreign
language courses is low, itmay be difficult for students to improve, and the final academic
performance is bound to be greatly reduced.

4.2 Evaluation of the Effectiveness of Foreign Language Courses

About two-thirds of the number of students in the university, the overall oral proficiency
is 65 to 80 points, and the range of scores is the largest. Its performance is that all scores
can basically meet the standards, but the scores are mostly between 70 and 80. Floating,
there is no outstanding performance, a very small number of students are below the
passing score as shown in Fig. 2. It can be said that this part of the student situation
can basically be used as a summary of the foreign language performance indicators of
the school’s students, and the basic presentation is the school’s overall effectiveness and
characteristics of the foreign language curriculum.
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Fig. 2. Foreign language scores are evenly divided and clustered

The student’s reading score is the highest in the index, indicating that the students in
this grade pay more attention to the course study, and the grades are better, and they also
have a certain performance in reading.However, there are still a few failing students in the
three categories of speaking, writing and listening. It indirectly reflects that the syllabus
of these parts is not complete enough, or the effectiveness of the curriculum is not obvious
enough, the degree of attention needs to be strengthened, and the promotion work needs
further development, inspection and adjustment. This kind of students basically exercise
and improve their performance in accordance with the school’s syllabus plan, which also
indirectly reflects the quality of the school’s foreign language curriculum effectiveness
training. They are greatly influenced by counselors, teachers, campus atmosphere and
surrounding environment, and they are a group of students who are more obedient and
basically follow the educational plan to learn. They clearly recognize and pay attention to
the learning of the course. The education management strategy for this kind of students
can be guided and strengthened as a whole under the condition of implementing the
training plan.

5 Conclusions

Over time, more and more language course index data are stored in the course manage-
ment center. These data have different educational problems and different educational
energy performance in the curriculum. Collect these “typical” questions for analysis and
submit student education topics. Carrying out accurate, timely and accurate informa-
tion analysis is essential for improving and optimizing decision-making, and improving
college students’ classroom efficiency. As a non-intrusive technology, mean cluster anal-
ysis has a very good market for data mining applications. It can transform complex and
hidden data into real decision-making activities and provide a more scientific reference
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basis. Therefore, it is very important to study the performance and application of var-
ious algorithms. In this paper, a rational analysis of the irregular spatial distribution is
carried out, and the overall optimal solution is proposed. By testing experimental data,
the K-means algorithm can be used to analyze the energy efficiency of foreign language
courses.
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The Acquisition System of Periodontitis Alveolar
Bone Structure Based on Digital X-ray Images
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Abstract. One of themost important advantages of a digital X-ray intraoral imag-
ing system is its powerful image post-processing capabilities. This is based on such
advantages, the digital X-ray intraoral imaging system can be used in many fields
of oral science. This article focuses on the periodontitis alveolar bone structure
acquisition system based on digital X-ray images. After understanding the rele-
vant theories of digital X-ray imaging and periodontitis alveolar bone structure
acquisition on the basis of literature data, it is based on digital X-ray images.
The imaging periodontitis trough bone structure acquisition system was tested.
Through the stability test of the communication chip of the system, the experi-
mental results showed that the output voltage and current of the chip used in this
system have extremely high controllability.

Keywords: Periodontitis · X-ray image · Alveolar bone structure · Acquisition
system

1 Introduction

The rapid progress in the application of nuclear technology has become an important
force in the innovation and development of new technologies, new materials, and new
processes [1, 2]. X-ray spectroscopy is the main tool for quantitative analysis and quan-
titative analysis of data in materials using X-ray fluorescence [3, 4]. X-ray fluorescence
spectroscopy is applied to the determination of mineral trace elements in industrial and
mining areas, heavy metals in the atmosphere, drug composition analysis, geological
surveys, oil well records, etc. [5, 6]. With the development of electronic manufactur-
ing technology, the energy analysis of the detector has reached a higher level, and the
research and optimization of the corresponding electronic back-endmeasurement system
has also achieved certain research results [7, 8].

In response to the application of digitization in the oral cavity, some scientists have
used biopsy technology to examine the alveolar bone and identify bone defects before
and after treatment, and have achieved positive results. The periodontal ligament is the
hard tissue that surrounds the tooth root and connects the alveolar bone to the tooth
root. X-ray film shows continuous low linear images with a thickness of 0.15–0.38 mm.
If the periodontal ligament is abnormal, X-rays are usually difficult to track. RVG’s
digital imaging system can produce high-quality images, make local transitions easier
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to understand, and reduce dental video image errors [9]. Some scientists use RVG’s
digital imaging system to measure the height of the alveolar bone. Compared with
modern equipment, RVG can provide fast, energy-saving, low-power, high-demand and
stable design. When the anatomical model is not clear, the system software can identify
the difference of isodensity analysis. The length measurement available at the same
time can be used to measure depth and bone density [10]. Some scientists have studied
bone density measurement methods through RVG and believe that its application is
very effective. Bone density is difficult to measure the quality and richness of X-ray
images, but the RVG digital imaging system converts grayscale images into scanned
images to improve the resolution of the surgical site. Although macroscopic analysis,
grayscale output technology must be used to obtain the standard unit of international
speed BMD [11]. To sum up, with the development of digital technology, the application
of stomatology has become more and more extensive, but in-depth exploration is still
needed in some aspects, so that new digital technology can better serve stomatology.

This article explores the periodontitis alveolar bone structure acquisition system
based on digital X-ray images, analyzes periodontitis and the application of digital X-ray
images in the diagnosis of periodontitis on the basis of literature data, and then analyzes
these theoretical foundationsTheperiodontitis alveolar bone structure acquisition system
based on digital X-ray images is designed, and the designed system is tested, and relevant
conclusions can be drawn from the test results.

2 Digital X-ray Imaging and Acquisition of Periodontitis Alveolar
Bone Structure

2.1 Overview of Periodontitis

Periodontitis is a chronic disease of the tissues (gum, periodontal ligament, alveolar
bone, and cementum) caused by dental plaque. It is one of the most common diseases
in stomatology [12]. Basic periodontal treatment is an important step in the treatment of
periodontitis, which usually includes oral hygiene training, scanning and subcutaneous
scraping. Its purpose is to remove dental plaque, stones, etc., to control or relieve pain,
prevent further infections, and plan future treatments. Studies have shown that after
treatment, the diseased tissue can be effectively improved. The level of loose teeth may
also decrease, but it has not been determined whether treatment can be used to increase
alveolar bone.

The alveolar bone supports and stabilizes the teeth, and the teeth are connected to the
alveolar bone through themedial ligament. Due to loose teeth, patients with periodontitis
often have indigestion. Because the value of alveolar bone has a significant impact on the
safety of teeth, monitoring and evaluating changes in alveolar bone can be a reliable basis
for diagnosis, treatment and autopsy of patients with chronic diseases. Clinically, the
three examinations of epitaxial membrane, inferiormembrane and panoramicmembrane
are only used for the diagnosis and treatment of periodontitis patients. The above three
inspection methods are two-dimensional display inspection methods. Since the image
is easily enlarged and deformed after imaging, it is difficult to consider the complex
anatomy and spatial structure of the oral and maxillofacial region. Accuracy and bone
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grade changes are problematic because the above-mentioned clinicalmethods can clearly
simulate the oral cavity or destroy the bone wall.

2.2 Application of Digital X-ray Images in the Diagnosis of Periodontitis

(1) Computer-aided image density analysis technology (CADIA)

CADIA is often combined with DSR technology to measure changes in bone density
and bonemass. The CADIA technology is used to quantitatively detect the alveolar bone
density of patients undergoing periodontal surgery within 6months after surgery. In clin-
ical trials, periodontal tissue is used to evaluate the changes in periodontitis after surgery,
which can accurately detect the changes in periodontal tissue. It has high application
value in periodontal rehabilitation.

(2) Adjustable Aperture Computed Tomography (TACD)
TACT technology includes optical imaging, digital sensors with CCD sensors for

data processing, additional software packages needed to provide additional tomographic
functions to the system, and the placement of a diameter opaque ball center area at the
X-ray point and target. Every time takes a picture, it has to change the angle to change
the imaging, and needs to use multiple X-ray tubes to take pictures on a regular basis.
In the final stage, the center of the ball should be determined based on the imaging.
The system can recognize three-dimensional tomographic images at any angle and at
any depth. The advantage of using this technology for image processing is that it does
not require light stabilization and the distance between the object and the light source
is large. Because TACT can provide accurate 3D data, clinicians can obtain accurate
3D imaging to identify bone defects before the diagnostic system can function and
develop the most appropriate treatment plan for the patient. For example, in patients
with three-wall bone marrow transplantation, TACT technology may improve the out-
come of bone marrow transplantation. Compared with conventional imaging, direct
imaging and TACT are more accurate in detecting diseases after treatment with titanium
endotracheal implants. Comparedwith traditional X-ray film, TACT 3Dfilm can provide
more accurate diagnosis and medical information. This helps doctors plan surgeries and
cost-effective treatments to improve patient side effects.

(3) Other image processing technologies
Computer image processing systems can also perform image processing by increas-

ing contrast, using edge sharpness and color conversion contour technology. These image
processing technologies can play a role in improving the accuracy of digital X-ray diag-
nosis. After using the silhouette color conversion technology to process digital silhouette
images, different levels of gray can be effectively displayed. This is very valuable for
clinicians to diagnose and treat.

2.3 Acquisition System Algorithm

According to Sam’s law, the optical path design based on the laser triangulation method
needs to meet the following two conditions:
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(1) The reflected light from the surface of the object under test can be imaged on the
CMOS photosensitive surface;

(2) When the light bar on the surface of the measured object moves along the incident
direction, it can move in a straight line on the CMOS photosensitive surface.

According to the optical imaging formula:

1

u
+ 1

v
= 1

f
(1)

Where f is the focal length of the lens.

b = a · f
a − f

(2)

From the principle of similar triangles, the following formula can be derived:

h = al sin α sin β

b+ l cosβ
(3)

In the formula, h: the height relative to the reference plane, l: the image shift distance
of the image point, a: the imaged object distance, b: the imaged image distance.

3 Design of Periodontitis Alveolar Bone Structure Acquisition
System Based on Digital X-ray Images

3.1 Overall System Architecture

The X-ray spectrum data acquisition system mainly includes two parts: a measuring
device and a digital pulse signal processor. The overall block diagram is shown in Fig. 1.

Measuring device

Front-end circuit (shaping, 
amplification, gain 

adjustment)

Probe (detector + front 
amplifier)

power supply

ADC+ pulse discrimination 
and shapingsample

Source (X-ray tube)

MCU

PC

SPI

Fig. 1. Frame diagram of X ray spectrum data acquisition system
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3.2 The Design of System Hardware

Using the modular design concept, the circuit system is decomposed into design models,
which can be divided into control system circuits, receiving circuits, spatial data pro-
cessing circuits, communication circuits, power circuits, and so on. The control system
circuit is the basic function of the receiving system, including a clock circuit, a reset
circuit and a debugging interface. The computer is used as the receiving record of the
periodontal bone graft function, and the spatial data processing circuit is used to record
the spatial data in the image and provide the data to the stitched image. The communi-
cation circuit is used to transmit voice data to the host for further data processing. Since
the system has different requirements for electrical equipment, the electrical equipment
must be modified and processed to meet the requirements of the circuit.

3.3 Acquisition Circuit

First, the laser emitsX-rays to irradiate the sample, the sample generates ray fluorescence
under the irradiation, and the collector receives the fluorescence. The ray fluorescence
interacts with the collector to form electron holes, and moves the current in a differential
manner, reaching the collector’s twopoles for collection before generating aweak current
signal. The output of the current signal emitted by the collector is small and weak, so it
is not suitable for transmission, so the current signal is transmitted after the preamplifier.

3.4 Spatial Data Acquisition Circuit

In order to synthesize and reconstruct the oral data, it is necessary to record the spatial
data of the graph when collecting the oral periodontal data. The system can choose
the MPU 3-axis gyroscope to receive the spatial data obtained from the image and
convert the measurement signal into a digital output. The various measurement values
of the gyroscope can be adjusted, and the user can also select the appropriate detection
according to the accuracy of the system. A 1 KB FIFO is integrated in the chip to
reduce power consumption. The gyroscope chip can also use the serial port and IIC port
for data communication identification, and use the interface identification method to
access the following measurement data. The chip adopts digital filtering technology in
the international market, which can reduce measurement noise, improve measurement
accuracy, and increase the power generation of the system at the same time. Thismachine
is compatible with 3 V/5.4 V power supplies and has simple wiring.

3.5 Communication Circuit

The system uses the communication function to send data from the computer to the host
processing system, and uses the PCA96850 chip to convert the FPGA serial port output
function to USB communication. The chip is compatible with 5.4 V and 3 V power
supplies, the interface supports all dual-port devices, and has temporary storage for
sending and receiving data. The maximum data rate is quite reasonable, about 50 bps to
2Mbps, for large file transfers. This circuit also adds an LED to the TXD interface.When
sending data, the input/output status of the LED is determined by the data transmission
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bit. This can be used to indicate when to transfer files. Connect the resistance suppressor
to the output and receiving ports of the circuit to prevent overvoltage of the digital signal.
The purpose of the communication circuit is to convert data output into a communication
method to facilitate the connection of computer equipment.

4 System Test

The PWM output precision of the PCA9685 chip is 12 bits, which is converted to a
value between 0 and 4096. In the experiment, the initial value of the operating cycle
is set to 500, and the output voltage is measured with a multimeter. Then repeat the
output voltage measurement until the duty cycle value increases by 500 and the duty
cycle value increases to 4000, a total of 8 sets of experimental data. Table 1 shows the
output voltage and current values of the multimeter when the working value is 500 and
4000 respectively.

The chip PCA9685 has a 12-bit PWM output accuracy, which is converted to a value
of 0–4096. The experiment uses to set the initial value of the duty cycle to 400, and use
a multimeter to measure its output voltage. After that, the duty cycle value increases
by 400 and repeats the measurement of its output voltage until the duty cycle value is
increased to 4000, a total of 8 sets of experimental data. For example, Table 1 shows
the corresponding output voltage and current values when the duty ratio values of the
multimeter are 400 and 800.

Table 1. System test results

Voltage (mV) Current value (mA)

500 500 2.5

1000 1300 5

1500 1900 7.5

2000 2500 10

2500 3100 12.5

3000 3700 15

3500 4400 17.5

4000 4900 20

It can be seen from Fig. 2 that the value of the output PWMduty cycle has a very high
linear correlation with the output voltage and current. The square of R of the straight-
line adjustment output voltage reaches 0.9999877, and the output voltage and current
are highly controlled by adjusting the PWM duty cycle.
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Fig. 2. System test results

5 Conclusions

This paper studies the periodontitis alveolar bone structure acquisition system based
on digital X-ray images. After understanding the relevant theories, the periodontitis
alveolar bone structure acquisition system based on digital X-ray images is designed
and the designed system after testing, it is concluded from the test results that the value
of the PWM duty cycle output by the communication chip in this article has a very high
linear correlation with the output voltage and current.
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Abstract. Research on clean building management based on three-dimensional
design technologies needs to be considered in the new era of construction andman-
agement of transmission and power projects. As the size of the network increases
and the size of each project increases, it becomes more difficult to manage the
project website and the project information becomes more complicated. High
requirements are identified at the level of power transmission systemmanagement
and transmission construction projects. China’s construction management has not
compliedwith the regulations of a large-scale network construction project. There-
fore, this document discusses building management and control systems based on
3D modeling technology by analyzing system requirements in the relevant doc-
uments. And then develop the building structure management and management
system according to the needs of the system to carry out the construction of control
stations and management system, then design management. The test results show
that, although the system still has its shortcomings, the total number of people
with excellent ranking of system performance is more than 32% and more than
30%.

Keywords: 3D modeling · Substation construction · Management and control
system · Bim 4D technology

1 Introduction

As an important process of power grid construction, the management and control of
substation construction are the key factors that determine the quality of substations [1,
2]. Therefore, our country attaches great importance to the supervision of construc-
tion quality [3, 4]. According to the current supervision system, the substation must be
strictly supervised from the beginning of construction to delivery to ensure the quality of
construction [5, 6]. Although the project must be reviewed in accordance with the reg-
ulations before delivery, the quality has not been significantly improved. The important
reason is that the supervision and enforcement is not in place and the implementation of
the rules is not in place. All researchers have studied these topics [7, 8].

Regarding the research on the substation construction management and control sys-
tem based on 3D modeling technology, some researchers have proposed that in recent
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years, with the continuous development of substations, the task of substation engineering
construction has increased sharply, the number of engineering projects has increased, and
the corresponding data management work has also been increasing [9, 10]. At present,
the management of these documents by the substation staff is still at the stage of tra-
ditional manual file management, that is, the corresponding information is first bound
into a book in the form of paper, then sorted and organized, and finally submitted to
the archives [11]. The current society is making great strides towards informatization.
From the perspective of informatization, system informatization should be an applica-
tion of regional construction andmanagement. It promotes regional management and the
development and speed of high-tech technologies through the digitization of information
[12].

This paper carries out research on the application of refined construction manage-
ment of power transmission and transformation projects based on three-dimensional
design technology, applying the coordination, visualization, simulation, and optimiza-
tion functions of three-dimensional design technology, using it in three-dimensional
simulation, visual inspection, accurate calculation of engineering quantities, and more
accurate, timely and appropriate project management information exchange, etc., make
it easier to achieve project management by objectives.

2 Research on Substation Construction Management and Control

2.1 Requirements for Substation Construction Management and Control System

(1) During the entire project implementation process, use the BIM 4D construction
schedulemanagement platform to realize real-time datamonitoring and information
collaborative sharing, reduce the number of decision-making information transmis-
sions, realize accurate planning, tracking and control, optimize the allocation and
organization of various construction resources, and track in real time the progress
of the project, timely analysis of the degree of impact of deviations on the overall
construction period and important control points and the causes, to achieve real-
time control and timely optimization of the project schedule, and to ensure that the
project is completed on time.

(2) Based on the three-dimensional model data, according to the project information
management methodology, sort out the various professions/types of data in the
construction management process; unified data acquisition, update, storage and
transmission standards;

(3) Based on BIM 4D standardization of grid engineering construction schedule plan-
ning and dynamic control methods, establish the entire construction process control
with schedule planning as the main line. According to construction project manage-
ment theory, according to the characteristics of power grid engineering, research the
whole process of construction control work flow, establish construction schedule
management model, study schedule management early warning mechanism and
model, and propose methods to control and adjust deviations in different stages;
realize according to construction state, quickly and accurately put forward cor-
rective measures and adjustment plans, and provide data support and decision-
making basis for project management personnel for dynamic management of the
construction process.
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3 Design of Substation Construction Management and Control
System Based on 3D Modeling Technology

3.1 The Overall Functional Architecture of the System

Based on the user requirements, key functional requirements and technical requirements
described above, and absorbing my country’s current practical experience in construc-
tion quality supervision, this research establishes a functional model of the construction
quality supervision system to support on-site construction quality acceptance manage-
ment. This functional model is supported by the BIM data management platform and
includes 5 modules including system management module, project management mod-
ule, plan management module, process management module, and result management
module, as shown in Fig. 1:

Substation construction management and 
control system

System
Management

Module

Project
Management

Module

Plan
management

module

Process
Management

Module

Results
management

module

Fig. 1. System total function architecture diagram

3.2 Information Model of Construction Quality Supervision Process

The construction party and the supervising party check the check points under each
inspection item at the construction site, and conduct self-inspection and re-inspection
respectively for the check points, fill in the corresponding customized construction qual-
ity acceptance original record form, and the system automatically judges the check point
according to the content of the form, the inspection items and inspection batches are qual-
ified. If they are not qualified, the construction partywill be prompted tomake corrections
and fill in the correction records. The filled-in original record form will be saved to the
database for automatic generation of various inspection lot quality acceptance forms.
The item information, inspection lot information, inspection item information, inspec-
tion point information, inspection records, and inspection results in the form can all be
sourced from the site the data is extracted from the record table, so that no secondary
transcription is required.
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3.3 Information Model of Construction Quality Supervision Results

Associating construction quality result information, including acceptance records, rec-
tification records, and media data, with IFC data will help visually view the construction
quality result information and support the use of data in other construction links such as
the building envelope stage.

3.4 Inspection Lot Quality Acceptance Workflow

Inspection batch acceptance is the basis and key of on-site construction quality and
construction supervision. Due to the complex specifications and numerous procedures
involved, it is very important to establish a reasonable work process. For inspectors,
they can focus on light data entry tasks such as judgment, inputting values, and sending
reports on the spot according to the intelligent prompts of the system, which not only
reduces the workload of inspectors, but also organizes data quickly and effectively.

(1) The first stage: self-inspection by the constructor. At this stage, the inspector of
the construction party checks and selects the points to be inspected, and submits
the original record form after quality acceptance. The system will automatically
determine the inspection result. When the inspection is qualified, the system will
notify the supervisor to conduct a re-inspection, otherwise the construction party
will rework until the inspection is qualified.

(2) The second stage: re-inspection by the supervisor. After checking and selecting the
points to be inspected, the inspectors of the supervision party fill in the original
quality acceptance record form and submit it. The system will automatically deter-
mine the inspection result. When the inspection is qualified, the process inspection
ends. When the inspection is unqualified, the inspector of the supervision party will
send a rectification notice to the construction party.

3.5 Integrated Method of Mobile Positioning Technology

First, establish aWIFI fingerprint database and a geomagnetic signal fingerprint database
respectively, and store thedata through thedata transmission and storage system. In actual
positioning, the current geomagnetic data and WIFI intensity information are collected
according to the movement of the person, the RSSI positioning algorithm is matched
with the WIFI fingerprint in the data storage system, the floor information and rough
location information are first obtained, and then the geomagnetic positioning algorithm
is used to match the database In the geomagnetic database, the final position information
is obtained. Finally, the positioning information is collected and stored by the network
terminal.

4 System Inspection

4.1 Experimental Design

The selected trial object is the 110 kV Yuxiang Substation. Yuxiang Station is the first
urban smart benchmark substation in Shijiazhuang urban area and the first fully open
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integrated energy substation in the urban area. Yuxiang Station is located on the south
side of Nanjiao Passenger Station in Yuhua District, With a total construction area of
2171.8 m2. In this phase, two 50 MVA main transformers, two 110 kV incoming lines,
28 10 kV outgoing lines are to be constructed, and the total length of cables to be laid
is 2.25 km. The project uses a substation construction management and control system
based on Bentley Synchro BIM 4D 3Dmodeling technology to manage the construction
process, and prepares 1075 construction plans and corresponding resource input plans
such as man, material, and machinery, as shown in Fig. 2:

Fig. 2. Resource investment plan based on Bentley Synchro BIM 4D 3D modeling technology

At the same time, the construction simulation of earth excavation, box culvert con-
struction, steel structure construction, and external wall installation construction was
carried out through the substation construction management and control system of
three-dimensional modeling technology, as shown in Fig. 3:

Fig. 3. Construction simulation of 3D modeling technology
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4.2 Data Processing

(1) The basic meaning of the Relationship Analysis Method is often to identify a specific
relationship between different objective revelations, but they do not fully complement
each other on the scale. There are two main ways to identify the objective characteristics
of an event: qualitative analysis and quantitative analysis. The main purpose of quality
analysis is to rely on the theoretical knowledge of the researcher and the practical expe-
rience of the researcher to determine whether the objective relationship between events
is different or not. Or whatever the topic, the topic of this method of questioning is pretty
strong. Among these is the formula for the usual calculation:

r= S ∧ 2 xy
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4.3 Analysis of Experimental Results

The questionnaire examines the control and control system of the substation structure,
based on the 3D modeling technology developed in this work, and evaluates the logic
of the system. The test results are shown in Table 1:

Table 1. The rationality of construction management and control system of substation based on
3d modeling technology

System interface
effect

Easy to operate System response
time

The content design
of

Good 46% 34% 48% 32%

General 32% 45% 30% 47%

Not good 10% 9% 13% 12%

Do not know 12% 12% 9% 9%

Figure 4 shows that although the procedure is still inaccurate, in general, the number
of test subjects shows more than 32% and overall it is more than 30%.
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5 Conclusions

This document discusses substation constructionmanagement and control systems based
on 3D modeling technology, provides advice on issues related to construction man-
agement and project control, analyzes system requirements for problems and provides
practical ideas for the future. Hopefully this article can help to further improve the man-
agement and control of substation construction through the management and control
system of station construction. In the preparation of this article, it was found that the
management and control of the substation construction has not yet been fully formed.
It’s easy to miss each other because of the many sources of information available on the
Internet. However, due to limited knowledge, it may not be deep enough or partially. We
will continue to explore current issues in our work and research.
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Abstract. With the diversification of spoken English tests and the steady increase
in the number of people taking the test, the organization before the test and the grad-
ing work after the test have becomemore complicated. The various low-efficiency
and high-cost burdens of the traditional examination model are becoming increas-
ingly apparent. The spoken English test system designed in this paper based on
data mining algorithm can solve the problems of high cost and time-consuming of
traditional test mode. Among the 160 students, 15% have oral test scores of 40–
50, 55.625% have scores of 30–40, 23.125% have scores of 15–30, and students
with scores below 15 accounted for 6.25%, indicating that the performance of the
system is good when reflecting the test results.

Keywords: Data mining algorithm · Oral English test · System design ·
Traditional test mode

1 Introduction

With the rapid development ofmodern computer information technology, computer tech-
nology has gradually deepened in various fields, which has also produced fundamental
changes in the field of education. Modern teaching and learning methods are constantly
innovating, and examinations are an important part of evaluating teaching results, and
their information construction and development are relatively lagging behind. Most oral
examinations still pass manual supervision and evaluation methods. Therefore, it is very
necessary to design an oral English test system for oral proficiency test, which can realize
the intelligence of the whole process of the test.

Many scholars have studied the design and implementation of the oral English exam-
ination system based on data mining algorithms, but they have obtained good research
results. For example, a higher education institution formed an intelligent online examina-
tion model with examination paper management as the core. This test mode has created
themileage of computer information test. A series of functions such as test paper question
management system, metadata test management system, intelligent review management
system are integrated in the system, and advanced computer management methods are
realized. The forefront of the technology examination platform [1]. A scholar’s research
on the application of data mining theory and technology in the field of education mainly
focuses on the prediction of test scores, the exploration of the relationship between scores
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and courses, teaching evaluation, paperless test system question banks, algorithm appli-
cations, etc., but for exam registration data mining research on analysis, score analysis
and test paper quality analysis is less [2]. Although the research progress in the design
and implementation of the oral English examination system based on data mining algo-
rithms is quite good, it is still necessary to optimize the problems of the system to realize
the intelligent examination and reduce the workload of organizing the examination.

This article introduces several commonly used data mining methods. According to
the feasibility of the system, a system for the oral English test is designed. The perfor-
mance of the test system verifies the practicability of the system in the oral test process.
In the oral test system this system can be introduced to strengthen exam management
and reduce the burden of the teacher from preparing questions to scoring the entire exam
process.

2 Discussion

2.1 Common Methods of Data Mining

(1) Decision tree method

The decision tree method is a tree structure, which is very similar to a flowchart.
It is studied for classification and prediction. The main purpose is to assign it to many
pre-set categories, and at the same time use the addition of a field to note the category of
the record information. The root node is preferred. The root node uses a preset practice
set, also called a decision node. The nodes in the tree are regarded as attributes of a
new record, the branches are regarded as test results, and the categories are reflected by
leaf nodes. The record information contained in the exercise set has simple fields for
the remark category. Search for each node field, and use the information gain to find
the field with the largest amount of information, assign and remark, and then refer to
the information in these fields to build a branch system and corresponding sub-systems.
The nodes of the set are constructed layer by layer. When the leaf nodes are reached,
that is, the types of all records in the node are the same. At this time, the algorithm is
terminated and a relatively complete decision tree is constructed [3, 4].

(2) Neural network method
Connect large and simple neurons in a node manner according to a certain rule, and

the resulting network system is called a neural network. It is close to the structure and
ability of the human brain. It responds dynamically to externally input information to
process the information, selects an algorithm to learn from the exercise samples, and then
stores the information obtained from the exercise, and puts it in the right of connection
in an orderly manner [5].

(3) Rough set method
Rough set is a soft computer technology. According to theory, uncertain information

can be processed. Even if a certain characteristic of the information is not quantitatively
described, it can also be combined with the algorithm to form the basic law of the
problem, and it has a strong ability to deal with this unstable and wrong information [6].
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2.2 Demand Analysis of the Oral English Test System

(1) Economic feasibility analysis

The target users of the oral English test system are test administrators, oral teachers
and candidates. If a school or institution wants to improve the efficiency of test manage-
ment, it must improve the efficiency of related test management business processing,
simplify the business processing process in the test business process, and enable the test
staff, oral teachers and test takers to obtain greater benefits in the entire test business
convenient. This system does not have high requirements on the economy, as long as it
has a computer and suitable development software, it can be developed. Once the system
is developed, it will speed up data processing and savemanpower andmaterial resources.
Moreover, the standardization of the system’s long-term needs also improves the usabil-
ity and security of the data, and can query all the information of the examination process
more quickly, and refine the management of the examination work [7, 8]. In the long
run, the organization cost, time cost, and personnel cost of examinations in schools and
educational institutions aremuch higher than the cost of system development. Therefore,
the spoken language system is economically feasible.

(2) Operational feasibility analysis
To adapt to the processing work of the oral examination business, the system requires

a simple and clear operation process so that the operator can input the examination infor-
mation accurately, and the input data information is processed through the background
server. The system is characterized by very simple operation. The operator can easily
organize, manage and confirm the examination work after a short training, and it also
facilitates the maintenance of the system. Therefore, advanced technology is used in
the design to provide more practical technical support for the ease of use of the oral
examination system [9].

(3) Management feasibility analysis
With the rapid development of informatization today, most industries have indepen-

dent informationmanagement systems, but many units have not reached the desired level
of informatization management requirements in terms of informatization. At present,
examination management is basically done by hand in handling business, and there are
many problems in the process of various questions, arrangement, and marking. Such
as frequent scoring errors, long business processing time, etc. At the same time, it also
increases the labor intensity of testmanagers and scoring teachers, which brings inconve-
nience to decision-making analysis formany seniormanagers of schools and educational
examination institutions, and cannot quickly adapt to business changes [10]. Therefore,
the construction of the network oral examination system has a more feasible meaning in
management.

(4) Policy feasibility
This system can be used for college oral English exams. For example, the oral exams

of Band 4 and 6 are nationally regulated exams, and there are no restrictions on laws
and policies.
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(5) Technical feasibility
The technical feasibility analysis mainly analyzes whether the current technology

can realize the function to meet the user’s needs, and whether it can be technically
realized can be considered from the two aspects of software and hardware. In terms of
software, the Microsoft database management system is adopted and the C language
is used for development. In terms of hardware currently used in many examination
rooms, professional servers and client computers are getting higher and higher technical
performance. CPU, memory, hard disks are constantly being upgraded, increasing safety
and reliability, and reducing price costs. From the school’s point of view, each school
has its own professional server and computer room, hardware is no longer a restriction
issue [11, 12].

2.3 Fisher’s Discriminant Method

The discriminant method is to classify the existing training set according to the discrim-
inant function, so as to determine the relationship between the sub-type target variable
and the numerical predictor variable. The basic idea of the Fisher discriminant method is
to first project the original m-dimensional X space sample into the p(p≤m)-dimensional
Y space, then the discriminant function is the linear function form of the input variable.
which is:

y = µ1 x1 +µ2 x2 +... + µm xm (1)

Among them, µ1, µ2, ..., µm represents the discriminant coefficient, which refers
to the influence of each predictor variable on y, and the dependent variable y refers
to a certain dimension in the sample Y space. Usually, there are many discriminant
functions, and m y values can be obtained. In order to obtain the ideal classification and
discrimination effect, it is necessary to distinguish samples from different categories
as much as possible, and to distinguish the projection direction as much as possible.
Therefore, the smaller the sum of squared deviations between samples of each category,
the better. When discriminating, the basic step is to first find the center point in Y space,
then for a new sample X, use the above formula to calculate its discriminant function,
and then calculate the distance between the sample X and the center points of the Y
space, and then use The distance discrimination method judges the category to which
the sample X belongs. which is:

W (Y ) = (Y − Y )
∑−1

(Y
(i) − Y

(j)
) (2)

Y = 1

2
(Y

(i) +Y
(j)
) (3)

When W(Y) > 0, the new sample X belongs to the i-th category.
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3 Oral English Test System Based on Data Mining Algorithm

3.1 System Function Design
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Fig. 1. System function design

Shown in Fig. 1 is the system functional structure diagram. After entering the oral
English test system, there will be two pages, one for the home page and one for the
news page. Click on the home page to enter the user login page, which includes three
modules. The first is the back-end management module. The back-end needs to divide
the students of each grade for grade management. The oral exam question bank is
also stored in the back-end system. When the exam is approaching, the back-end will
automatically generate oral exam question types according to the content learned. There
is also a back-end system. The function is to publish exam-related information. The
second is the leadership review module, such as the project review of organizing oral
examinations. The third is the examination interface, including examination registration,
entrance examination and result inquiry.

3.2 User Structure Design of the System

Figure 2 shows the user structure diagram of the oral English test system. There are three
types of users in the entire system, namely students, teachers, and system administrators.
Students only need to log in to the system to conduct oral examinations. After logging
in to the system, teachers can monitor the examination process, review oral question
types, and evaluate students’ oral examination scores. The system administrator mainly
manages English courses, user logins, and examination information.
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4 Implementation of an Oral English Test System Based on Data
Mining Algorithms

4.1 System Test

Table 1. System test results

Investigation Target value Actual value Pass or
not

Response
time

<=2 s 1.351 Yes

Concurrency 20 20 Yes

Business
success rate

>98% 100% Yes

Memory
usage

<55% 46% Yes

CPU usage <50 34.2% Yes

Connect the designed system to the Internet for testing. The test items have time for
system launch, maximum concurrent number, business success rate, memory usage and
CPU usage. The test results are shown in Table 1. The reaction time of the system is the
time to start the system. The target value should be less than or equal to 2 s. The actual
test value only took 1.351 s; the number of concurrent users is the maximum number
of users when users use the system at the same time. The target value of the maximum
number of users is 20. Themaximum number of users of the value is also 20; the business
success rate means that the entire process is going smoothly when the system is used
for the test. The target value should be greater than 98%, and the test value has reached
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100%, indicating that there are no errors in each test process; memory usage refers to
the ratio of the system installed on the computer to the computer’s memory, the target
value should be less than 55%, and the actual test value is 46%; CPU usage refers to the
ratio of the test system to the computer’s CPU, and the target value should be less than
50%, the actual test value is 34.2%. The five test results are all within the test range and
meet the design requirements. Therefore, the system can be used normally in the real
oral test.

4.2 Analysis of System Application Results

Table 2. Examination results statistics table

Number of people Percentage (%)

A 24 15

B 89 55.625

C 37 23.125

D 10 6.25
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Fig. 3. Examination results statistics chart

When the test system feedbacks the test scores, 160 students are randomly selected
to use the test system to take an oral test, with a total score of 50 points. The final results
of oral English scores are divided into four levels: A, B, C, and D. The A-level test score
corresponds to 40–50 points, the B-level corresponds to 30–40 points, and the C-level
corresponds to 15–30 points. D level corresponds to 15 points or less. After the exam, the
system will automatically count the number of people corresponding to each level, and
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generate corresponding statistical charts, as shown in Table 2 and Fig. 3. From the data
in the table, it can be seen that there are 24 people with oral test scores of A, accounting
for 15% of the total, 89 people with B level, accounting for 55.625% of the total, and
37 people with C level, accounting for the total. There are 23.125% of the total number,
and there are 10 people in the D-level, accounting for 6.25% of the total number. The
use of this system for statistics of examination results saves teachers’ time for statistical
work and improves the efficiency of teacher assessment management.

5 Conclusion

The spoken English test system based on data mining algorithm designed in this paper
is developed for the shortcomings of spoken English test. Through preliminary input
into actual application operation, it is tested that the system can basically meet the
requirements of spoken English test, which is improved to a large extent. The efficiency
of the oral exam reduces the difficulty of organizing the exam and the intensity of the
teacher’s work.
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Abstract. The video surveillance systems currently used formine safetymanage-
ment are basically passive surveillance. The intelligent recognition technology of
employee behavior in coal mines can analyze the video structure in real time and
understand the image. Through the intelligent video recognition system, it can
actively discover potential hazards, suspicious targets and abnormal behaviors,
solve the lack of manual marking, give timely alarms and early warnings, and take
timely actions for the administrator Prevent accidents with on-site staff. This arti-
cle focuses on the research on the intelligent recognition system of underground
coal mine employees’ behavior based on VR technology. Based on the literature,
it has a general understanding of the relevant technologies of the underground
coal mine employee behavior intelligent recognition system, and then designs the
underground coal mine employee behavior intelligent recognition system, and test
the designed system, and the test results show that the Hu moment algorithm used
in the system designed in this paper has good rotation, flip invariance, and high
accuracy of comparison of the similarity of the pictures.

Keywords: VR technology · Intelligent recognition · Abnormal behavior · Coal
industry

1 Introduction

Due to the frequent occurrence of coal mining accidents, the coal industry has become a
high-risk industry, and the development of the coal industry is considered a long-term and
arduous task [1, 2]. In addition, some of our research techniques have been applied to coal
mining tomonitor the condition of moving objects. Early common tracking technologies
include radio frequency technology, tracking circuit detectors and infrared temperature
measurement technology. With the development of computer networks and computer
vision, the application of intelligent video surveillance technology emerged at the historic
moment and was gradually applied to the field of coal mine safety [3, 4]. Traditional
video surveillance systems usually record camera output. If there is an abnormality, the
monitoring personnel can only know what happened from the recorded results, but it is
often too late. The monitoring system based on intelligent video monitoring technology
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can continuously monitor in real time, 24 h a day, and automatically analyze the image
data recorded by the camera [5, 6]. In the event of a dangerous situation, the system can
accurately and timely alert the monitoring personnel to avoid accidents in the dangerous
areas of the mine. Therefore, the application of intelligent video monitoring technology
in the underground environment of coal mines is of great significance for the safety of
underground personnel and the efficient production of the mining industry [7, 8].

For the research of behavioral intelligent recognition, the current understanding of
human behavior includes the definition and classification of human surveillance, formal
gesture recognition, simple action recognition, and themost commonlyused set of human
actions (running, crouching, standing, jumping, climbing) [9]. Although in recent years,
people use machine learning tools to establish the statistical model of human action
awareness has achieved certain development, but human action awareness is still in
its infancy. In the standard process of continuously matching ambiguity and reducing
ambiguity, people often cause simplified constraints on human motion patterns, and this
restriction is often consistent with the general image state [10]. Therefore, understanding
its working mechanism has always been a difficult problem in feature selection theory
and machine learning. At present, the state site method and pattern matching method
of action recognition usually calculate the cost and accuracy of action recognition, but
there is a trade-off between the two. Therefore, in order to improve the characteristics
of action recognition, it is necessary to seek and develop new technologies to effectively
reduce computational complexity [11]. In addition, more cutting-edge visual computing
technology and artificial intelligence results can be used to extend the existing simple
action recognition and semantic recognition to the natural language description of more
complex scenes, and to promote the low-level computer vision processing capabilities
[12]. In summary, there aremore researches on intelligent recognition of humanbehavior,
but less research on the application of behavior recognition to coal mine safety detection.

This article explores the intelligent recognition system for employee behavior in coal
mines based on VR technology. Based on the literature, it analyzes the description of
human behavior and the problems in the intelligent recognition system for employee
behavior in coal mines, and then analyzes the behavior of employees in coal mines
based on VR technology. The intelligent recognition system level is designed, and then
the system is tested by experiments, and relevant conclusions can be drawn through the
test results.

2 Research on Intelligent Recognition System of Employees’
Behavior in Coal Mines

2.1 Description of Human Behavior

(1) The contour feature is usually obtained by separating the foreground and back-
ground of the image to obtain the foreground boundary, and then using the edge
detection operator to transform. Because contour features are not easily affected
by color and texture, they are improved and adopted by many researchers. Contour
feature extraction is convenient and not easily affected by color and texture. How-
ever, the human body’s own occlusion has a greater impact on the contour feature
extraction effect, and the occlusion problem has not been completely resolved.
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(2) Optical flow characteristics
The visual flow function is a very good motion function, which is widely used

in the field of human behavior recognition. The optical flow feature uses the optical
flow detection method to detect the position and direction of the moving target, and
the detection and recognition are carried out randomly through the sampling method,
and the area of interest in the field of view is divided into blocks, and the optical flow
is calculated according to the frame of the information box, and then add the optical
flow information table of the same behavior, average the value to get the representative
behavior, and finally use a simple classifier to identify the behavior.

(3) Temporal and spatial characteristics
Spatio-temporal features are defined as the local features of the 3D volume on the

spatio-temporal scale, extracted from a small part of the local image sequence. The
location and type of spatiotemporal features determine the representation of the video
motion sequence.

(4) Depth characteristics
Compared with grayscale images, depth images are less affected by changes in

illumination, and each pixel value represents the distance between the camera and the
scene. The depth feature is widely used because it provides the 3D structure of the scene
and can facilitate background removal, segmentation, and motion estimation.

In the process of recognizing human behavior, most researchers often choose indi-
vidual characteristics to recognize behavior. Although this can simplify the identification
process, there are usually problems with individual features that cannot be ignored. For
example, the visual flow feature has a large amount of calculation, the contour feature
has self-separation, and the spatio-temporal feature requires high preprocessing. These
problems greatly affect the accuracy of behavior recognition. Therefore, in recent years,
many domestic and foreign researchers have generally adopted multi-feature fusion
strategies to obtain strong features in most studies. In other words, it analyzes many fea-
ture vectors (visual flow, color, texture, information depth, etc.). This performs simple
combinations to form fusion properties that describe behavior. The combination function
can more accurately characterize actions, greatly improving the accuracy and efficiency
of behavior recognition. Therefore, multifunctional fusion technology is widely used in
the field of human behavior recognition.

2.2 Problems in the Intelligent Recognition System for Employee Behavior
in Coal Mines

(1) Underground network structure is not simple, underground wiring is complicated,
and maintenance is inconvenient. Software, hardware, and system wiring must run
the “three networks in one” (including staffing system, monitoring and control
system, communication and communication system) to help maintain the system.

(2) The overall digital structure layout of the mine was not considered. This system
is a very important part of mine IT work. It usually adopts a multi-layer network
structure, including information collection level, data management level and net-
work service level. In the system design scheme, if the system design is based on
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the overall digital design of the mine and the future informatization requirements
and the digital development of the mine, the rationality, economy, practicability and
scalability of the system design will be stronger.

(3) There is no systematic investigation of the height of the entire industry, and the
technical standards, database standards, and interface specifications adopted for
the integration of various systems are inconsistent, which is not conducive to the
networking of the system.

2.3 Application of VR Technology

VR technology is a computer simulation of real-world scenes. In the intelligent system
that recognizes coal miners’ behavior, it is necessary to use VR technology to model
human behavior and compare it with the collected data for identification.

3 Design of an Intelligent Recognition System for Employees’
Behavior in Coal Mines Based on VR Technology

3.1 System Design Analysis

After successfully detecting a target moving within the monitoring range, it is necessary
to determine whether the target is operating abnormally and issue an alarm.

Before the discovery of abnormal behavior, a clear supervision of legal behavior is
required to establish a set of rules. This paper uses the method of creating a database to
store the moving parts of the target object, and then runs the template mapping query in
the current frame for anomaly detection.

The specific implementation process is as follows.

(1) Before watching the video, first save a series of regular moving images in the
database. Due to the symmetry of the images in the library, they are divided into
two categories, from left to right and from right to left, depending on how you walk.
This is called the “normal motion pattern library”.

(2) In the real-time monitoring stage, the video stream is read frame by frame, and
each frame of image is grayed out and morphologically processed. The database
template library contains the corresponding category, and the current frame is all
images compare to. After the comparison, a set of error values I (A, B) are obtained.

(3) Compare all error values in the result, take the minimum value and compare with
the default threshold. If it is within the specified threshold, it is a legal behavior,
otherwise it is an abnormal behavior, and follow-up alarm processing is performed.

3.2 Acquisition Module

The collection terminal adopts explosion-proof design, the explosion-proof grade is
ExdiblIB + H2T4Gb, and the protection grade is IP65. Module storage space adopts
independent design, including intrinsically safe circuit cavity, explosion-proof cavity and
gas sensitive cavity. The device incorporates technologies such as video surveillance,
gas detection, and multiple wireless transmission GPS/Hokuto detection (supporting



420 Z. Liu

3G/4G and Huawei private network). Multiple sensors integrate cloud functions such
as explosion protection, site geographic display, gas gathering alarm, local and remote
control. Among them, the gimbal ismade of high-strength aviation aluminum,which can
rotate 360° infinitely. The battery is a large-capacity low-temperature lithium battery,
equipped with a battery certified by a national professional organization. The life span
is more than 11 h and the working environment is −259 °C– +55 °C. The camera is
a high-resolution digital camera with adjustable focal length, which can adapt to the
requirements of camera accuracy in various working environments.

3.3 Identification Module

(1) Feature extraction

In the physical sense, kinetic energy represents the energygenerated by themovement
of an object, and the average kinetic energy of the group represents the intensity of the
group’s movement. A group can be considered as a collection of many atoms, and these
atoms are linearly related to the AGAST corner points in the binary foreground mask
area, so the AGAST corner points can be used to represent the moving atoms. Therefore,
the calculation of the group average kinetic energy uses the AGAST corner points as
the calculation feature points based on the flow field of view. In other words, the total
kinetic energy of the group can be expressed by calculating the luminous flux energy
of the AGAST corner points in the range of the binary foreground mask. Therefore, the
calculation of the group average kinetic energy is also the calculation of the average
angular kinetic energy. According to the definition of kinetic energy of moving objects
in physics, the average kinetic energy of group motion in each frame can be expressed
by Eq. (1).

Ek =

n∑

i=1
mi|vi|2

n
(1)

Among them, Ek represents the average kinetic energy of the group, and n represents
the total number of moving targets, that is, the number of characteristic corner points.
mi represents the qualitative weight value of the motion vector i. Assuming that the
individuals in the group are similar in size and weight, then mi is a constant.

The location distribution among individuals in a cluster is the main indicator of the
characteristics of group behavior. However, because of the large number of individuals
in the cluster, it is impossible to visually describe the relative position distribution of
individuals in the location distribution, so it is used to indirectly explain the relative
status of individuals in the entire cluster. Therefore, by estimating the average of the
coordinates of each person’s tilt point, this paper can approximate the average value
of the center of the region where the group is located, and atomize the atom with the
euclidean distance from the corner point to the center of the group. Use Eq. (2) to
calculate D(x) in the x-th frame.

D(x) = ϕ

N∑

i=1

N∑

j=i+1
Cih

(N + 1)! (2)
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Among them, Cij is the Euclidean distance between two points, ϕ is a correction
coefficient considered as a constant, and N is the total number of AGAST corner points
in the field mask.

The feature extraction can be divided into the following points. The foreground image
is received by performing 5 * 5 kernel expansion on the binary image, and then the field
information is received by the optical flow method and the average value is extracted.
Kinetic energy and directional kinetic energy entropy group dynamics characteristics,
3 * 3 nuclear corrosion is performed behind the nuclear expansion image, and then the
euclidean distance and distance potential energy between the AGAST corner points in
the field of view mask are calculated.

(2) Identification process

1) Identification.
In the above abnormal behavior detection process, themost critical step is to compare

the current frame with the standard image stored in the library, that is, how to calculate
the similarity detection result of the two images to the greatest extent. After repeated
tests and comparisons, this article uses this model as a reference.

(2) Classification
The classification in this paper is based on neural networks. The structure of a typical

single-hidden neural network power supply layer is shown in Fig. 1. The plane has a
neuron, and for each input variable, the hidden layer has a neuron.
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yn

Fig. 1. Network structure of extreme learning machine

4 System Test

The Hu torque algorithm of this paper is tested here to test the theory of unchanged Hu
torque. Table 1 shows the data obtained by exporting the Hu torque characteristics to
binary images of six aircraft.
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Table 1. System test results

M1 M2 M3 M4 M5 M6 M7

1 3.81 5.41 7.61 6.21 13.09 8.89 12.55

2 3.82 5.62 7.68 6.32 13.13 9.95 13.28

3 3.80 5.64 7.60 6.23 12.89 8.93 12.72

4 3.71 6.32 6.41 4.33 9.31 7.34 9.65

5 3.72 6.33 6.40 3.42 8.13 4.78 8.18

6 3.37 6.35 6.53 3.97 8.12 4.75 8.52
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Fig. 2. System test results

It can be found from Fig. 2 that the eigenvalue results of the grade variables of the
three images 1, 2, and 3 are relatively similar, while the eigenvalue results of the grade
variables of the three images 4, 5, and 6 are relatively similar. In fact, when sorting using
a specific grouping algorithm, it can often be found that the first three images are in the
same type, and the last three images are in the same category. This also proves that the
Hu torque algorithm can perform good rotation without adjustment, and the similarity
of the graph is inverted, which is more accurate.

5 Conclusions

This article focuses on the research of the intelligent recognition system of coal mine
employees’ behavior based onVR technology. After understanding the relevant theories,
the design of the intelligent recognition system of coal mine employees’ behavior based
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on VR technology is carried out, and the designed system is tested. The test results It
is concluded that the Hu torque algorithm used in this paper can achieve good rotation
without modification, image similarity inversion, and relatively high accuracy.
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Abstract. With the rapid development of Internet technology, a variety of network
application software have sprung up. The traditional teaching model can not meet
the learning needs of students. The education websites that have sprung up and
grown rapidly under the web environment just make up for this defect. Therefore,
based onK-means clustering algorithm, this paper designs and develops a Chinese
linguistics course system. Firstly, this paper expounds the concept of MOOC
system, and then explains the development process of Chinese Linguistics network
teaching. Then, based on K-means clustering algorithm, this paper designs and
develops the framework of Chinese Linguistics MOOC system, and analyzes the
audience, student group and system performance of Chinese Linguistics MOOC
system respectively. Finally, the test results show that, the response time and delay
time of each module of the system are basically about 2–3 s, and the utilization
rate of the client CPU is also about 1%–2%, and the operation process shows that
the performance of the system can meet the use needs of users.

Keywords: K-means clustering algorithm · Chinese Linguistics ·MOOC class
system · System design

1 Introduction

Chinese Linguistics Mu course system is a rich network learning resources, teaching
information and service functions, which provides educators with efficient, comprehen-
sive, safe and reliable online browsing of various courses [1, 2]. With the development
of Internet technology, network has become an indispensable part of people’s life and
learning. In the rapid development of computer, it is urgent to develop a new efficient,
safe and reliable online communication environment based on database system [3, 4].

Many scholars have studied the Chinese language learning system. Some scholars
have proposed a new data model, which can extract, classify and map data to generate
more structured new data to meet organizational needs. This can be achieved by calcu-
lating the weight of various metadata attributes [5, 6]. Some scholars have proposed an
interactive language teaching system based on association rule algorithm. This method
can make full use of the correlation between data and improve the efficiency of language
teaching. According to the division of UNESCO, educational informatization is divided
into four stages: start-up, application, integration and innovation. With the initial devel-
opment of network hardware technology construction in recent years, it has gradually
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entered the integration and innovation stage of education and information technology
[7, 8]. The above research has laid a certain foundation for the design and research of
Chinese Linguistics MOOC system based on K-means clustering algorithm.

This paper presents a new function of Chinese Linguistics MOOC system based on
K-means clustering algorithm. This design puts forward and implements the information
interaction function module according to the analysis and research of the Chinese lan-
guage learning background, so as to improve the teaching quality and efficiency of school
MOOC, and uses K-means clustering technology to make a complete organic frame-
work architecture for the data structure to support the operation of the whole platform,
including user login, registration management and teacher registration.

2 Discussion on the Design of Chinese Linguistics MOOC System
Based on K-means Clustering Algorithm

2.1 MOOC System

MOOC course has changed the traditional teaching method, and the content of MOOC
course is also very different from traditional courses [9, 10]. After a comprehensive
analysis of the MOOC courses on the most important MOOC platforms such as udacity,
coursera and EDX, it can be concluded that most of the MOOC on the MOOC platform
are composed of the following content modules:

(1) Course content
Weekly course video is the most important knowledge transfer in MOOC, and it is

also the most important part of MOOC. MOOC mainly focuses on high-quality short
video. The video duration is between 5 and 10 min. Some videos also come with ppts
to make them more visual, and some provide additional reading materials. There are
also Q &amp; A videos to keep students’ attention and test their understanding. Only
by correctly answering relevant questions can they watch the following videos [11, 12].

(2) Community chat
Because there are toomany learners inMOOC, it is impossible for teachers to answer

each student’s questions. Therefore, learners of the same course form a specific learning
community on the Internet and use this platform for learning and communication. On this
platform, learners can not only ask questions, but also view the communication content
of other learners and benefit from it. Sometimes students can learn what is not covered
in MOOC courses through the platform. Of course, some teachers will use group chat
to answer students’ questions during “online consultation time”.

(3) Curriculum evaluation
In addition to embedding tests in instructional videos,MOOC teachers can also create

assignments and conduct tests. “The well-designed and thoughtful MOOC platform
provides comprehensive job testing functions, such as traditional teaching. Due to the
large number of course participants, teachers and teaching assistants cannot evaluate
and process them alone. Therefore, evaluate homework or MOOC - mainly through
computer evaluation or peer review.
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2.2 Development of Chinese Linguistics Course

MOOC model is the product of the development of online courses so far. It has experi-
enced three stages of development: the first is the digital course represented by MIT, the
second is the prestigious open video course, and the third is MOOC.With the increasing
number of Chinese learners and the popularity of the Internet, the Chinese Teaching
community has also begun to use online courses for teaching. This is convenient and
efficient. The free learning method not only breaks the time and space of the traditional
Chinese classroom, but also can usemodern technology to promote Chinese to theworld.
At present, MOOC teaching is in the stage of rapid development. Different disciplines
are trying to combine with MOOC teaching, and different MOOC courses have sprung
up. However, there are few Chinese linguistics teaching in MOOC, and MOOC has
entered the world It is only two and a half years in China. Of course, the production
technology has not been popularized. How to complete the interaction between teachers
and learners has not been well clarified, which also affects the teaching effect of MOOC
course to a certain extent. Therefore, the development of Chinese Linguistics still needs
a lot of research and work.

2.3 K-means Clustering Algorithm

2.3.1 Clustering Idea

K-means clustering algorithm is one of the most basic and widely used classification
methods in cluster analysis. It is a method to find clusters and cluster centers in labeled
data without categories. Select the number of K cluster centers you want, and the K-
means process will repeatedly move the centers to minimize the variance of the whole
cluster. The basic idea of the algorithm is as follows: a given cluster has n clusters. The
database of the data object and the number of K clusters to be generated, randomly select
K objects as the initial K cluster centers, then calculate the center of the remaining sample
cluster for each cluster, place the sample in the center of the next cluster, and calculate the
new cluster center with the mean method for the newly fitted class. If there is no cluster
center in the two adjacent clusters, any change indicates that the sample adjustment is
complete and clustered. The criterion function e of the class average error has converged.
During each iteration, the algorithmmust checkwhether the classification of each sample
is correct. If it is not correct, it needs to be adjusted. After adjusting all samples, change
the cluster center and enter the next iteration. If all samples are correctly classified in the
iterative algorithm, there is no adjustment or change in the cluster. During the iteration of
the algorithm In the process, the value of E decreases continuously and finally converges
to a fixed value. This standard is also one of the basis to measure whether the algorithm
is correct.

2.3.2 Algorithm

In the clustering algorithm, there are many types of calculation functions for the distance
between data objects, which are mainly divided into absolute distance, Minkowski dis-
tance (including absolute distance, Euclidean distance and Chebyshev distance), Maha-
lanobis distance and Canberra distance. Among most clustering algorithm applications,
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Euclidean distance method in nominal distance is a more common method to calculate
the distance between numerical objects. The specific contents include:

dij(q) =
( q∑
k=1

xik − xjk

)q

, q > 0 (1)

dij(1) =
( q∑
k=1

xik − xjk

)q

, q = 1 (2)

dij(2) =
( q∑
k=1

xik − xjk

)q

, q = 2 (3)

In addition, themost commonmethods to calculate the distance between data objects
in clustering algorithm include chi square distance and oblique space distance. Because
the clustering algorithm can be applied to all aspects of life, the clustering results of
the algorithm are obtained by calculating the distance between different data objects in
different fields, so there are some differences. Therefore, in practical algorithm appli-
cation, we often use a variety of distance calculation methods for distance calculation.
Finally, we compare and analyze the grouping results, and finally calculate the distance
calculation method with better aggregation result quality.

3 Experiment

3.1 Development Basis of MOOC System

Online education is a beneficiary of the education and teaching sector. Computers and the
Internet are used for distance learning. It is the inevitable outcome of the development of
information technology and education. It is an important means of distance learning and
lifelong learning. It provides an essential way for students to obtain high-quality educa-
tional resources. In online teaching, tutorials and teaching materials (DOC, PPT, PDF,
txt) are currently being uploaded to the online teaching platform at a specified time, and
online courses open teaching tutorials for students to study independently. This method
not only trains students to acquire knowledge and information, but also cultivates stu-
dents’ self-study ability and the ability to acquire knowledge by using the network. It can
significantly expand the target group of the class and improve students’ learning ability.
The scale of school management can reduce teaching costs. This kind of education is
characterized by educational informatization, diversification of forms, students’ subjec-
tivity and school openness. MOOC system mainly provides online teaching materials
and tutorials, online simulation exams, online Q&A and discussion rooms, online teach-
ing videos and videos. The characteristic of the system is that it is always designed to be
interactive. Considering the openness of the education system, it is usually designed to
be modular and scalable. In terms of technical implementation, B/S mode is generally
adopted, and the development language should be ASP, SP and PHP.
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3.2 Framework of MOOC System

Figure 1 is the frame structure of Chinese linguistics teaching system. The student
function subsystem provides services for students’ Online Chinese Linguistics courses,
which is the main functional component of the system, including many specific learning
functions, such as Chinese language course learning, after-school homework, course
examination, course forum, Chinese Linguistics data learning, student user personal
data, etc. The teacher function subsystem provides support for teachers to teach Chinese
Linguistics courses online. It is an important functional part of the system, including
course content management, examination management, question answering and so on.
The system management module is a necessary part of the system and is indispensable.
It is mainly responsible for user and authority management, website related settings, etc.

Student functional 
subsystem

Teacher functional 
subsystem

System management 
module

Course learning Course tasks Personal data

Course teaching Examination
management

Student
management

User management Authority
management Web site set up

Mooc system for Chinese Language Studies

Client-
side

The Web browser

Fig. 1. Framework diagram of the Chinese Language MOOC teaching system

4 Discussion

4.1 Content Analysis of Chinese Linguistics Course for Learners

Table 1 shows the needs of learners of Chinese Linguistics in MOOC.
As can be seen from Table 1, the learners of Chinese Linguistics may include two

categories. The first is systematic Chinese learners. They may have learned Chinese, but
they canhave smooth expression ability. Therefore, they choose this course to consolidate
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the learned content and lay a good foundation for future learning. The second is non
systematic Chinese learners, mainly foreigners whowant to learn basic Chinese.Most of
them have never studied Chinese. They are zero starting point learners. Their purpose of
learning this course may be to travel to China, business communication or just because
they are interested in Chinese. Therefore, they choose this course just to master and
understand some basic Chinese knowledge and basic daily communication language.

Table 1. Analysis of Chinese language course learners

Course title Chinese linguistics

The learner analysis Types of learners Learning needs The first foundation of
learners

Systelearning
systematically

Professional Chinese
knowledge
requirements; language
skills and speech
communication skills
requirements

Learners are not
required to master, any
Chinese language
knowledge first

Non-systematic
Chinese-language
learners

Daily communication of
tourism and business;
interested in Chinese
and Chinese culture

Learners are not
required to master, any
Chinese language
knowledge first

4.2 Performance Analysis of Chinese Language Teaching System

Table 2. Performance analysis of Moa System

System module Delay time (s) CPU occupancy
rate (%)

Reaction time (s) Is the operation
smooth

Student functional
subsystem

1 2 2 Yes

Teacher function
subsystem

3 2 3 Yes

System
Management
Module

2 1 3 Yes

This paper tests the performance of each module of the Chinese linguistics teaching
system, which is the student function subsystem, the teacher function subsystem and the
system management module. It can be seen from Table 2 and Fig. 2 that the response
time and delay time of each module of the system are basically about 2–3 s, and the
utilization rate of the client CPU is also about 1%–2%, and the operation process shows
that the performance of the system can meet the use needs of users.
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Fig. 2. System performance test

5 Conclusion

With the development of network technology, new changes have taken place in the field
of education.Multimedia teaching has been gradually popularized. How to use advanced
information technology to improve school management and service level is an urgent
problem to be solved. Chinese linguistics course system is a new and efficient learning
website. This paper mainly introduces the application status and existing problems of
K-means clustering algorithm (WEB middle school teachers and students register as
members), analyzes and studies it, and designs a set of teaching auxiliary tools in the
network environment with reasonable requirements, powerful functions and high prac-
ticability, hoping to help the majority of geography teachers improve teaching efficiency
and service quality.
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Construction of Maker Educational Resource
Sharing Platform Based on Web Technology
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Zibo Normal Collage, Zibo 255000, Shandong, China

Abstract. With the advent of the era of knowledge economy, knowledge, as an
intangible resource, is gradually replacing material resources in the traditional
sense and becoming a key factor in promoting social progress. The openness and
exchange of knowledge has become an urgent need for people. With the popular-
ization of the global Internet, various resource management platforms based on
network technology have been favored by all walks of life, and enterprises in the
education field have become the focus of attention in particular.Maker training has
unlimited potential and will have a significant impact on personal development,
team curriculum reform, national education system and talent strategy reforms.
This article is a research on the construction of a web technology-based maker
education resource sharing platform. Its main purpose is to better publicize the
importance of innovation, let more industry participants understand the concept
of innovation and entrepreneurship and its industry characteristics, and promote
the innovation and entrepreneurship movement development of. This article cre-
ates a platform for sharing educational resources and provides creators with an
opportunity to showcase their creative works. Through the projects displayed on
the platform and related tutorial videos shared by platform users, more people
can learn about Makers. The final results of the study show that self-efficacy
refers to having sufficient self-confidence in completing the work by themselves.
37.72% and 10.53% of learners respectively showed more self-confidence and
self-confidence, so nearly half of the learners showed higher self-confidence.

Keywords: Web technology · Resource management ·Maker education ·
Sharing platform

1 Introduction

With the popularity of the Internet around the world, various Web development tech-
nologies have become increasingly mature. However, due to the development of vari-
ous programming languages and the emergence of various excellent and stable system
frameworks, the continuous updating of technology has promoted the emergence of new
products, which has given birth to a new industrial structure. In this era of rapid tech-
nological development, the diversification of products in various industries has given
birth to new demands and the emergence of various new types of workers in society
[1]. In the field of innovation, there has been a group of people who have a strong
interest and hobby for new things. They try to prove their creativity through practice
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and are committed to turning creativity into reality. People call it “Maker”. Maker is
committed to innovation and construction, with vivid thinking, improve people’s living
standards, improve the production efficiency of industrial products, and promote social
and economic development.

In recent years, many researchers have conducted research on the construction of
web technology-based maker education resource sharing platform, and have achieved
good results. For example, Liu S believes that compared with traditional education,
maker education incorporates innovative thinking and innovative spirit. More emphasis
and emphasis on experiential education, with a better experience model in the interactive
experience and sympathetic experience of teachers and students [2]. Wang P believes
that Maker Education emphasizes equal participation in the participation model, not
limited to subjects, ages and grades.Maker education teachers fully display the students’
personality through the regulation and management of the learning situation, not just
limited to the knowledge in the books [3]. At present, scholars at home and abroad
have conducted a lot of research on the sharing platform of maker education resources
on web technology. These previous theories and experimental results provide a reliable
theoretical basis for the research content of this article.

This article is based on web technology to realize the construction of a maker edu-
cation sharing platform. Knowledge exchange is indispensable in the process of maker
education, because knowledge can only realize its value in communication, and only
communication can bring about knowledge innovation, so creation The demand for
knowledge exchange will inevitably continue to grow. Open and shared knowledge has
become an urgent need for people. Based on existing research, this article can establish
that the learning process of educational university builders is from the traditional teach-
ing centered on subject knowledge and reasoning as the main body. And open resource
sharing is an important platform for makers to innovate and improve their practical
ability.

2 Research on the Application of the Maker Education Resource
Sharing Platform

2.1 Related Technologies of Maker Education Sharing Platform

(1) Spring framework
Spring is a lightweight framework designed to reduce the complexity of the soft-
ware design process. Developers can use the basic Bean classes in the framework
to implement many complex business requests. With the continuous update of tech-
nology, it has been widely used in transaction management, automatic dependency
injection, and receiving exceptions. Generally speaking, the Spring framework has
two key features: AOP and IoC. AOP stands for aspect-oriented programming. The
main design idea is to isolate the design logic of the code from the corresponding
service. It mainly obtains the internal information of objects in Java through “cross-
cutting”, then derives their common characteristics, and integrates the content into
a new part called “Aspect”. The main function of this unit is to make the pairing
rate between the modules of the system lower, while reducing the code repetition
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rate, making the operation and maintenance of the application system more conve-
nient. IoC, that is, inversion of control. From the developer’s point of view, IoC is an
object-oriented programming design idea that can guide developers to design better
applications. In the native system architecture, every time a program runs and uses a
class object, the server must refresh the corresponding JavaBean for it [4, 5]. Once
the framework adopts IoC, the container will automatically insert the JavaBean
of each class object into the system according to the corresponding configuration
information. This not only reduces the memory consumption on the server side,
but also shortens the time to create each JavaBean object, thereby improving the
processing speed of the business request system.

(2) Hibernate framework
Hibernate is a framework for modeling database tables. The framework realizes the
one-to-one mapping relationship between the variables of the Java object class and
the table fields in the database by encapsulating the native JDBC,making themodule
design logic clearer. Developers can also directly create corresponding SQL state-
ments through this mapping relationship and the logical structure of the database,
so that the pairing of databases and objects becomes very low. Compared with
traditional SQL query statements and native JDBC drivers, the Hibernate frame-
work optimizes the corresponding methods on this basis to make it more efficient.
When the backgroundmodule uses thesemethods to operate on the data in the linked
database, the systemmemory consumption and the time required to retrieve data can
be significantly reduced [6, 7]. The operation functions of Hibernate and Mybatis
in the whole system framework are similar. But the difference between the two is
that Hibernate can rely on its pre-designed mapping relationship to make Hibernate
database highly portable. The Hibernate framework also provides a large number
of log information interfaces, including program exception information, user logs
and operation logs, system cache messages, and the display of SQL statements.

(3) PostgreSQL framework
PostgreSQL is an open source relational database system. The most basic require-
ment of each database system is to ensure the security, consistency and stability of
the stored data [8]. After years of development and improvement, the PostgreSQL
system can not only meet the requirements, but also can quickly store massive
amounts of data. PostgreSQL can run stably on all major operating systems. It sup-
ports various database design patterns, creation of views, design of triggers, and
development of stored procedures, etc. PostgreSQL has a high degree of scalabil-
ity between massive data storage and high concurrent access, and can meet the
development requirements of high concurrent application systems.

2.2 Elements of the Maker Educational Resource Sharing Platform

(1) Knowledge sharing subject
In the process of knowledge sharing in maker education, learners, teachers and
maker spaces are the main body of knowledge sharing, and they are both the
providers and receivers of knowledge.

(2) Knowledge sharing options
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Knowledge sharing In knowledge management, knowledge service providers have
evaluated, based on general factors, their intentions and platform incentives, and
other individual knowledge sharing behaviors, etc., make the final decision whether
to share knowledgewith other learners.Adecisionmaybedifferent, it is a long-term,
continuous choice [9, 10].

(3) Knowledge sharing process
Knowledge sharing refers to the process of voluntary mutual transfer and sharing of
knowledge between different subjects of knowledge. The knowledge sharing in the
knowledge sharing platform mainly involves two ways. The first is the transfer and
exchange of knowledge between individuals, between individuals and groups, and
between groups on the platform. For example, some members post. They display
their experience in the project, their skills and knowledge in form, and other mem-
bers receive knowledge through browsing and downloading [11, 12]. And combine
their own relevant knowledge to put forward suggestions or opinions; second, the
knowledge exchange platform itself provides learning knowledge with knowledge
as the main body. Knowledge about the platform will also be provided. The spe-
cific performance is that the platform collects, organizes, records and records the
knowledge information generated in the member communication activities on the
platform. Members can also search for the knowledge they need on the platform.

3 Research on the Application Experiment Preparation
of the Maker Education Resource Sharing Platform

3.1 Experimental Method

In themodel of themaker education resource sharing platform, the semantic space vector
model is usually used for research. The similarity between two different texts can be
expressed by the cosine angle:

Sim(d , q) = dq =
∑

i
(ai × bi) (1)

Sim(d , p) = dq

||d | × |q|| =
∑

i (ai × bi)√∑
i
a2i × b2i

(2)

Among them, ai and bi represent the frequency of each word in d and q, respectively.
If the cosine value is zero, it means that the vector of the search term is perpendicular to
the vector of the document, that is, there is no match, which means that the document
does not contain the search term.

3.2 Experimental Data Collection

The experimental data in this paper is obtained through a questionnaire survey. The
research objects include learners who have received maker education in colleges and
universities, members of maker space, and entrepreneurs at school. The definition of
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the research objects is mainly due to the knowledge of innovation and entrepreneurship
of this type of learners., Can more accurately reflect the current development of maker
education, and at the same time, this type of interviewees have experience in using
knowledge sharingplatforms in their usual learningprocess.A total of 200questionnaires
were distributed in this survey, and random surveys were conducted on the research
subjects.

4 Analysis of the Experimental Results of the Application
of the Maker Education Resource Sharing Platform

4.1 Statistical Analysis of Individual Factors

Learners are the main subject of knowledge sharing in the knowledge sharing platform.
Whether they are willing to share knowledge with others, as well as the content and
frequency of sharing are important factors affecting knowledge sharing. The experimen-
tal research in this article mainly focuses on self-efficacy, expectation of results, and
evaluation scruples. The experimental results are shown in Table 1.

Table 1. Individual factor survey statistical analysis table

Options Self-efficacy (%) Result expectation (%) Evaluation scruples (%)

Totally inconsistent 8.77 12.28 9.65

Less compliant 16.67 14.91 18.42

Uncertain 26.31 19.30 21.05

More in line with 37.72 36.84 36.84

Completely suitable 10.53 16.67 14.04

As shown in Fig. 1, by comparing the data, we can see that self-efficacy refers to
having sufficient self-confidence in completing the work by themselves. 37.72% and
10.53% of the learners showed more self-confidence and self-confidence, so close to
half Learners show higher self-efficacy. The result expectation means that the learner
can achieve good expectations for this result. There are 36.84% and 16.67% who agree
and agree very much, which shows that learners show higher expectation of results.
Among the appraisal concerns, 36.84% and 14.04% felt that they were more concerned
and anxious. This was because some students were afraid that the content shared would
not be liked by others.
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Fig. 1. Statistical analysis chart of individual factor survey

4.2 Statistical Analysis of Study Space Atmosphere Survey

The spatial atmosphere factors of the maker’s educational resource sharing platform in
this paper mainly focus on the two dimensions of reciprocity and trust, and subdivide
trust into emotional trust and economic trust. The experimental results are shown in the
figure below.

Fig. 2. Statistical analysis chart of study space atmosphere survey
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As shown in Fig. 2, 49.13% of learners believe that when they help others solve
problems, both the learner and themaker education resource sharing platformcan achieve
mutually beneficial help. Only 18.42% of learners believe that sharing knowledge in the
maker education resource sharing platform can achieve the result of emotional trust.
52.63% of learners believe that the knowledge sharing behavior in the maker education
resource sharing platform can achieve economic trust, which can save learning time and
improve learning efficiency.

5 Conclusions

The research object of this paper is the design and research of the maker education
resource sharing platform based on web technology. It can be obtained through experi-
mental data. For learners, the learner can obtainwhat theywant through the resource shar-
ing platform. Of entrepreneurial knowledge and entrepreneurial experience and share
their own feelings and experiences. Through an open and shared maker space, students’
motivation for innovation and entrepreneurship can be greatly improved, and the advan-
tages of shared resources can be maximized. This not only increases the importance of
innovation to a greater extent, but also allows more Innovative entrepreneurs understand
the industry thinking and characteristics of industry development. Secondly, it is possible
to reconstruct the role and features of teachers to create a more professional and stan-
dardized team. Maker education is very different from traditional education. Therefore,
learning content and learningmethods must be changed. At the same time, teachers must
also Innovate teaching techniques, strengthen innovation and entrepreneurship courses,
and integrate them into innovative practice. In the cultivation of teaching goals, it com-
bines educational reform and the cultivation of maker education talents to create creative
talents with strong practical ability and rich theoretical knowledge.

References

1. Liu, H., Liu, Y.: Construction of a medical resource sharing mechanism based on blockchain
technology: evidence from the medical resource imbalance of China. Healthcare 9(1), 52–62
(2021)

2. Liu, S., Dai, Y., Cai, Z., et al.: Construction of double-precision wisdom teaching framework
based on blockchain technology in cloud platform. IEEE Access 9, 11823–11834 (2021)

3. Wang, P., Liu, L.: Strategy of library information resource construction based on FPGA and
embedded system. Microprocess. Microsyst. 1, 18–28 (2021)

4. Li, T.: Construction and implementation of network teaching platform for design art education
based on cloud technology. Educ. Sci. Theory Pract. 18(5), 149–182 (2018)

5. Hu, Y.: Construction of mental health education system in higher vocational colleges based
on web platform. In: E3S Web of Conferences, vol. 218, no. 2, pp. 4–8 2020

6. Xiao, T.: Research on co-construction and sharing of higher vocational education information
resources based on cloud computing. Revista De La Facultad De Ingenieria 32(11), 984–989
(2017)

7. Luo, C., Chen, Y.: Design and research of private book sharing system based on sharing
economy model. J. Phys. Conf. Ser. 1648(4), 107–110 (2020)



Construction of Maker Educational Resource Sharing Platform 439

8. Li, J.: Construction of modern educational technology MOOC platform based on courseware
resource storage system. Int. J. Emerg. Technol. Learn. (iJET) 12(9), 105–116 (2017)

9. Jing, L.: Construction of modern educational technology MOOC platform based on
courseware resource storage system. Int. J. Emerg. Technol. Learn. 12(9), 105–115 (2017)

10. Yan, L., Wang, H., Li, M.: Construction of an educational informatization platform based on
P2P. Agro Food Ind. Hi Tech 28(1), 371–375 (2017)

11. Zhou, Q., Lu, J., Yin, H., et al.: Layout guide for journal of physics: design and research of
distributed educational resource sharing platform based on IPFS. J. Phys: Conf. Ser. 1971(1),
55–56 (2021)

12. Yang, M., Jiang, P.: Improved Bayesian causal map approach for community-based product
design project feasibility analysis. IEEE Trans. Eng. Manag. 1, 1–19 (2019)



Travel Path Planning Algorithm Based on Deep
Learning Technology

Chenglong Yu(B)

School of Tourism and Humanities, Heilongjiang Polytechnic,
Harbin 150088, Heilongjiang, China

Abstract. Tourism resources are limited. In the process of development and uti-
lization, they often cause a great waste. Deep learning technology can effec-
tively integrate tourists with local natural landscape and cultural environment.
This method realizes the processing of objective function value output results and
calculation parameters by constructing amulti-dimensional data set with real-time
and predictive characteristics, which contains rich semantic information, can be
combined with other contents, and meet the use requirements of different demand
objects at the same time. This paper mainly studies the visual dynamic interactive
multi-attribute intelligent extraction algorithm based on deep learning technol-
ogy. Firstly, the application status, existing problems and development status of
deep neural network in the history at home and abroad are introduced. Secondly,
the planning principle and characteristics of the algorithm, experimental results
and theoretical model are analyzed. The experimental results show that when the
parameter is 4, the error rate of the algorithm is the lowest, and the difference
between the theoretical optimal path distance and the actual average optimal path
distance is very small. Therefore, the algorithm can meet the needs of tourism
path planning.

Keywords: Deep learning technology · Tourism path · Path planning · Tourism
planning

1 Introduction

As an emerging industry, tourism has become an indispensable part of people’s life, and
many problems have arisen under the background of the rapid development of tourism
[1, 2]. Tourism traffic is an important carrier for the development of tourism. Under the
current situation of complex environment, huge data and huge amount of information,
the traditional prediction based on artificial neural network can not meet the real-time
processing of sea state changes and the influence of multiple factors. Therefore, deep
learning technology came into being. As a new intelligent tool andmethod, deep learning
technology (MIP) is widely used at home and abroad [3, 4].

Many scholars have studied path planning. Path planning is one of the key tech-
nologies of UAV autonomous flight. Traditional path planning algorithms have some
limitations and shortcomings in complex dynamic environment. Some scholars have
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proposed a deep reinforcement learning method for three-dimensional path planning
using local information and relative distance without global information. In the actual
scene with limited sensor capacity, UAV can obtain limited environmental information
nearby. Therefore, path planning can be expressed as a partially observableMarkov deci-
sion process [5, 6]. Autonomous Navigation in complex environment is an important
requirement for robot planning. In order to improve the ability of autonomous naviga-
tion in complex environment, some scholars proposed a combination method of active
slam (simultaneous and mapping) combining path planning and slam. He uses the full
convolution residual network to identify obstacles and obtain the depth image. In the
robot navigation, the double dqn algorithm is used to plan the obstacle avoidance path,
and the two-dimensional map of the environment is constructed based on Fast SLAM.
Experiments show that the algorithm can successfully identify and avoid different num-
bers of dynamic and static obstacles in the environment, and realize the autonomous
navigation of robot in complex environment [7, 8]. The above research has laid an aca-
demic foundation for the research of tourism path planning algorithm based on deep
learning technology.

This paper mainly studies the functional modules of automatic search, location and
intelligent travel of scenic spots based on deep neural network structure and training set
processingmethod of data.At the same time, aiming at the shortcomings of the traditional
manual annotation algorithm, a new computing deploymentmethod is proposed. Finally,
the experimental results show that the system is of great significance to improve the
development of China’s tourism industry.

2 Discussion on Tourism Path Planning Algorithm Based on Deep
Learning Technology

2.1 Tourism Route Planning

With the rapid growth of China’s economy, tourism has become one of the indispensable,
influential and competitive industries in the national economy. Under the background of
the growing prosperity and development of the tourism market, the increasing number
of tourists and the gradual improvement of people’s living standards, there are many
large-scale tourist attractions in more and more different regions or countries, or “scenic
spot” scenic spots with concentrated tourist attractions but single business model. Most
of these scenic spots take sightseeing as the main purpose and means to attract tourists
for sightseeing, and have not formed a complete and systematic planning system and
management methods. Tourism route planning is a way to manage the tourism market,
but among all tourism activities, the most economic benefit is its regional characteristics.
At the same time, one of the most important indicators to measure the basic operating
capacity of a region’s tourism industry is to evaluate whether it has the ability to plan
tourism routes. Tourism route planning is the core of the operation and management
of travel agencies. It is not only an integral part of tourism planning. There are few
achievements in tourism route planning in this region, at home and abroad, and there are
few high-level tourism route planning. With the development of tourism system, some
basic features and characteristics of tourism leisure activities may be better understood
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by people, and there may be more reasonable standards for tourism research in the future
[9, 10].

The characteristics of tourism route planning are: (1) the variability of route planning:
tourism route is a matter of great concern to tourists. Tourists usually have a general
itinerary before going out, and tourists’ demand for tourism services is becoming more
andmore popular. However, in reality, the travel planmay be affected by sudden changes
in weather and traffic congestion, and the scenic spots and playing time need to be
adjusted according to the actual situation. Therefore, there is some variability in the
arrangement of tourist routes [11, 12].

(2) Complexity of resources: the tourism information elements involved in planning
tourism routes are complex, including not only the individual factors of viewpoint dis-
tance, but also traffic information, tourism route information, landscape opening time,
etc.

(3) The objective function is difficult to determine: the result of tourism route plan-
ning is difficult to be described by simple quantitative numerical indicators. Self cooking
tourists should consider factors such as short travel time, low travel cost, short travel
route, rich types of scenic spots included in the trip, etc. The planning of tourist routes
must best meet the needs of tourists.

2.2 Deep Learning Technology

Deep learning is a sub field of machine learning. It learns multi-level representation
and abstraction from data, and can solve supervised and unsupervised learning tasks.
In short, it is a technology that can improve computer systems based on experience
and data. Neural networks and many related skills create deep learning. Deep learning
can be considered as a function with strong adaptability: by adjusting the parameters of
the function, the output is infinitely close to the actual output of the sample. The deep
learning model consists of several layers. The input of each layer is used as the output
of another layer to realize the hierarchical representation of data.

Neural network is the basis of deep learning, also known as artificial neural network.
Inspired by bionic research, it simulates the function of neurons in the brain. Neurons
in the brain are composed of three parts: cell body, dendrites and axons. The function
of cell body is to process signals. Dendrites are responsible for transmitting signals and
axons are responsible for receiving signals. Hundreds of billions of these neurons form
our brain through complex connections. It can process information, and its basic idea is
to adapt to the connection between internal nodes according to the different complexity
of the system. Although the great success of deep learning lies not only in imitating the
function of the humanbrain, themode of information transmission in the learning process
of the human brain affects the initial development of the brain. Themost primitive neural
network model - MCP neuron model, its neural output is a binary variable:

y =
⎧
⎨

⎩

0, other

1,
∑

i

wi
xi ≥ θ and zj = 0,∀j (1)
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Where, xi is the input signal, wi is the corresponding weight, and zi is the inhibitory
input. From the above formula, it can be seen that zj can completely inhibit the excitation
of neurons at any time, θ is the threshold neuron for excitation.

The goal of learning neural network is to find the parameters of the model and
minimize the cost function. Gradient descent algorithm can solve this minimization
problem well. Back propagation is an important method to calculate these gradients in
neural networks. The basic idea of back propagation algorithm can be summarized as
follows: firstly, the input layer data propagates layer by layer through the network until it
passes through the output layer, and then the actual result and expected output result are
obtained from the output layer, and the loss error between the actual result and expected
result is calculated. Then, the calculated loss error is transferred layer by layer from the
output layer to the input layer. In this process, the loss error is assigned to each layer of
neurons, so that each neuron receives its own error signal, then calculates the gradient of
the error signal, and uses these gradients to correct the weight of neurons. This process
continues with the formation of the network until the network converges.

In order to calculate the gradient of the error signal, it is assumed that there is
a network whose output value I of the j-th neuron in the L-th layer. Then it can be
expressed as follows:

a = ∂

(
∑

k

wl
jka

l−1
k + blj

)

(2)

Where wl
jk represents the weight on the connection from the k-th neuron in the (L-1)

th layer to the j-th neuron in the L-th layer; Represents the offset of the j-th neuron in
the L-th layer.

3 Experiment

3.1 SQLite Database

3.1.1 SQLite Structure

SQLite is a very popular lightweight database. It is stored in a relatively small C library
that supports SQL, uses very few resources, and can run well with very little memory.
Moreover, it is open source, supports multi language programming interfaces, and can
be combined with c#, Java, PHP and other programming languages. Its main engine is
independent. At present, it supports most operating systems. Anyone can use it without
installing it. The structure of SQLite consists of four parts: SQL compiler, kernel, back
end and accessories.
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3.1.2 Geographic Location Data

Google maps is a map search application service launched by Google in China. Google
Maps API is a set of application development interfaces provided to developers free
of charge. API can provide tools and services such as basemap and panorama display,
POI information retrieval, destination and route navigation, route planning, distance
calculation and contact information conversion.Googlemaps has realized a large number
of interactive map service functions in client websites, mobile device applications and
servers. When accessing these interface services in their own applications, developers
must first register and log in to their Google account, and then apply for and configure
the developer key on the official website of Google Maps API.

3.2 Tourism Path Planning Process Based on Deep Learning Algorithm

Figure 1 is the flow chart of tourism path planning.

(1) Parameters required for initialization algorithm: number of scenic spots, departure
and arrival points, departure time, opening time of scenic spots, optimal stay time
of scenic spots, scenic spot cost, travel time and travel budget.

(2) Initialize the pheromone, calculate the heuristic path information, initialize the ant
to the starting point and set the number of iterations g to 1.

(3) Two ants select the nearest possible node j.
(4) Judge whether the time ta (j) to reach the selected panoramic point J is appropriate.

If ta (j) > TP (j), it means that the arrival time of tourists in the scenic spot is later
than the closing time TP (j), return to (3) and make another choice; If ta (j)< TP (j),
the waiting time of tourist attraction J is calculated; If ta (j) is within the opening
hours of the observation deck, there is no need to wait and you can visit it directly.
Then continue to select the next attraction.

(5) Calculate the travel timeTT and cost TC, compare the routesRT andRCconstructed
by the time ant and cost ant, update the local pheromone according to formula (2),
and then update the current optimal route of the global pheromone.

(6) When all ants have built roads, calculate the pheromone increment of the overall
optimal path, and update the overall pheromone according to formula (2).

(7) Judge whether the current iteration number G is greater than g. if it is greater than
g, stop the cycle and obtain the optimal result. If not greater than g, g = G + 1, turn
to (3) to continue the iterative process.
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Fig. 1. Travel path planning process
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4 Discussion

4.1 Optimal Path Distance Analysis

Table 1 lists the effects of different parameter values on the operation results.

Table 1. The effect of the parameters on the operation results

Parameter Theoretical optimal path radial
distance (km)

Average optimal path distance
(km)

Error rate (%)

0 134376.9 132927.2 0.047%

1 132984.4 139874.1 0.063%

4 130943.7 129397.1 0.012%

2 130245.5 135298.7 0.029%

3 134457.1 137734.8 0.077%
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Fig. 2. Optimal path distance contrast map

This paper analyzes the operation results of the algorithm framework from three
aspects: theoretical optimal path distance, average optimal path distance and error rate.
As can be seen from Fig. 2, when the parameter is 4, the error rate of the algorithm is the
lowest, and the difference between the theoretical optimal path distance and the actual
average optimal path distance is very small. Therefore, the algorithm can meet the needs
of tourism path planning,
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5 Conclusion

Tourism transportation is the basis of tourism development. Therefore, this paper pro-
poses amethod to optimize the tour route of scenic spots in China based on deep learning
algorithm. Firstly, the related technologies such as deep learning and artificial neural net-
work are introduced. Secondly, the most important factors affecting the performance of
path selection are analyzed. Then, combined with the current research status, future
research direction and prospect, this paper analyzes the practical significance of the
combination of deep learning and other automatic processing methods for improving
path planning, and can solve the existing problems. Finally, it summarizes the content
of the full text and points out the shortcomings, hoping that this paper can have further
breakthrough and innovation in the field of tourism and transportation.
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Abstract. Engineering construction is the foundation of the development of
human society, and it is also the most important and dynamic field in the pro-
cess of national economy and urbanization. During the period of rapid economic
growth, various countries have put forward higher requirements for infrastructure
and public facilities. An international engineering project is a complex system,
which will be affected by various factors during the construction process. There-
fore, it is very necessary to predict and manage project risks. In order to meet the
needs of project operation and management, many large multinational groups in
the world have established consulting companies that are in line with the world
and are competitive, competitive and low-cost projects to predict project risks. At
the same time, data mining technology has been well applied and developed in
many fields, including risk assessment and risk prediction. Therefore, the progress
and development of data mining technology provides a good technical support for
the research on risk prediction of international engineering projects. This article
adopts experimental analysis method and data analysis method, which is intended
to combine data mining technology and related knowledge to establish a risk pre-
diction model for international engineering projects, thereby reducing risks more
efficiently. According to the experimental results, the expected output of the exper-
imental model for the sample data is very similar to the actual output results, the
gap is small, and the accuracy is relatively high.

Keywords: Data mining technology · International engineering projects · Risk
factors · Risk prediction

1 Introduction

Project risk prediction is a dynamic process, so it is necessary to grasp the latest informa-
tion at home and abroad in time. In actual construction, through the analysis of interna-
tional engineering projects, we can understand the changing trends of the international
market and domestic environment. Data mining is a processing technology that uses
information. It can combine a lot of value without relying on existing knowledge and
experience, and it can explain people’s unknown problems or make predictive analysis
of known things in the real world. At present, data analysis tools have gradually begun
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to solve some practical problems in the fields of marketing and decision support. There-
fore, combined with data mining, the research on the risk prediction of international
engineering projects has important reference value.

At present, the research results of data mining technology in risk assessment and risk
prediction are relatively rich. For example, Wang Huan pointed out that in-depth explo-
ration of the principles and methods of applying database and data mining technology
will help project risk management and provide reference value for further research on
the application of data mining in project risk management [1]. Xiao Yibing believes that
the distribution network fault prediction is an important work link in power grid engi-
neering. In order to ensure the accuracy and scientificity of the distribution network fault
prediction, it is necessary to pay attention to the application of data mining technology
[2]. Zhang Chenyu introduced the necessity, process and main strategies of risk man-
agement for international engineering projects, and provided help and reference for risk
management [3]. However, the research on the combination of data mining technology
and international engineering project risk prediction is still relatively small. Therefore,
this article will conduct research from this perspective, which to a certain extent has
important practical significance and research value.

This article mainly discusses these aspects. First, the data mining technology and
related theoretical basic knowledge are explained. Then, the risk prediction and related
content of international engineering projects are introduced in detail. In addition, the
application of RBF neural network in international engineering project risk prediction
is also introduced. Finally, experimental research was carried out, based on data mining
technology and related algorithms, an international engineering project risk prediction
model was established, and test results and analysis conclusions were drawn.

2 Data Mining Technology and Risk Prediction of International
Engineering Projects

2.1 Data Mining Technology

Data mining technology is a new, efficient and powerful information processing tech-
nology. It extracts a large amount of valuable information from a database or a group
of storage media, and builds models based on these appearances to obtain potential user
needs. It uses a large amount of information and knowledge to discover the characteristics
of things in unknown fields, the laws of phenomena, and people make predictions about
future development trends. At present, data mining technology is beginning to be used in
many industries. For example, machine learning methods are applied to industrial pro-
duction process automation and agricultural production management automation, etc.
These tasks need to use this technology to analyze and sort out useful information.

Data mining, also known as knowledge discovery, is the process of discovering rules
from a database. At present, this technology is a relatively young technology, and data
mining has gradually become the subject of many internationally renowned scientific
conferences and journals.

The development of datamining technology is based on traditional statistical theories
and methods, including statistical analysis, neural network models, etc. The technology
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of data mining mainly includes cluster analysis, neural network and association rule
algorithm. Among them, cluster analysis divides different information data into multiple
categories according to different classifications, such as univariate, multidimensional,
and soon.Datamining is realized by clustering technology,which is divided intomultiple
small categories to classify and extract effective information. Association rule analysis
methods and pattern recognition research are currently one of the most widely used
and effective tools. When it is modeling things, it needs to build a large number of
complex models to describe the interrelationships and internal regular relationships
between things, which has some difficulties to a certain extent. Among all these data
mining methods, association rule mining is the most active and widely used [4, 5].

2.2 Risk Prediction of International Engineering Projects

International engineering projects refer to the construction of engineering projects
through international bidding, which are managed and constructed in accordance with
international standardized management models, and the projects are undertaken by for-
eign contractors and the participation of companies from different countries. Due to dif-
ferences in regional culture, political economy, and project construction funding sources,
different international engineering projects are also very different.

The construction of international engineering projects is the most important way of
the “going out” strategy at this stage. However, there are still many problems in the safety
risk management of international engineering projects at this stage. These problems are
concentrated in that they contain unsafe factors, whichwill affect the implementation and
progress of international engineering projects at all times, andwill affect the international
engineering project itself and its consequences. The economic and social environment
of the country or region where it is located has caused relatively large losses. The overall
scale of international engineering projects is constantly increasing. At the same time,
various uncontrollable risk factors are also increasing [6, 7].

Risk prediction is a very complex subject. Compared with national projects, due to
differences in regions, languages, cultures, economics, and legal systems, the realization
of project objectives for international projects is affected by many risk factors. The
formation mechanism of project risk is shown in Fig. 1.

Risk
accident Risk receptor Risk loss

Risk
factors

Risk
factors

Pregnancy risk 
environment

Fig. 1. Formation mechanism of international engineering project risk

The risks of international engineering projects are usually composed of risk acci-
dents, factors and losses. Risk accidents are mainly events that deviate from the target
due to the influence of a variety of risk factors. The occurrence of risk accidents is the
main reason for risk losses. In simple terms, it means that the emergence of risks can only



Risk Forecast of International Engineering Project 451

be caused by risk accidents. This is also the main reason for risk losses. Risk accidents
are often caused by a variety of different factors alone or together, and these factors
themselves have certain contingency and regularity. By analyzing the law of occurrence
of risk accidents, you can master the correct risk control strategy. It is also the focus of
realizing risk early warning management and management.

Risk factorsmainly refer to various factors that can lead to risk factors or enhance risk
accidents. They are the most important cause of risk accidents and the most important
cause of losses. There are also certain differences in risk factors for different risks, which
can be distinguished as moral, material, and psychological risk factors. What needs to
be paid attention to is that risk factors are the main cause of risk accidents and cannot
be completely eliminated. Only through the implementation of corresponding measures
can effective control of risk factors be achieved. Risk losses can be divided into indirect
and direct losses. They mainly refer to the unexpected and unintentional economic loss
caused during the period of risk [8, 9].

Comparedwith the process of general production activities, international engineering
projects are affected by different risk factors, and their risks also have these characteris-
tics. One is objectivity. Risk is not suppressed by human will. Their existence depends
on the existence of risk factors. It happens with the emergence of risk factors. This is
a common phenomenon in social practice. Therefore, people need to have an in-depth
understanding of risks, record the rules of risk occurrence, and take appropriate risk
management measures in a timely manner to remedy or reduce risks as much as possi-
ble. The second is relativity. The risk of a project is relative to the project object, and
the same risk event has different impacts on different project objects. For example, the
change of the engineering project is a risk for the customer, but it is an opportunity for
the contractor, which can create conditions for the contractor to claim damages. On the
other hand, the size of the project risk is also relative, the same risk has different degrees
of tolerance to different problems. The risk tolerance of the project depends on factors
such as investment scale, income level, project available resources and subject status.
The third is integrity. The impact of risk is holistic and not limited to any specific period,
place or aspect. For example, bad weather conditions will cause the project to stagnate,
whichwill affect the later design of the entire project, which in turn affects thework of all
participants in the later period. This will not only increase the cost, but also increase the
construction time and seriously affect the quality of the project. Relatively independent
local risks will accumulate and expand their impact as the project develops and time
passes. The fourth is variability. Various risks will change in quantity and quality as the
project progresses. Some risks disappear due to quick and efficient response methods,
or are controlled over time, but there may also be new risks [10, 11].

2.3 Application of RBF Neural Network in Risk Prediction of International
Engineering Projects

As one of the data mining techniques, RBF neural network can predict the potential
losses that may occur or have occurred in the future by analyzing historical data and past
experience, and it can also improve the predictability and reliability of the project by
establishing a predictive model. It can be said that the RBF neural network has played
an important role in constructing the risk prediction model of international engineering
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projects, providing it with theoretical basis and technical support. The RBF neural net-
work consists of three layers, and each layer has its own attributes that are different from
other layers. The input layer is mainly composed of some sensory neurons. Its main
function is to connect input variables and internal neurons so that they can transmit var-
ious information. It is only suitable for network buffering and connection [12]. Various
input variables can be transmitted to neurons located in the hidden layer in turn. The
specific calculation method is shown in formula (1) (2).

E(z) =
B∑

u=1

vuφ(‖z − du‖) (1)

φ(z, du) = f

(
−‖z−du‖2

ρ2u

)

, u = 1, 2, ...,m (2)

Among them, E is the network output layer selection function, x is the sample data,
‖·‖ is the norm, d is the center of the basis function, and vu is the weight vector. φ is the
radial basis function, B is the number of radial basis functions, and φ(‖z − du‖) is the
set of B radial basis functions. ρu is the width of the hidden layer neuron basis function.

3 Experiment and Research

3.1 Experimental Environment

In this experiment, the tested model uses the C# language, calls Revit R API.dll in
the Visual Studio 2019 environment, and runs the external runtime program (warning
module) from an external (external control) command. Due to limited programmability,
the model can be used to independently call and process data in the Revit SDK, and
it can also realize the early warning function. And use PAI interface, Revit SDK data
package, Visual Basic.net, C#, C++, etc. Using the Revit DB Link plug-in and linking
the plug-in to the Revit main database, the original data of the risk prediction model of
international engineering projects can be directly imported into external databases such
as Microsoft Access, Microsoft Excel, and ODBC databases through the plug-in.

3.2 Experimental Process

In this experiment, based on data mining data mining technology and related algorithms,
an international engineering project risk prediction model is constructed. After inputting
the sample data Sample 1, Sample 2, Sample 3, and Sample 4 in the model, the expected
output and actual output results are obtained by testing respectively. And analyze the
expected output and actual output results, and draw conclusions. Some experimental
results are shown below.

4 Analysis and Discussion

In this experiment, data mining technology and related algorithms are introduced to
establish a predictive model. After the sample data is input, the expected output and
actual output are obtained by testing. The test results are shown in Table 1.
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Table 1. Test results of the model

Project Sample data
input

Expected
output

Actual
output

Sample 1 0.29 0.31 0.323

Sample 2 0.35 0.39 0.385

Sample 3 0.45 0.51 0.503

Sample 4 0.37 0.41 0.397
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Fig. 2. Test results of the model

It can be seen from Fig. 2 that the prediction model established by the introduction
of data mining technology and related algorithms, after inputting sample data, tests to
obtain the expected output and actual output. The expected output of Sample 1, Sample
2, Sample 3, and Sample 4 are 0.31, 0.39, 0.51, and 0.41, respectively, and the actual
output is 0.323, 0.385, 0.503, and 0.397. It can be seen that the expected output of the
experimental model for the sample data is very similar to the actual output result, the
gap is small, and the accuracy is relatively high.

5 Conclusion

Data mining technology has a wide range of applications, including engineering design,
management and decision-making. At the same time, in the process of international
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engineering projects, it is necessary to conduct risk assessment and risk prediction, but
the large amount of data and information involved is very large. Therefore, in the process
of project management, it is very necessary to use data analysis, processing and other
means to predict risks. In this process, it is necessary to take advantage of data mining
technology to collect information and materials required at various stages for screening
and sorting, and then after analysis, evaluation and judgment, it needs to be converted
into usable resources and finally realized risks prediction. Therefore, this article focuses
on the combination of data mining technology and international engineering project risk
prediction.
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Abstract. Translation is an ancient and highly practical subject. With the devel-
opment of the times, people pay more and more attention to language. As one of
the most important tools in international communication, English has become a
topic of common concern for people all over the world. Under the modern lan-
guage system, it has become very necessary to study multiple strategies to replace
traditional sentence patterns or morphological words. At the same time, in the era
of big data, translation technology is one of the important components. Among
them, multi-strategy translation uses certain technical means to translate the orig-
inal text into the target language in different language environments. It can enable
the target reader to quickly understand and accept the intended information or
intention, and can also quickly and accurately express the original content and
obtain accurate results. The DTW algorithm is a shortest path method based on
the minimum non-random search method. It has strong robustness when solving
multi-target translation problems and can well overcome many shortcomings in
traditional classical grammatical analysis. This article adopts experimental anal-
ysis and data analysis methods to explore the multi-strategy English translation
system by combining the research ofDTWalgorithm, so as to achieve high-quality
and high-efficiency translation of the target language. According to the experimen-
tal results, the recognition time of the system tested in this experiment is relatively
short, and the recognition rate can be as high as 98.3%, and the work efficiency is
relatively high.

Keywords: DTW algorithm · English translation system · Best path · Speech
recognition

1 Introduction

With the rapid development of modern science and technology, social economy and
cultural life, people use English more and more widely in daily communication. As an
important language tool and information processing method, the multi-strategy transla-
tion system has also become a research topic in the field of modern society translation
and other fields. The DTW algorithm is a multi-parameter calculation method based on
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the least squares method. It converts the function optimization problem into a linear pro-
gramming problem, and obtains the best performance by solving the optimal solution.
The basic idea is to use the simplest global search capability to make the shortest path,
maximize the goal and minimize the cost. Combining the research of DTW algorithm to
explore the multi-strategy English translation system, so as to achieve high-quality and
high-efficiency translation of the target language.

From the current point of view, the research results on DTW algorithm, English
translation strategy and machine translation in academia are relatively rich. For exam-
ple, Wen Yuhua proposed that compared with the traditional correction system, the auto-
matic correction system for English pronunciation errors based on the DTW algorithm
optimizes the speech recognition sensor and the pronunciation recognition processor,
which makes the accuracy of the English pronunciation correction higher [1]. Hong F
believes that in English, the use of prepositions is more flexible and common. According
to the differences between English and Chinese languages, the translation strategies of
prepositions in translation between English and Chinese are analyzed and discussed [2].
WANG Yu-han pointed out that the rapid development of information technology in the
past ten years has made people more aware of the importance of translation. Combining
the relevant theories of multimodal discourse analysis to explore the concept of mul-
timodal teaching is conducive to mobilizing students’ enthusiasm and improving the
efficiency and quality of teaching [3]. Since there are few researches on the combination
of DTW algorithm and multi-strategy English translation system at present, this article
will combine this algorithm to carry out research in this area.

This article mainly discusses these aspects. First, the DTW algorithm and its related
theoretical knowledge are explained. Then, it elaborates on the multi-strategy English
translation system and its related aspects. In addition, the application of DTW algorithm
in multi-strategy English translation system is also introduced. Finally, based on the
DTW algorithm, an experimental study on the multi-strategy English translation system
is carried out, and the experimental results and analysis conclusions are drawn.

2 DTW Algorithm and Multi-strategy English Translation System

2.1 DTW Algorithm

DTW algorithm, short for dynamic time warping algorithm, has achieved great success
in the recognition of isolated words with small vocabulary. It adjusts the pronunciation
speed and re-adjusts the characteristic parameter sequence mode to introduce as few
errors as possible to obtain the best results. He has achieved great success in recognizing
individual words with a small vocabulary. Due to changes in speech rate, intonation, and
speaker’s accent, the recognitionmodule and the referencemodule cannot be completely
consistent over time. This algorithm can compare the two at the equivalent point in time,
and solve the problem of unequal speaker speed [4, 5].

Dynamic programming is to turn a multi-step process into a series of single-step
problems, solve them one by one, and optimize the problems in the solution process. It
can effectively find the best solution for many overlapping sub-problems. It divides the
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problem into sub-problems and uses the principle of optimality to establish a recursive
formula to calculate the optimal solution. In order to avoid the repeated solution of these
sub-problems, their results are gradually calculated and recorded, from simple problems
to overall problems to be solved. In other words, dynamic programming records the
results of recursion so that it does not take time to solve the same problem.

The essence of the DTW algorithm is to use the idea of dynamic programming
and use local optimization to automatically find a path. Along this path, the cumulative
distortion between the two feature vectors is the smallest, that is, to find the best path
through each intersection from the starting point to the ending point of a point, so that the
total frame distortion of all intersections on the path is minimized. In the learning phase
of the system, the user saves the feature vector sequence of each word in the vocabulary
as a template in the template library. In the recognition step, the feature vector sequence
of the input speech is sequentially compared with each model in the model library, and
the one with the highest similarity is output as the recognition result. Dynamic time
warping is the use of dynamic programming technology to transform complex global
optimization problems into many local optimization problems and make incremental
decisions [6, 7].

2.2 Multi-strategy English Translation System

Translation is an important means of language information exchange. In the process of
daily communication, business negotiation or other communication, people use English
to facilitate communication and express their needs.

Early machine translation systems are generally based on the analysis of part of
speech and word order, and statistical techniques are often used in the analysis. People
are increasinglyfinding that the communication betweendifferent languages is becoming
more and more common in their study, life and work. Whether it is idioms or written
communication, there are stricter, more urgent, and more demanding requirements for
English translation. On the other hand, computing power is also advancing by leaps and
bounds. The development and popularization of the Internet, the multilingual archives of
bilingual countries, the United Nations, etc. have enabled people to use tens of millions
of bilingual parallel corpus sentences, and the corpus is constantly expanding. All of
these provide the necessary theoretical and practical basic knowledge for the study of
multi-strategy English translation systems [8, 9].

The “Pharaoh” translation system belongs to the earlier machine translation system.
It mainly consists of two parts, namely training and decoding. For the input sentence, the
sentence is divided first, and then the best combination is found according to the existing
sentence table to generate the final translation. Because its principle is simple and easy
to use, many researchers have experimented with it or compared it with the basic system.
Therefore, its appearance has played a very important role in promoting the development
of statistical machine translation. The structure of the “Pharaoh” translation system is
shown in Fig. 1.
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Fig. 1. “Pharaoh” translation system structure diagram

Machine translation methods are divided into rule-based translation methods and
corpus-based translation methods. Machine translation refers to the use of computers to
translate one natural language (source language) into another natural language (target
language). Initially, due to the slow speed and low accuracy of machine translation, the
cost ofmachine translationwasmuch higher than that ofmanual translation. This has had
a huge impact on the prospects of machine translation research, and machine translation
research has declined. Later, with the rapid development of science and technology,
cultural exchanges between different ethnic groups became more frequent and language
barriers became more serious. People are beginning to realize that machine translation
has a huge demand and application potential.

At present, statistical machine translation is a research site in the field of machine
translation and even natural language processing. The multi-strategy translation system
is a complex process, the core of which is to translate and integrate the original text
at multiple levels, and translate the translation into the target language. Multi-strategy
translation system is a relatively advanced technology and method. It is mainly divided
into three parts in the translation process. The first step is to combine the words with
the target corpus. At this stage, a large amount of data information is needed to analyze,
organize and calculate the content to be decoded. The processing mechanism of the
system refers to the comprehensive analysis ofmultiple different types of texts to achieve
the optimal combination and convert the best translation into the most ideal expression
effect [10, 11].

Multi-strategy translation should follow these two basic principles. One is faithful
to the original text. Before extracting text information, it is necessary to have a correct
understanding of the content of the original text and the author, the target reader and the
identity of the translator contained in the translation, etc., so as to ensure the translation
of high-quality articles. The second is accuracy. It is necessary to accurately express the
target semantics and make it match the original intent. At the same time, it should be
noted that there can be no major differences between different methods.
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2.3 Application of DTWAlgorithm in Multi-strategy English Translation System

The DTW algorithm is a nonlinear warping technique that combines time warping and
distance measurement. In speech recognition, due to the considerable randomness of
the speech signal, the input pattern cannot be simply compared with the corresponding
reference pattern, but even if the same sound is made by the same person at different
times, it may not be exactly the same. Using this algorithm to re-adjust the parameter
attributes of the speech signal can solve the problem of two vector lengths with different
lengths, so as to achieve better results in the speech recognition of the English multi-
strategy translation system. For simplicity and processing, the Euclidean distance or its
twisted form is usually used for measurement. Then find the cumulative distance of the
best path, and finally get the corresponding frame matching distance to maintain a better
path [12]. The calculation method is shown in formula (1) (2) (3).
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Among them, a is the time sequence label of the training speech frame, b is the time
sequence label of the test speech frame, R is the test mode, and Q is the reference mode.
F[R,Q] represents the distortion between the test pattern and the reference pattern, and
o is the dimension of the feature vector. T(b) and Q(a) are both speech frames, T(b) =
{r1, r2, …, rp} and Q(a)= {q1, q2,…, qp} respectively represent T (b) and Q(a) feature
vectors.

3 Experiment and Research

3.1 Experimental Environment

In this experiment, the online translation services provided by Baidu and Google and the
open source statistical machine translation system were used to translate the exper-
imental samples from English to Chinese to obtain the corresponding translations.
Among them, the operating system uses Windows 10, the development tool uses Python
IDLE, and the development language is Python. The operating mode is C/S structure,
namely: Client/Server (client/server) structure. Hardware configuration: CPU is Inter i5
2.9 GHz, memory is 16 GB. Software configuration: Web server is Tomcat6.0, back-
ground database is MySQL5.9, development and debugging environment is Eclipse4.2.
Network configuration: bandwidth is 1000 Mbps for wired.

3.2 Experimental Process

In this experiment, the system is comprehensively debugged, which includes training
each control sample separately, using the training result as a template for pattern match-
ing, and finally getting the recognition result. The specific operation performance is as
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follows: Regarding system performance issues, the samples 1, 2, 3, and 4 are tested in
terms of the longest recognition time, the shortest recognition time, and the recognition
rate. Some experimental results are shown below.

4 Analysis and Discussion

In this experiment, in terms of system performance issues, Sample 1, Sample 2, Sample
3, and Sample 4 were tested in terms of the longest recognition time, shortest recognition
time, and recognition rate. The experimental results are shown in Table 1.

Table 1. System performance test results

Project Sample 1 Sample 2 Sample 3 Sample 4

Number of experiments 50 50 50 50

Maximum recognition time (ms) 78 96 67 88

Shortest recognition time (ms) 57 73 46 51

Recognition rate (%) 97.3 96.8 98.3 97.9
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Fig. 2. System performance test results

It can be seen from Fig. 2 that the shortest recognition times of Sample 1, Sample
2, Sample 3, and Sample 4 are 57 ms, 73 ms, 46 ms, and 51 ms, respectively, and the
recognition rates are 97.3%, 96.8%, 98.3%, and 97.9%, respectively. It can be seen that
the recognition time of the system tested in this experiment is relatively short, and the
recognition rate of up to 98.3% can be achieved, and the work efficiency is relatively
high.
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5 Conclusion

In recent years, as international exchanges have become more frequent and information
exchanges have become increasingly globalized. This makes people gradually produce
new requirements for the language environment. Therefore, how to accurately and effi-
ciently translate a suitable translation while satisfying multiple functional requirements
has become an important issue facing linguistics. With the progress of society, people
have higher andhigher requirements for computer systems, andmulti-strategy translation
systems are increasingly used in various fields, which makes the research of translation
systems a hot spot. Therefore, this article is based on the DTW algorithm to study the
multi-strategy English translation system, which has certain practical significance and
research value for the future research on the English translation system.
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Abstract. With the continuous development of society and economy, the scope
of transmission lines continues to expand, the traffic of transmission line inspec-
tions is increasing day by day, and the frequency of use of safety tools is also
increasing. At the same time, the traditional manual management of safety tools
and equipment due to complicated steps, long cycles and low execution efficiency
can no longer meet the needs of modern transmission line inspections for safety
tools and equipment management. It is an urgent task to develop a whole life
cycle management system for safety tools and equipment using new technology.
This article aims to study the design and implementation of a full life cycle man-
agement system for power tools and appliances based on the Internet of Things.
Based on the analysis of QR code technology, system performance requirements,
system function design and QR code related algorithms, the basic management of
the system. Safety tools and equipment life management, safety tools and equip-
ment maintenance management, and safety tools and equipment query statistics
modules were designed, using QR code technology to realize the automatic identi-
fication of safety tools and equipment, and then realize the purchase, warehousing,
and outgoing of safety tools and equipment. Informatization management for the
entire life cycle of inspection and scrapping, improve the management level of
safety tools and equipment warehouses of transmission lines, eliminate irregular
operations, and ensure the smooth development of safe production of transmission
lines.

Keywords: Internet of Things · Power tools · Full life cycle management ·
System design

1 Introduction

The power industry is one of the industries that pay great attention to safety, and the
management of safety tools and equipment is an important part of the daily safety pro-
duction management of the power industry [1, 2]. For the safe and stable operation of
transmission lines, operation and maintenance personnel will use various safety devices
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to conduct inspections on power lines and tower equipment during daily inspections [3,
4]. Due to the wide variety and large number of equipment contained in safety tools and
appliances, their management involves many aspects such as types, quantities, inspec-
tions and tests, scrapping and renewal, and there are greater difficulties in management.
Therefore, the information management of the quality, service life, replacement, etc., of
these safety tools has become very important.

The main purpose of power companies to manage safety tools is to provide better
quality tools for production activities, help operation and maintenance personnel to
carry out daily inspections of transmission lines in a safer and more reliable way, and
to maintain production in a safe and stable manner [5, 6]. Under the current state, it
promotes the continuous improvement of the safety of production activities and helps
power companies achieve greater results in terms of economic and social benefits [7,
8]. Therefore, it is of great significance to strengthen the management of safety tools
and equipment. The management level of power companies will directly affect their
actual production level and actualmanagement capabilities. Therefore, power companies
strengthen the management and monitoring of safety tools and equipment, and use
information technology to improve management quality and efficiency [9, 10]. Not only
can they help power companies improve their modern management level, effectively
promote safe production, but also save labor costs anduse information technology instead
of low effective manual management mode improves management efficiency [11, 12].

This article sorts out the requirements for the full life cycle management of safety
tools and equipment. Based on the QR code technology and the Internet of Things
technology,with the help of software engineering related theories and specificmethods to
research, establish a reliable and practical safety tool management. The system includes
analyzing system requirements, designing specific functions, and carrying out project
realization and specific testing.

2 Design

2.1 System Performance Requirements

(1) System reliability
From the perspective of non-functional requirements, the system cannot be

verified in the early design and implementation of the system, and the stage of
online operation. The concurrent system data and the number of users may not
reach a certain level, so in the process of designing the system architecture. It is
necessary to fully consider various factors in order to determine the design mode
with a more reasonable structure.

(2) System operability
Ordinary users are not professional computer practitioners, so the operability

of the software interface must be high, and an intuitive and clear operation interface
must be presented to the user. At the same time, it must ensure a faster response
time and ensure that multiple users can use it at the same time.
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2.2 System Function Design

The specific functions of this system include four functional modules: system manage-
ment, safety tools and equipment full life cycle management, safety tools and equipment
maintenance management, and safety tools and equipment query statistics. The module
diagram is shown in Fig. 1.
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Fig. 1. System function architecture

2.2.1 System Management Module

System login refers to the control of user login status by verifying user name and pass-
word and checking its specific authority. Can be divided into account authority man-
agement, user management and login management. Authority management refers to the
assignment of specific authority of users, adding, deleting and changing the specific
authority of users. User management refers to adding, deleting and changing user names
and passwords in the system.

2.2.2 Full Life Cycle Management Function Module

The whole life cycle of safety tools and equipment is the core function of this system,
which has modules such as tool and equipment procurement, tool and equipment dis-
tribution, tool and equipment storage, tool and equipment testing and maintenance, and
tool and equipment scrap management. Specific as shown in Fig. 2.

(1) Procurement of tools and equipment
The management of safety tools and instruments should start with the procure-

ment plan. According to the configuration, use and inventory of the overall safety
tools and equipment in the previous year, the user shall apply for the summary
and formulate the annual procurement plan. After the procurement plan is reported
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Fig. 2. Full life cycle functional architecture of safety tools

to the superior management unit for budget approval (may be adjusted), enter the
procurement procedure according to the approved plan (independent procurement,
bidding procurement or outsourcing procurement, etc., this process is not man-
aged in this system). After the procurement is completed, all equipment enters the
test center. In the test area, the first inspection of tools and appliances is prepared.
For tools and appliances that pass the first inspection, they will be identified by a
two-dimensional code, and then put into storage according to regulations.

(2) Allotment of tools and instruments
Safety tools and appliances are managed in a secondary warehouse, that is, all

tools and appliances are purchased in the warehouse management center, and the
power supply stations and other users will collect them from the central warehouse
according to the application or plan. The use stage is stored in the warehouses of the
power supply bureaus. The tools and instruments distributed to various departments
are returned to the central warehouse through the process of testing, overhauling,
and scrapping.

(3) In and out of warehouses
During the operation of lending and returning safety tools and instruments, the

QR code identification records corresponding to the safety tools and instruments
must be scanned as required, and unified and standardized information records are
realized for the outbound and in-warehouse. Only the instruments and instruments
that have been scanned and identified can be loaned and returned. At the time,
the integrity check operation before the return must be followed, such as return
photos, etc., before the return can be completed, forming a complete closed-loop
management process of tools and instruments in and out of the warehouse.

(4) Test and maintenance of tools and instruments
According to the latest test date, test period and other information in the his-

torical archives of safety tools, compile test and inspection plans for safety tools
and appliances, and complete inspection and test management. After the test and
inspection are completed, directly enter the central warehouse, and then the user
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will receive it; according to requirements, the management unit will not be changed
during the test, and the user will receive it after the test is completed.

(5) Waste management of tools and instruments
For tools and instruments that are unqualified for testing and maintenance or

damaged in use, they need to be recorded in the year-end or regular scrapping
module. The scrapped tools and instruments are removed from the inventory, and
the subsequent processing is the responsibility of the asset management department
and is not managed in this system.

2.2.3 Safety Equipment Maintenance Management Sub-module

The specific maintenance work of safety tools and appliances is automatically assigned
to the warehouse safety tools and appliances manager to complete on time according
to the maintenance, inspection, and test cycles of different tools and appliances. Daily
maintenance work must be completed within the specified time, and the maintenance
workmust be completed on the safety tools and equipmentmaintained in accordancewith
the specific steps. The focus of the management work is to complete the maintenance
work within the maintenance period, and not to omit the safety tools and equipment
during maintenance. Only in this way can the safety tools and equipment themselves be
guaranteed and meet the actual needs in the production work.

2.2.4 Query Statistics of Safety Tools and Instruments

Through the system for transparent management of various processes in the entire life
cycle of tools and appliances, the status of tools and appliances can be based on evidence.
In the whole life cycle management of tools and appliances, tools and appliances will
involve purchasing, allotment, warehousing, testing and maintenance, and scrapping.
Through the system’s online control of the process of tools and equipment, the status
of chemical equipment can be transparent. Managers will be able to intuitively grasp
the status of tools and equipment from multiple dimensions, and automatically record
the entire process with informatization, completely changing the management mode of
power safety tools and equipment, and achieving lean management.

2.3 Internet of Things Technology

The two-dimensional code of the Internet of Things is a bar code that uses a certain
geometric figure to record data information in a spaced pattern distributed on a plane
according to a certain rule. Between the one-dimensional bar code RFID technology. It
has a large amount of information, has the functions of error correction and encryption,
and has a wide range of applications. The production of a two-dimensional code is
different from traditional information carriers. It is a graphic data file that does not have
strict requirements on the medium. It can be embodied in a variety of materials, which is
convenient for information transmission and real-time detection of equipment. The two-
dimensional code can realize the reliable storage of various large-capacity information,
and is convenient to carry. It can hold up to 1,850 uppercase letters or 2,710 numbers
or about 500 Chinese characters in bytes. It is a major technology in a barcode. The



Design and Implementation of the Life Cycle Management System 467

two-dimensional code is added in the design of the replacement operation under the
condition of lossless and misplaced. The encryption process is as follows:

(1) First select two large prime numbers p and q. It is required that p cannot be equal
to q, and there is a certain gap between p and q.

(2) Calculation

n = p ∗ q (1)

(3) Calculate

�(n) = (p − 1) ∗ (q − 1) (2)

(4) Choose e to make.
For the RSA algorithm:

D(E(M )) = (
Me)d mod n =

(
Md

)e
mod n + E(D(M )) (3)

Where M is plaintext. Encryption formula:

C = E(M ) = Me mod n (4)

Decryption formula:

M = D(C) = Cd mod n (5)

2.3.1 Generation of QR Code

The principle of two-dimensional code generation for safety tools is to set a unique two-
dimensional code for each safety tool and use the two-dimensional code as the “ID card”
of the safety tool to realize thewhole process control. The systemautomatically generates
a unique two-dimensional code image based on the warehouse, type, location and other
information of the safety tools and appliances, and pastes them on the corresponding
safety tools and appliances for downloading or printing. Paste the two-dimensional
code of the tool part number and serial number on the shelf where the safety tools are
stored, and identify the tool by adding the serial number to the part number. The two-
dimensional code of safety tools and instruments should include two-dimensional code
of tool number, two-dimensional code of tool part number, and two-dimensional code
of tool serial number. The structure of the two-dimensional code is abstracted.

2.3.2 Application of QR Code

(1) Scan the QR code through the smart terminal to realize the query of safety tools and
equipment parameters and the instructions for use of the tools, but the transmission
method can only be read through the data or query on the computer, and the query
process is relatively cumbersome.
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(2) Scan theQR code through the smart terminal to realize the registration of borrowing
and returning of personnel, and the registration of borrowing and returning of tools
and instruments. However, the traditional method also requires manual filling in
the system, which is relatively cumbersome and complicated.

(3) Using the QR code label, the borrowing and returning of multiple electrical safety
tools of the same model will not be confused. You only need to scan the QR code to
know the site of the tool, which is not available in traditional management methods.

3 Realization

3.1 System Management

Theuser needs to complete identity verification during the use of this system.The specific
permissions of the administrator user of the system include assigning role permissions
and defining role definitions. The permissions of other users (teams, administrators)
are different. When the user opens the homepage, the system judges the user’s specific
role by checking the cookie. If the user does not store the cookie, the login box will
automatically pop out.

The administrator of the system is the main user of the module. Specific operating
functions: one is user management, the other is organization management, and the third
is basic information management. The user management module can realize user and
authoritymanagement. Including the addition anddeletionof user accounts in the system,
the modification of the user’s account password, and the respective formulation and
modification of the corresponding usage rights in the system in accordance with the
specific scope of the user’s work.

3.2 Full Life Management of Safety Tools and Equipment

After purchasing in accordance with the regulations of the superior department, the
unique QR code will be generated and stored in the warehouse. The corresponding
warehouse, category name, type name, type number, scanning of the two-dimensional
code of the tool and the warehouse are required. Time, operator, and necessary remarks.
After entering the warehouse, the warehouse manager shall go to the tool and appliance
warehouse to carry out the operation of requisition and return according to the needs.
This part of the realization of the background mainly realizes the data storage operation,
that is, the information of the tools and instruments are written into the database.

3.3 Maintenance and Management of Safety Tools and Instruments

According to the maintenance, overhaul, and experiment cycles of different types of
safety tools and appliances, automatic tracking is started from the safety tools and appli-
ances in the warehouse, and the maintenance management form of all safety tools and
appliances is listed, and a message reminder is sent one month before the maintenance
date of the safety tools and appliances. Relevant warehousemanagement personnel carry
out safety tools and equipment maintenance plans, and individually classify and alert
the safety tools and equipment that have not been maintained due to expiration.
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3.4 Query Statistics of Safety Tools and Instruments

The query function can perform a combined query according to one or more different
conditions of purchase time, next test, overhaul time, safety tool number, maintenance
time, scrap time, safety tool category name, safety tool identification, and current status,
allowing users actual needs are met.

3.5 System Performance Test

Table 1. System network concurrency test results

Concurrency (number of
people)

Network communication
capability (KBps)

500 3596.17

1000 3181.43

2000 2695.61

As shown in Table 1, according to the current security equipment management busi-
ness situation, the system’s user concurrency is generally maintained at about 400, so
the system meets the predetermined requirements in terms of performance.

4 Conclusion

Safe production is the top priority of the power system, and the scientific management
of safety tools and equipment can help eliminate potential safety hazards. In this paper,
aiming at the information management of safety tools and instruments, with the help
of the two-dimensional code technology of the Internet of Things, a set of safety tools
and appliances full life cycle management system is designed, and it is applied to the
management of safety tools and appliances in the warehouse to improve the manage-
ment of safety tools and appliances. The level of intelligence has realized information
management to ensure that overdue safety tools and equipment will not be used on site
to avoid potential safety hazards. The networked management of safety tools and equip-
ment has been realized, and work efficiency has been improved. The system can meet
the management needs of power transmission operation and maintenance units for the
intelligent and informatization of safety tools and appliances, regulate the management
and use of safety tools and appliances, and has good promotion value.
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Abstract. Building informationmodeling is a new technology that has the advan-
tages of three-dimensional visualization and information integration. It can pro-
vide a platform for the integration, management and maintenance of different
types of information, and realize the exchange and sharing of information. The
introduction of BIM technology into building information monitoring can provide
a platform for the development of monitoring information analysis and processing
functions, and improve the interaction between monitoring information and mod-
els. Therefore, this paper designs a building informationmodel monitoring system
based on BIM technology, and introduces an ant colony algorithm to optimize sys-
tem performance. The control variable method was used to test the relationship
between the number of building informationmonitoring, themonitoring frequency
and the time-consuming monitoring, and it was concluded that the performance of
the system in processing building information can maintain the normal operation
of the system.

Keywords: BIM technology · Ant colony algorithm · New building
information · Monitoring system

1 Introduction

With the rapid development of my country’s construction industry, building information
monitoring plays an important role in the inspection of construction quality and safety
and the improvement of construction efficiency. Building information monitoring is an
important measure to ensure the construction, operation and maintenance of complex
buildings, and it has the characteristics of a large number of measuring points, a long
monitoring period, a complex monitoring system, and high difficulty in operation and
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maintenance. Therefore, the design of building information model monitoring system is
of great benefit to the development of information architecture.

Many scholars have conducted research on the building information model moni-
toring system based on BIM and optimized ant colony algorithm, and the results have
been good. For example, a scholar established an online monitoring system based on
BIM to monitor the environment of the building structure and display relevant building
information data in the BIM software, by drawing monitoring parameter time history
curves, structural state graphics, and accessing the monitoring system to collect the
original data, vividly show the dynamic status of the monitoring data, and realize the
content of custom monitoring [1]. With the help of BIM three-dimensional rendering
technology, a scholar established a BIM based visual monitoring system, and used an
improved ant colony algorithm to optimize system performance. Safety inspection rules
can be integrated into BIM, and automatic hazard identification and prevention during
construction can be realized through algorithmsMeasure planning is to combine the data
collected by monitoring to the sensor to realize the direct display of the data collected
by the sensor [2, 3]. Although the research results of the building information model
monitoring system based on BIM and optimized ant colony algorithm are good, there
are few applications of using the system to monitor building information in real life. It
is necessary to monitor building information during the construction process to improve
the quality of construction safety and efficiency of construction work.

This article describes the characteristics of BIM technology used in building model
construction, uses the advantages of BIM technology to build a building information
model monitoring system, optimizes the system performance according to the charac-
teristics of the ant colony algorithm to find the best method, and then tests the amount
of monitoring information during the operation of the system, the relationship between
the monitoring frequency and the time-consuming monitoring function, to verify the
feasibility of the system [4].

2 BIM Technical Characteristics and Demand Analysis of Building
Information Model Monitoring System

2.1 The Characteristics of BIMTechnology Used in BuildingModel Construction

(1) Visualization
Visualization is what the human eye can see. Applying it to architectural design can
play a huge role. In the case of traditional construction drawings, we express the
relevant information of building components on the drawings in two-dimensional
form. He needs the participants in architectural design and construction to imagine
the real form of the architectural shape or concrete components. However, due to the
complex and changeable forms and shapes of the existing architectural pursuits, it is
difficult to truly show the building itself through the expression of two-dimensional
planes. Therefore, the concept of visualization is introduced, and simple plane
graphics are displayed in front of people in three-dimensional form; although the
concept of three-dimensional renderings has always existed in architectural design,
it is produced by understanding the content of related two-dimensional drawings, its
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building model does not contain any relevant information of building components,
and lacks the linkage between the same components [5]. And what we call BIM
visualization means that there is linkage between the same type of components,
and the corresponding information can be fed back. The final result can be used to
make three-dimensional renderings, and in the entire process of designing building
information models, display and model Related communication, discussion and
decision-making.

(2) Coordination
Coordination is an important part of the construction from the beginning of the
design to the completion of construction. It requires the owner, design unit and
construction unit to coordinate and cooperate with each other to prevent problems
in the implementation of the project, and to organize all parties involved. Coordinate
together to find out the causes and solutions of each problem, and then come up
with corresponding remedial measures [6].

(3) Simulation
Most outsiders think that architectural drawings are designed through buildingmod-
els. However, the simulation of BIM technology is not limited to this. In the design
process, BIM can simulate the construction model to achieve the goal of design
optimization [7]. Such as 4D simulation and 5D simulation. Among them, the 4D
model is based on the 3D model with schedule management, and the actual con-
struction is simulated through the construction organization design and schedule
plan. The 5D model adds cost management to the 4D model, and compares and
analyzes the planned cost and the actual cost [8].

(4) Optimization
From building planning to construction operation is a continuous optimization pro-
cess, usually not related toBIMapplications, but better optimization can be achieved
on this basis. Use BIM technology and other optimization tools to optimize the
construction and operation of construction projects. According to the complexity
of the project, the optimization of the project is realized with the help of advanced
technology and equipment, so that the project can reach the most ideal state.

(5) Graphical availability
The drawingability of BIM is reflected in the drawings and materials of integrated
pipeline drawings, which is different from the usual CAD drawings. This is the
drawing data obtained through the visual display, coordination, simulation and
optimization of the information model after the design and construction of the
information model.

(6) Integration
The realization of engineering project planning, design, construction and operation
management is the core of the integrated management of the entire life cycle of the
engineering project. Rely on BIM technology to realize project planning, design,
construction and operation management, and then realize integrated management.
From the perspective of its integration, the three-dimensional model built by BIM
technology is like a large database. In the construction and use engineering, data and
information are continuously collected, modified and recorded to achieve integrated
management [9].
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(7) Parameterization
Parametric BIM technology modeling is modeling through parameter information.
It is different from the digitalmodel and the analysismodel, themodel change can be
realized only by adjusting the parameters.At the same time, different parameters can
form different graphic elements, and the graphic elements are used as components
to construct an overall model through various components.

2.2 Functional Requirements of Building Information Model Monitoring System
Database

Requirement analysis is the basis for building a database. Only when the basic work
is done fully and accurately can the speed of building monitoring information in the
database be improved, the quality of the monitoring information can be guaranteed, and
the needs of users can be fully met.

(1) User safety management of monitoring information database
The user securitymanagement of the database is to verify the identity of the userwho
enters the database interface, so as to prevent the information from being arbitrarily
tampered with or leaked by non-database users, and to ensure the integrity of the
information. In the user login interface designed in this article, when the user name
and password input are empty or the user name and password input does not meet
the requirements, a corresponding warning windowwill appear; only when the user
name and password meet the specified requirements, will it prompt login success.
Only then can you enter the interface of monitoring information management.

(2) Backup and restore of monitoring information database
In order to enhance the security of monitoring information, efficient management of
the database is required. If the data in the database is damaged, after backing up the
database, you can restore the data to the system and restore the normal operation of
the system, thereby avoiding data damage and loss. The database backup interface
is to select the data to be backed up from the database drop-down menu, then enter
the name of the corresponding backup file, click the browse button to select the
backup storage location, and click the backup database button. If the data has been
backed up, the program will pop up the word “backed up” [10, 11].

2.3 Mathematical Model Based on Ant Colony Algorithm

When the ant is crawling, it decides its transfer direction according to the amount of
information on each path, and realizes the shortest and optimal path selection [12]. In
the path search process, the ants calculate the state transition probability according to
the heuristic information of the path. pmij (t) represents the state transition probability of
ant m from city i to city j at time t:

pmij =

⎧
⎪⎨

⎪⎩

[λij(t)]α × [μij(t)]β
∑

s=allowedk

[λis(t)]α × [μis(t)]β
, j ∈ allowedk

0, otherwise

(1)
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Among them, α is the information heuristic factor, which represents the relative
importance of the trajectory and the role of the information collected by the ants during
the movement. The larger the value, the more likely the ant will choose the path taken
by other ants, and the stronger the collaboration between ants; β is the expected heuristic
factor, indicating the relative importance of visibility, and also reflects the ants in the
process of movement the greater the importance of heuristic information, the closer the
probability of state transition is to the existing rules; μij(t) A is the heuristic function,
and its expression is as follows:

μij(t) = 1
wij

(2)

In the formula,wij represents the distance between two adjacent cities. For ant m, the
smaller wij is, the larger μij(t) and pmij (t) are. Obviously, the heuristic function expresses
the degree of expectation that the ants transfer from city i to city j.

3 Building Information Model Monitoring System Based on BIM
and Optimized Ant Colony Algorithm

3.1 Design of Building Information Model Monitoring System
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Fig. 1. Building information model monitoring system

Figure 1 shows the design drawing of the building information model monitoring sys-
tem. The system is divided into three modules, namely, the building information data
transmission and processing module, the data analysis display module, and the back-
ground management module. There is an information data collection subsystem under
the building information data transmission and processing module, which is used to
collect building-related information; the data packet processing subsystem is used to
store and manage building information; the information data upload subsystem is used
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to transmit building information to the database; Information data receiving subsystem,
used to receive the building information transmitted by the data upload system. There
is a building information monitoring subsystem under the data analysis display module,
which is used to monitor the data generated in the process of building construction in
real time; the information data analysis system, through the analysis of building data to
find problems in the construction process. There is an information maintenance subsys-
tem under the back-end management module to modify building information; the user
management subsystem allows users to log in to the building information monitoring
system.

3.2 Design of Building Information Monitoring and Early Warning

In the process of real-time monitoring of building information, by comparing the real-
time updated monitoring response with the critical value of early warning indicators, if
the monitored building information exceeds the critical value, the system automatically
alarms and captures abnormal data information, and then realizes the monitoring and
warning prompts of the BIM platform include a pop-up warning window to prompt the
content of the warning and sound an alarm.

4 Building Information Model Monitoring System Testing

When testing the building informationmodelmonitoring system, themonitoring quantity
and monitoring frequency are used as variables, and the controlled variable method is
used to test the relationship between the monitoring quantity, monitoring frequency and
the time-consuming system monitoring.

4.1 Test of the Relationship Between the Quantity of Building Information
Monitoring and the Time-Consuming System Monitoring

Table 1. The relationship between monitoring quantity (pieces) and time (seconds)

Number of
monitoring

Theoretical
time-consuming

Actual
time-consuming

1 0.05 0.02

10 1.0 0.1

30 1.0 0.24

80 1.0 0.37

100 1.5 0.45

130 1.5 0.68

170 1.5 0.93

200 2.0 1.12
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This test is to control the monitoring frequency to 10 min/time, and the relationship
between the amount of building information monitored by the system and the time con-
sumption. It can be seen from Table 1 that the system can process the data uploaded from
the information collector in a normal time, that is, the actual monitoring time is less than
the theoretical monitoring time. With the increase in the number of building informa-
tion monitoring, data packets must be monitored in sequence, and the data packets that
are not monitored have to wait for the last data packet to be monitored. This increases
the waiting time for monitoring and makes the actual monitoring time-consuming. It is
also increasing. When the number of monitoring increases, the system should consider
increasing the processingmemory or increasing the number of packet processing servers
to improve the monitoring efficiency of the system.

4.2 The Relationship Between Building Information Monitoring Frequency
and System Monitoring Time-Consuming Relationship Test

This test controls the number of building information monitoring to be 50 and 100, and
the monitoring frequencies are 10 min/time, 20 min/time, 30 min/time, 40 min/time, 50
min/time, 60min/time, because themonitoring frequency interval is long, and the results
obtained from an experiment have a large error. Therefore, a one-day test is performed
to calculate the total time spent in 24 h.

Table 2. The relationship between monitoring frequency (minutes/time) and monitoring time
(seconds)

Frequency 50 building
information
time-consuming

100 building
information
time-consuming

Multiple
relationship

10 43.23 65.66 1.52

20 38.67 57.24 1.48

30 33.29 47.27 1.42

40 27.85 37.88 1.36

50 21.49 28.15 1.31

43.23 38.67 33.29 27.85 21.49 
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It can be seen from Fig. 2 that the shorter the monitoring interval, the more the
number of building information detection, and the longer themonitoring timewill be. For
example, when monitoring once every 10 min, theoretically the time-consuming for 100
pieces of information is twice that of 50 pieces of information, and from themultiple data
in Table 2, it can be seen that themultiple is 1.52 times, and there are nomultiples of other
frequencies. Reached 2 times, indicating that in the same detection interval, that is, when
themonitoring frequency is the same,when the amount of building information increases
exponentially, the monitoring time will not increase by a corresponding multiple, but
will shorten some time consumption. Therefore, in order to ensure the performance of
system data processing, an appropriate monitoring frequency should be set to ensure the
normal operation of the system.

5 Conclusion

Nowadays, the construction industry has become a pillar industry of my country’s
national economy. The implementation of construction information monitoring plays a
prominent role in the quality management of the construction process and the improve-
ment of construction efficiency. This paper establishes and optimizes the building infor-
mation model monitoring system based on BIM technology and ant colony algorithm,
and conducts experimental tests on the performance of the building information model
monitoring system. The test results show that the system performance guarantees the
effectiveness of the monitoring results, and the system should be put into the building
vigorously. Construction, improve the quality of construction, and stimulate economic
growth.
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Development Status of High-End Equipment
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Network and Tobit Panel Regression Model
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Abstract. Equipment manufacturing industry is the cornerstone of a country’s
industrial development. As its core component, High-end Equipment Manufac-
turing industry is of great significance to enhance industrial value chain, promote
industrial structure optimization and enhance industrial market competitiveness.
This paper introduces theNeural Networkmodel and tobit panel regressionmodel,
summarizes the HEM industry, the rapid development of China’s HEM industry,
overseas M &amp; A has become the norm, explores the problems existing in
the HEM industry, and studies the innovation and transformation factors of the
development level of HEM industry in Heilongjiang Province. The results show
that, The TI and transformation of HEM industry in Heilongjiang Province has
developedwell and is the pillar industry of economic development in Heilongjiang
Province.

Keywords: Neural network · Tobit panel regression model · High-end
equipment manufacturing industry · Development status

1 Introduction

In recent years, the research of BP Neural Network is highly sought after. Many studies
show that the accuracy of the model based on BP NN is higher than that of multiple
logistic regression model and multiple probability regression model, and does not need
to meet the assumption that the predictive variables are independent of each other. BP
NN theory is widely used in enterprises in different industries.

Many experts have studied Neural Network and regression models. For example,
Hussain h I, Anwar n, razimi m use generalized regression Neural Network (GRNNs).
The results were compared with the traditional panel data regression model by retaining
samples. The preliminary results confirm the stability of the data and allow the prediction
ability [1].Nohh,LeeS.Compared the existingmethods, such as citation lag distribution,
Tobit regression and multilayer NN, to predict future patent citations as an alternative
index of patent technology impact [2]. Lee e, Kim D proposed a method of using deep
NN (DNN) to detect small traffic lights (TLS) in images taken by vehicle cameras. The
TL detector adopts DNN structure, and the encoder decoder has focus regression loss;
This loss function reduces the loss of a simple good regression example [3]. Although
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the research results of Neural Network and regression model are quite rich, there are
still deficiencies in the analysis of the development status of HEM industry based on
NN and tobit panel regression model.

In order to study the development of HEM industry based on Neural Network and
tobit panel regression model, This paper studies the development of Neural Network,
Tobit panel regression model and HEM industry, and finds the radial basis function
(RBF) Neural Network. It shows that Neural Network and tobit panel regression model
are conducive to the development of HEM industry.

2 Method

2.1 Introduction to Neural Network Model

(1) Introduction of Neural Network Model
Neural Network model is the main method of processing prediction and eval-

uation in data mining technology. Neural Network model is designed according to
the complex network structure of human brain [4]. The human brain can process
advanced psychological behaviors such as thinking, emotion and decision-making,
but the Neural Network model only imitates this function, that is, the input infor-
mation is processed and analyzed through the Neural Network model to obtain rea-
sonable output results. The thinking and decision-making function of human brain
is based on people’s knowledge or previous experience, so the decision-making
of human brain is basic and persuasive [5]. Therefore, in order to give full play
to the decision-making function of Neural Network model on unknown samples,
the learning ability of Neural Network model must be obtained by training known
samples. It can be seen that the basis of NN model is the node model of NN, that
is, neuron model. The whole NN is composed of each neuron model. Each neuron
node has a certain learning ability to process the information obtained by the NN
and make the corresponding output decision information. This ability is obtained
through NN training [6]. Therefore, NN training is the core function of NN model.
In order to obtain an accurate NN decision model, the training of NNmust be com-
pleted strictly. After network training, NN can realize the functions of prediction
and evaluation.

(2) Advantages and disadvantages of Neural Network Model
Advantages of Neural Network model: strong nonlinear mapping ability.

Through the construction of multilayer Neural Network Model, the Neural Net-
work model realizes the mapping function from input to output. At present, the
most commonly used three-layer Neural Network model is enough to deal with any
nonlinear continuous function. This greatly enhances the ability of the model to
deal with complex internal relations and the nonlinear mapping ability of the Neu-
ral Network model. In the training process, the Neural Network model can obtain
the complex relationship between dependent variables and independent variables
through autonomous learning, update the error distribution weight of each cycle,
and store the learning content in the weight of the model network. The disadvantage
of Neural Networkmodel: themodel has over fitting phenomenon. According to the
algorithm principle of Neural Network model, the Neural Network model is trained
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into a model by relying on the original data, and then tested with some data, which
reflects the training ability and prediction ability of the model. Generally speak-
ing, there is a positive correlation between training ability and prediction ability.
The stronger the training ability, the stronger the prediction ability, the weaker the
training ability, the weaker the prediction ability, and the prediction ability will
improve with the improvement of training ability. When a certain limit is exceeded,
the relationship between training ability and prediction ability will change. With
the improvement of training ability, the prediction ability will decline.

2.2 Tobit Panel Regression Model

Tobit model, also known as restricted dependent variable model or sample selection
model. When the data to be analyzed has numerical cutting or fragment characteristics,
the ordinary least square method is no longer applicable, and the Tobit model using the
maximum likelihood estimation method becomes a better choice. Although the model
has beenwidely used in China, there are still somemisunderstandings and shortcomings:
(1) Tobit model and discrete selection model are confused; (2) It does not distinguish
whether the established model is a correlation equation; (3) The economic significance
of sample selectivity deviation is not accurately defined. The estimation of Tobit model
is mainly divided into three categories: the first is non simultaneous equation model
estimation, the second is simultaneous equation model estimation, and the third is panel
model estimation [7].

2.3 Development Status of High-End Equipment Manufacturing Industry

(1) Concept of High-end Equipment Manufacturing industry
High end equipment manufacturing industry is a capital intensive and tech-

nology intensive industry. Different from the traditional equipment manufacturing
industry, it is at the top of the value chain. It is the core link of the industrial chain
and has a decisive impact on the industrial competitiveness. High end equipment
manufacturing industry provides an important supporting force for modern coun-
tries to achieve the goal of industrial transformation and upgrading [8]. At this
stage, the development of HEM industry mainly covers five fields, namely aviation
equipment industry, rail transit equipment manufacturing industry, intelligent man-
ufacturing equipment industry, satellite manufacturing and application industry,
and marine engineering equipment manufacturing industry. Through the industrial
upgrading of HEM industry, it can continuously drive the development of China’s
national economy and other industrial economies. High end equipment manufac-
turing industry can enhance the competitiveness of the industrial chain, which is
the core of the modern industrial system. Today, the development of HEM industry
has become the main factor in the competition of powerful countries [9].

(2) The industry has developed rapidly, and overseasM&amp; A has become the norm
In order to promote the development of China’sHEM industry, the StateCouncil

promulgated the decision on accelerating the cultivation and development of strate-
gic emerging industries in 2010. Since then, China’s HEM industry has received
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unprecedented attention and achieved rapid development [10]. At this stage, the
level of industrial development has been significantly improved, a certain industrial
scale has been formed, and the international competitiveness has been continuously
enhanced. Some breakthroughs have been made in TI in some subdivided fields:
in the field of aviation equipment and satellite applications, it has become one of
the few countries that can independently design and build LNG ships, and marine
engineering equipment can be alone; In the field of high-speed railway, China has
mastered a complete set of high-speed railway technology and become a “large
country of high-speed railway technology”. High speed railway technology has
begun to go abroad to the world. In the next few years, more and more enterprises
will join the army of overseas mergers and acquisitions to obtain nuclear technol-
ogy. At the same time, it should be noted that different corporate culture, personnel
status and capital operation modes will increase the operation risk after M &amp;
A. If the reorganization is not completed for a period of time, it will also cause
stock market turbulence and increase enterprise operation risk [11].

(3) Problems in High-end Equipment Manufacturing industry
Although the innovation ability of China’s HEM industry is improving day

by day, in a considerable part of High-end Equipment Manufacturing fields, key
nuclear technologies are still controlled by foreign enterprises. Chinese enterprises
can only use these technologies through purchase or introduction, which increases
the production cost and investment of products, and will be limited by foreign tech-
nology suppliers everywhere. The industrial chain system is imperfect. At this stage,
China has not been able to independently produce many related basic components
and nuclear key components. Most basic parts and nuclear key parts also need to
be imported from abroad. At present, the development of China’s HEM industry
also shows the characteristics of regional high convergence. Based on the strong
support of the state and the development of key training, in the foreseeable future,
China’s HEM industry will enter a period of rapid growth, and its comprehen-
sive strength and international competitiveness will be greatly improved. Initially
meet the needs of industrial upgrading and transformation and the cultivation and
development of strategic emerging industries, and become one of the world’s major
high-end equipment manufacturers. It is worth noting that with the rapid growth of
fixed asset investment, the scale and output of construction machinery and machine
tool industry rank first in the world, and have reached a record high in China’s
equipmentmanufacturing industry. The technological level of rail transit equipment
industry and aircraft manufacturing industry has also made breakthrough progress.
In general, China’sHigh-endEquipmentManufacturing industry has begun to inter-
nationalize its strategic layout, and rail transit equipment and other industries have
taken the lead in going abroad and participating in internationalmarket competition.

2.4 Radial Basis Function (RBF) Neural Network

When the input signal approaches the central range of the basis function, the hidden
layer node produces a large output. When the input signal is far from the central range
of the basis function, the output of the hidden layer node decreases. The input of hidden
layer node is Eq. (1):

xh = |c − xi|| ∗ bih (1)
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Where Xi is the hidden layer input vector; C is the center of the input data matrix;
BIH is the hidden layer threshold.

It is generally a nonlinear functional relationship, θ Is the threshold of neuron, and
the output of neuron J can be expressed as Eq. (2):

Oj = f (
n∑

j=1

�ijxj − θ)i �= j (2)

Among them, �ij is the weight of connection, Oj is the output of neuron, and n is
the functional relationship of transfer.

Because the unit proportion of each index is different, it is necessary to convert
the dimensional expression of the index into a dimensionless expression. Therefore,
according to formula (3):

z = x − μ

σ
(3)

Where, μ mean value and σ standard deviation.

3 Experience

3.1 Object Extraction

This paper adopts the horizontal comparative analysis of the data of three provinces.
We can clearly see the ranking of Heilongjiang Province in the three provinces, so as to
understand the relative strength of its indicators. Compared with the longitudinal com-
parative analysis, it is more convincing, and because there is no specific identification
scope of HEM industry, it is difficult to obtain the longitudinal data of HEM industry
in Heilongjiang Province. Factor analysis was used. As a generalization of principal
component analysis, it is an effective method to solve the problem of index informa-
tion overlap in evaluation, and can achieve good dimensionality reduction. Through the
factor analysis of the development level evaluation system of HEM industry, extract
the principal component factor, calculate the principal component factor score, and get
the development level score of HEM industry in various provinces and cities, which
can better understand the development level of HEM industry in various provinces and
cities.

3.2 Experimental Analysis

Data envelopment analysis (DEA), analytic hierarchy process, fuzzy comprehensive
evaluation, artificial Neural Network model and principal component analysis can be
used to evaluate the development level of HEM industry. Data envelopment analysis
is a linear programming model. Analytic hierarchy process and fuzzy comprehensive
evaluation method are highly subjective. The evaluation of artificial Neural Network
model also needs the help of expert scoring or fuzzy comprehensive evaluation.
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4 Discussion

4.1 Factor Analysis Results of Development Level of High-End Equipment
Manufacturing Industry in Heilongjiang Province

According to the constructed principal component factor scoremodel and comprehensive
score model, the principal component factor scores of provinces and cities and the
comprehensive scores and ranking of HEM industry are obtained by Excel, as shown in
Table 1.

Table 1. Score and ranking of each component factor

Region Guangdong Heilongjiang Hubei

F1 1.272 0.167 0.672

Ranking 1 3 2

It can be seen briefly from the above that the innovation transformation factor of
Guangdong Province is 1.272, that of Heilongjiang Province is 0.167, and that of Hubei
Province is 0.672. We can see the specific results clearly in Fig. 1 below.

1.272 

0.167 

0.672 

0

0.5

1

1.5

Guangdong Heilongjiang Hubei

F1

region

Fig. 1. Score and ranking of each component factor

It can be seen that the top two scores of the development level of HEM industry
are Guangdong and Hubei respectively. Heilongjiang Province ranks third among the
three provinces and cities, at the lower middle level. The results show that the TI and
transformation of HEM industry in Heilongjiang Province has developed well and is the
pillar industry of economic development in Heilongjiang Province.

4.2 Regional Distribution of Intelligent Manufacturing Industrial Parks in China

According to the incomplete statistics of the National Bureau of statistics, by 2021,
there will be 592 intelligent manufacturing industrial parks under construction or com-
pleted in China. Although many small intelligent manufacturing industrial parks have
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disappeared, the overall number is still on the rise. The regional distribution of China’s
Intelligent Manufacturing Industrial Park is shown briefly in Table 2.

Table 2. Regional distribution of intelligent manufacturing industrial parks in China

Region Midwest Circum Bohai Sea Pearl river delta Changjiang delta Other

Data 12.5% 15.4% 26.6% 21.7% 23.8%

It can be seen clearly from the above that the number of intelligent manufacturing
industrial parks in the central and western regions accounts for 12.5% of the national
total, the number of intelligent manufacturing industrial parks around the Bohai Sea
accounts for 15.4%, the number of intelligent manufacturing industrial parks in the
Pearl River delta accounts for 26.6%, the number of intelligent manufacturing industrial
parks in the Yangtze River delta accounts for 21.7% of the national total, and the number
of other intelligent manufacturing industrial parks accounts for 23.8% of the national
total.

It can also be clearly seen from the above figure that the regional distribution of
China’s intelligent manufacturing capacity is different. The number of intelligent man-
ufacturing industrial parks in the Pearl River Delta and other regions accounts for more
than half of the national total. Overall, the type of Intelligent Manufacturing Industrial
Park in China is mainly robot industrial park.

5 Conclusion

The development of HEM industry not only promotes the transformation and upgrading
of traditional industries, but also supports the development and growth of other strategic
emerging industries. At present, there are still some problems in the development of
China’s HEM industry, such as low industrial profit margin, lack of independent inno-
vation ability, difficulty in enterprise financing, lack of highly skilled talents and so on.
This paper studies the regional distribution of intelligent manufacturing industrial parks
in China. The results show that the type of Intelligent Manufacturing Industrial Park in
China is mainly robot industrial park.
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Construction of Financial Credit Risk
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Abstract. In recent years, affected by the global economic recession, China’s
economic growth has slowed down, and deep-seated contradictions in the process
of economic growth have begun to emerge, and the resulting concentration risks
have begun to spread to banks. Effective risk prevention has become an important
factor for banks to ensure asset quality. Therefore, the establishment of a complete
and effective credit risk assessment system is the key to effective risk prevention.
This paper constructs a financial credit risk assessment system, uses the analytic
hierarchy method to construct a financial credit risk assessment system model,
and then analyzes the actual case of the constructed model, and draws the result.
Among the assessment enterprises, the financial credit risk the larges is B for
enterprises, the smallest is F. According to relevant data, the construction of this
model is effective.

Keywords: Analytic hierarchy process · Financial credit · Risk assessment ·
System construction

1 Introduction

The government work report pointed out that the factors and conditions that support our
country’s development have undergone major changes, and contradictions have become
increasingly prominent [1, 2], and our country’s economy is in a period of structural
adjustment and growth changes. In the critical period of overcoming obstacles, the
economy is under pressure from enterprises. Soaring increase, thus lending funds to
the bank [3, 4]. In the process of banks expanding credit funds, credit risks increase
correspondingly, and credit risk management methods have become a necessary condi-
tion for banks to operate steadily [5, 6]. Traditional credit risk is actually a default risk.
The so-called risk management is a decision-making process used by organizations or
individuals to mitigate the negative impact of risks. This process involves goal setting,
risk identification and evaluation, risk management plan selection and implementation,
and risk management process result monitoring and evaluation [7, 8].
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For the study of financial credit risk, some researchers have applied empirical
research to the effectiveness of commercial bank credit risk measurement, introduced
logit method for empirical analysis, and used neural network technology for comparison,
and introduced bank credit risk on the basis of empirical analysis. Model and experimen-
tal results show that the logit method has higher prediction accuracy [9]. Some scholars
have used discriminant analysis methods and decision tree methods to conduct empirical
analysis on the default risk of unlisted SMEs in my country. The results show that both
methods can more accurately predict the default risk of a company. It also shows that
the decision tree can not only measure a company’s default rate, but also analyze the key
factors of a company’s default, that is, cash flow/total liabilities sum the two ratios of
current assets/liabilities are important indicators of valuation [10]. In summary, there are
many studies on financial credit risk, but its evaluation system still needs to be studied
in depth.

This paper studies the financial credit risk assessment system, analyzes the relevant
theories of the credit risk assessment system on the basis of literature data, and then uses
the analytic hierarchy process to construct the financial credit risk assessment system,
and then uses actual cases to test the model, and draw relevant conclusions through the
test results.

2 Research on Financial Credit Risk Assessment System

2.1 Reasons for Financial Credit Risk

First of all, with the acceleration of economic transformation after China entered the
WTO, the most fundamental factor affecting credit risk is the structural problem of
China’s property rights system [11]. The common characteristics of China’s existing
property rights system and the socialist market-oriented property rights system are as
follows: State-owned enterprises and competitive entities are China’s main operating
entities, not truly independent assets. Private enterprises are not equally protected by
the law and cannot be widely recognized by the society. This is the fundamental issue
of corporate integrity, and the essence of integrity issues is also a property issue. The
prerequisite for integrity activities is that both buyers and sellers have their own property
rights [12]. This means that the subject of the transaction should be the land owner or
the land owner with independent property rights. The subject has the confidence, ability
and motivation to complete the credit loan. Therefore, the issue of China’s land property
rights system is also affecting the issue of credit.

2.2 Comparison of Evaluation Methods

With the continuous advancement of technology, more and more methods are used for
risk assessment. In this article, we mainly choose linear weighted comprehensive evalu-
ation method, analytic hierarchy process, data packaging method, fuzzy comprehensive
evaluation method and BP neural network method for comparison. Each method has
its own advantages and disadvantages. There is no doubt that there is no perfect way.
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When choosing a risk assessment method, the analytic hierarchy process is not the best
assessment method, but it is the most appropriate method for the content being assessed.
The choice of risk assessment method also depends on the design of the index system
and the type of data. The analytic hierarchy process also has some shortcomings, but
compared with other methods, it has unique credit risk assessment capabilities. Credit
risk is complex, and there may be interactions between different risks. In the business
letter risk assessment model, it is not important to understand how different risks indi-
vidually affect the risk level of the letter of credit. In real-world credit activities, these
types of risks often occur at the same time, so only the results need to be obtained.

2.3 AHP Method

(1) Establish a hierarchical model
The purpose of decision-making, the elements to be considered (decision-

making criteria), the decision objects are divided into high, medium, and lowest
points according to the mutual relationship, which constitutes a hierarchical struc-
ture picture. The highest level refers to the main purpose of decision-making and
the issues that need to be addressed, the lowest level refers to alternative methods
in decision-making, and the middle level refers to the various factors that need to
be investigated and the criteria for decision-making. For the adjacent two layers,
the top layer is called the target layer, and the bottom layer is called the agent layer.

(2) Create a crisis table (pair comparison).
When deciding the relative weight of different factors at various levels, if there

is only a qualitative conclusion, it is usually not easy for others to accept. Therefore,
in order to make comparisons, people often use comparison scales to simplify the
difficulty of comparing various factors under different properties and increase the
accuracy. Therefore, for a certain standard, the shape below it will be a positive
comparison and be evaluated according to its key points. aij refers to the result of
comparing themeaning of element i and element j through the nine importance given
by Saaty and its assignment. A table composed of the results of the comparison is
called a crisis table. Crisis tables usually have the following attributes:

aij = 1

aij
(1)

(3) Weight calculation method.
The normalized arithmetic mean of the n row vectors of the judgment matrix A

is approximated as the weight vector ω, namely

ωi = 1

n

n∑

j=1

aij
n∑

k=1
akj

(2)
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3 Construction of Financial Credit Risk Assessment System Based
on Analytic Hierarchy Process

3.1 Selection of Financial Risk Assessment Indicators

(1) Principles of index selection

1) Content. The main body of the financial credit risk assessment system includes
multiple entities such as financial companies, third-party logistics companies,
financial intermediaries, and core companies. Therefore, when formulating a
credit ratingmodel, it is necessary to consider both the lender’s own credit status
and the influence of other entities on the lender’s credit status. Therefore, it is
necessary to investigate the influence of industry growth and regional factors
on the creditworthiness of the funded company. In short, the financial credit
risk assessment system needs to carefully consider various factors that affect
credit risk and allow amore complete assessment of the company’s credit status
based on a thorough investigation.

2) Relevance. The construction of the financial credit risk assessment system
should start from the entire industry, taking into account the macroeconomic
situation, the development characteristics of the industry and the company, and
the relationship between the financial company and the parent company. The
companies applying for financing should also be considered, and the rating
indicator system should be continuously adjusted to make it relevant to the
rating model.

3) Function. The index selection process should avoid selecting indexes that are
inconvenient to collect, difficult to access, and the calculation process is very
complicated. Most of the small enterprises in our country are not on the list,
the construction of the credit bank for small enterprises has been delayed,
and the relevant administrative departments have not supervised them. Some
indicators cannot accurately and truly reflect the operating conditions of an
enterprise. Therefore, usability and ease of use are important principles for
index selection.

4) The hierarchical distribution structure is rationalized. According to the finan-
cial credit risk assessment system, it is necessary to establish an indicator sys-
tem from low to high, from simple to complex. Indicators at all levels should
highlight the key points as much as possible, and avoid over-complication,
over-simplification or absoluteization. The structure should be as logical and
efficient as possible, focusing on the true meaning of indicators at all levels.

(2) Index selection
Based on the above analysis, combined with my own theoretical analysis, this

article constructs an indicator system from three main aspects:

1) Current status of the industry. The factors affecting the company’s credit risk
status are mainly qualitative indicators such as the domestic macroeconomic
environment, industry development, regional development, and past contract
performance.
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2) Apply for the status of the company. This indicator not only considers the finan-
cial status of the applicant company, such as profitability, solvency, business
capabilities, etc., but also considers the operating and management status and
credit status of the loan company.

3) Loan assets. In order to obtain credit loans, financial companies mortgage raw
materials, stocks and final products to commercial banks. Banks or logistics
companies should carefully evaluate the assets of this part of the collateral
before granting credit.

3.2 Hierarchical Analysis

(1) Hierarchical structure
Based on the above two first-level indicators, this paper selects 9 s-level indi-

cators such as macroeconomic environment and industrial development and 27
three-level indicators such as macroeconomic situation and legal policy environ-
ment to construct the SMEs shown in Table 1. Credit risk identification index
system. Figure 1 shows a hierarchical structure diagram, which is an identification
indicator system.

Table 1. SME credit risk identification index system

First-level indicator layer Secondary indicator layer Three-level indicator layer

Industry status Macro environment Macroeconomic conditions X1

Legal policy environment X2

Industry growth Industry development stage X3

Industry growth X4

Industry Competitive X5

Regional factors Local government support X6

Marketization situation X7

Past performance Default rate X8

Enterprise status Business management Manager quality X9

Staff quality X10

Corporate Culture X11

Financial Statement Quality X12

Profitability Return on net assets X13

Return on total assets X14

Sales profit margin X15

(continued)
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Table 1. (continued)

First-level indicator layer Secondary indicator layer Three-level indicator layer

Operational capability Return on net assets X16

Return on total assets X17

Sales profit margin X18

Solvency Current ratio X19

Quick ratio X20

Asset-liability ratio X21

Interest protection multiple X22

Prospects Net profit growth rate X23

Sales growth rate X24

Asset growth rate X25

Credit history Bank Credit X26

Social Credit X27

Financial risk 
assessment

Industry status Enterprise status

Macro
environment

Industry
growth

Regional
factors

Past
performance

Business
management Profitability Operational

capability Solvency Prospects Credit
history

Fig. 1. SME credit risk identification index system

(2) Construction of pairwise judgment matrix and consistency test
In the process of research, this article first determines the scale value of each

judgment matrix through the expert scoring method, and then uses the analytic
hierarchy process to determine the weight of different indexes.
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4 Case Analysis

4.1 Example Data

(1) It is understood that the parent company A and Bank W have signed a cooperation
agreement to provide financial services for the Internet supply chain upstream and
downstream of the supply chain where Company A is located. Company B is a sup-
plier of household appliances for specific products. Both Company A and Company
B are listed companies in Shanghai and Shenzhen. Company B needs to increase
the flow of funds, so it plans to apply for loans from Bank W’s online platform by
means of supply chain finance. BankW needs to assess the credit risk of a financial
company.

(2) As a domestic self-operated e-commerce platform, C-core, which has a huge trans-
action data file of upstream and downstream enterprises, has also signed a cooper-
ation agreement with W Commercial Bank to provide suppliers with supply chain
financial services. There are also buyers D Company is active in the field of elec-
trical appliances. This industry is a long-term supplier of Company C. Company
D applies for a loan to the bank, and Bank W needs to assess the credit risk of
Company D.

(3) A specific power company E is a listed company, and coal company F is introduced
as a supplier in the supply chain. Company F applies toBankW for a loan, andwants
to use the accounts receivable and accounts receivable promised by Company E to
obtain a loan. Company E provides a guarantee for Company F, but the company’s
Internet application level needs to be improved.

4.2 Scoring Results

According to the above evaluation model, it is first necessary to collect quantitative
data and qualitative descriptions of related indicators of related companies from the
company’s financial statements published on the Internet. Industry and external envi-
ronmental information can be consulted on relevant magazines and websites. Based on
the data obtained, relevant experts and researchers will be required to evaluate the system
according to the scoring standards established above. The scoring results are shown in
Table 2.

It can be seen from Fig. 2 that the financing risk of enterprise B is greater than that
of D, and the financing risk of D is greater than that of F. The credit risk levels are AA,
AAA, and A, respectively. In contrast, bank W gives priority to enterprise F in lending,
followed by B and D.
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Table 2. Scoring result

Enterprise B Enterprise D Enterprise F

Macro environment 0 0 0

Industry growth 1 1.2 1.5

Regional factors 1 2 1

Past performance 2.5 2.5 2.5

Business management 0.7 0.6 0.8

Profitability 5 5 5

Operational capability 3 4 3

Solvency 9 10 9

Prospects 1.2 1.0 1.6

Credit history 8 8 8
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Fig. 2. Scoring result

5 Conclusions

This paper studies the financial credit risk assessment systemmodel. After understanding
the relevant theories, builds the financial credit risk assessment system model based on
the analytic hierarchy process, and then uses examples to analyze the results of the
experiment. In the assessment of enterprises, Enterprise B’s financing risk is greater
than D, D’s financing risk is greater than F’s financing risk.
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Abstract. Genetic algorithm is a random search algorithm that uses fitness func-
tion as a directional intelligent algorithm. It is based on the evolutionary law of the
biological world and has many advantages in practical applications. This paper
studies the application of genetic optimization algorithm in product intelligent
design, analyzes genetic optimization algorithm and related theories of product
intelligent design on the basis of literature data, and then analyzes the product
intelligent design model based on genetic optimization algorithm, and test the
genetic algorithm cited in the model constructed in this article. The test results
show that the average running time of the improved genetic algorithm proposed in
the article is reduced. Therefore, under the condition of adopting the elite reten-
tion strategy, the excellent individuals generated by the crossover it is retained
and not destroyed by mutation, which improves the operation speed of the genetic
algorithm, thereby improving the performance of the genetic algorithm.

Keywords: Genetic algorithm · Product intelligence · Intelligent control ·
Optimization algorithm

1 Introduction

Neural networks have powerful functions and can automatically change the environment
[1, 2]. In terms of modeling, neural network is a typical black box learning model.
Once the training is completed, the input/output relationship received by the neural
network cannot be expressed in an easily acceptableway [3, 4]. Combining the twomajor
advantages of easy expression of fuzzy theoretical knowledge and powerful self-learning
ability of neural network, mutual learning can improve the learning and expression
ability of product intelligent system [5, 6]. In the field of control engineering, fuzzy
neural network is a new type of intelligent calculation method that combines artificial
neural network and inference fuzzy logic. As a new technology in the field of artificial
intelligence, it is developing in the direction of advanced research and application [7, 8].

Regarding the research and development of product intelligence, some researchers
have conducted in-depth analysis of various innovative technologies, based on the prin-
ciple of combination and function, aiming to optimize the function of the product and
realize the innovation of the product as the goal, put forward and explain the concept
and innovation the design methods of these methods, and the specific technologies to
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implement these methods [9]. Some researchers are considering product functions from
the perspective of customer needs and product conceptual design from the perspective
of product function design. In addition to analyzing the relationship between product
design, conceptual design and functional design, a process model of product design and
product conceptual design is established based on the method of functional decompo-
sition, and a network algorithm for this process is proposed [10]. Some scholars have
proposed that product design not only combines scientific products, but also combines
the relationship between basic parameters and product functions in the design, as well as
the functional decomposition tree, and proposes a conceptual design method based on
cognitive skills, such as the identification and challenge of important parameters [11].
There is also a multi-level deductive analysis method used by scholars. As a method to
guide product life cycle design, QFD can reasonably and effectively transform customer
demand information into design requirements at each stage of the product development
process, laying the foundation for product functional design [12]. To sum up, there are
many research results on product intelligence, but the research on product intelligence
control needs in-depth exploration.

This paper studies the product intelligent design based on genetic optimization algo-
rithm, and analyzes the problems in product intelligent design and the related advantages
of genetic algorithm based on literature data, and then conducts the product intelligent
design model based on genetic optimization algorithm. The built model is built and
tested, and draw relevant conclusions through the test results.

2 Research on Product Intelligent Design

2.1 Problems in Product Intelligent Design

The intelligent product controller is composed of a set of rules describing the dynamic
behavior of the controller, and is controlled by the empirical knowledge of experts and
analog control operators to overcome the influence of non-linear factors. Fuzzy design
usually sets basic rules for fuzzy control and membership functions based on fuzzy
and inaccurate semantic knowledge or experimental statistical data provided by experts
or real operators, and then it simulates human thinking and uses fuzzy reasoning and
fuzzy decision-making to achieve control content control to solve actual engineering
problems. However, this design often has strong subjective factors. On the one hand, the
non-linearity, time-varying characteristics of the controlled object and the existence of
random interference lead to some defects and incompleteness in the controller design,
especially in the definition of control rules and membership functions, which affects the
effect of fuzzy control. In addition, as the number of variables increases, it is difficult
to empirically determine the membership function of the multidimensional space t.
Effective control rules are selected from a large number of candidate rules, fuzzy rules
and membership functions. Automatic repair is also difficult to adjust according to the
characteristics of the system, and usually cannot automatically improve the performance
of the control system based on accumulated experience.

The input/output relationship of a fuzzy controller is determined by its fuzzy rules
and the membership function of fuzzy subsets of fuzzy input and output variables.
Therefore, the self-learning, self-adjustment and optimization of fuzzy control can be
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realized through the rules of adaptive fuzzy controller and the membership function of
fuzzy variables, so that the rules of fuzzy control can be automatically changed, improved
and adjusted to achieve the expected control results. So as to continuously improve the
control performance in the control process. The rules and functions of the fuzzy controller
are determined by their parameters, so the optimization and customization of the fuzzy
controller can be transformed into the parameter search optimization problem of fuzzy
control rules and member functions.

Due to the large dimension of the parameter space to be optimized, the input and out-
put are indistinguishable and have strong nonlinearity. The traditional gradient optimiza-
tion method cannot effectively optimize this problem, and the random search algorithm
is very complicated and impossible to implement. Genetic algorithm is a stochastic opti-
mization technique. Considering that the problematic solution set needs to be optimized
as a group, the optimized objective function can be used to construct the environment and
guide the evolution of the solution. The optimization result is better than the traditional
optimization algorithm, and the global optimal solution can be approached theoretically.

2.2 Advantages of Genetic Algorithm

(1) The processing object of genetic algorithm is not the parameter itself, but the person
who decodes the parameter set. This function allows genetic algorithms to directly
act on the construction of objects.

(2) Genetic algorithm does not use deterministic rules, but uses probabilistic transition
rules to guide the search direction.

(3) Self-organization, self-adaptation, and self-learning. The genetic algorithm uses the
information obtained in the evolution process to organize and search independently.
Groups in good condition are more likely to survive and gain genetic structure
adapted to the environment.

As a search algorithm, genetic algorithmhas the above-mentioned characteristic
methods and methods, is convenient to use, and has good robustness. It has proved
its unique attraction and benefits in solving and applying various problems, and is
widely used in practical problems. At the same time, with the emergence of various
mathematical methods and powerful computer simulation tools, genetic algorithms
have a wide range of potential applications.

2.3 Genetic Algorithm

This article refers to an improved evolution strategy. The algorithm of this evolution
strategy is: first, given the probability of mutation, create an initial population of pop
individuals, and use the initial population as the parent, then calculate the applicability,
rank the values in descending order of ability price, retainm great men, select andmating
creates popular newcomers, merges mating and created newcomers m, maintains and
compares the populations, and arranges them in descending order. After the superior
individuals are retained as elite individuals, themutated offspring ofmating are produced,
and the elite individuals are used to replace the most mutated populations. Poor pop
individuals form offspring. If the calculation requirements are met, the calculation will
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stop. If the calculation requirements are not met, the offspring population is regarded as
the parent population, and the above steps are repeated until the calculation requirements
are met.

3 Intelligent Product Design Model Based on Genetic Optimization
Algorithm

3.1 Ideas for Intelligent Product Design

The intelligent PID parameter adjustment control methods of the above products have
their own shortcomings and limitations. In this article, design amore flexible and smarter
product controller, and use feedback to distinguish the output and input signals of the
output object. At the same time, through further processing of the error signal, other
variables that reflect the characteristics of the measured object can be obtained. Error e,
change error ec, and change error change ecc can all reflect some characteristics of the
test object. The new controller has no requirements for the exact model to be controlled.
Only use errors and error changes to adjust controller parameters in real time to obtain
better control results. Figure 1 shows the principle of the smart PID adapter.

Analytical
controllerDe/dt kd

1/5

kp

ki

Accused

Fig. 1. Principle of Smart PID Adapter

3.2 Intelligent Control Model

In the model designed in this paper, the error forwarding and sending process of BP
neural network are carried out separately. The goal is to get the optimal network weights
and parameters as soon as possible before starting to optimize the BP neural network. In
this process, within the given genetic evolution algebra N, only the promotion process
of the BP neural network is carried out. The genetic algorithm is mainly responsible
for the evolution of the neural network weights and the execution of the overall search.
When a system output error occurs, the deceleration speed starts to slow down. Then
start the process of error redistribution of the BP neural network by paying attention to
it, and complete the local optimization.
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3.3 Control Parameters

(1) Initialization
In the BP neural network, the number of connection weights is very large. For
example, take a 3-layer network 4-5-3 (4 nodes in the input layer, 5 nodes in the
hidden layer, and 3 nodes in the output layer), a total of 35. In addition, rearranging
these parameters into a sequence to form a population string code makes the code
string very long, especially when using a binary encoding scheme. In addition, due
to the time required for encoding and decoding, the search algorithm of genetic
algorithm has become very low. It is necessary to make the encoding more natural
to represent the continuous variable optimization problem. It is also convenient to
input information related to the specific problem during the optimization process,
and the calculation accuracy is not affected by the encoding. The genetic algorithm
designed in this paper uses real number coding, because the decoding problem saves
a lot of computing resources.

(2) Design of genetic operator
1) Plan a fitness function

The fitness function is used to better guide the evolution of genetic algorithms by
determining the suitability of individual populations. The typical design is based
on the system output error. The fitness function can be described as Eq. 1.

F = 1

e2(k)/2
(1)

In this evaluation method, the suitability of the population is determined by
only one factor. However, in reality, the suitability of the population is affected by
a combination of many factors. Therefore, Eq. 1 cannot fully reflect the pros and
cons of fitness. Therefore, in some applications of PID control, the fitness function
is designed as Eq. 2 to reflect the influence of excess factors on the fitness of the
population.

F = 1

e2(k)/2+ Dk
(2)

e(k) is the system output error, andDk is the rate of change of the absolute value
of the system output overshoot.

4 Algorithm Test

This test uses 0–1 coding, single point intersection, and randomly generates the initial
population. The overall size is n = 100. The calculation result is accurate to 1 decimal
place. The mutation probability is Pms= Pm6= 0.05, Pm7= 0.1. For each test function
calculation, the probability of intersection is Pc= 0.5, 0.6, 0.7, 0.8, 0.9, 1, and the number
of individuals to be processed is m = 10. Table 1 shows the GA average execution time
test results when the two functions receive different crossover probabilities and reach
the end of iteration conditions for the traditional evolution strategy and the improved
evolution strategy.
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Table 1. Average execution time test results

0.5 0.6 0.7 0.8 0.9 1

1 4.2 3.9 3.8 3.6 3.3 3.1

1.6 1.5 1.5 1.3 1.3 1.2

2 30.6 28.2 26.9 25.4 24.5 23.4

15.7 14.7 14.3 13.9 13.6 12.5

4.2 

1.6 

3.9 

1.5 

3.8 

1.5 

3.6 

1.3 

3.3 

1.3 

3.1 

1.2 

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

Traditional algorithm Improve algorithm

Ti
m

e

Type

0.5 0.6 0.7 0.8 0.9 1

30.6 

15.7 

28.2 

14.7 

26.9 

14.3 

25.4 

13.9 

24.5 

13.6 

23.4 

12.5 

0

5

10

15

20

25

30

35

Traditional algorithm Improve algorithm

Ti
m

e

Type

0.5 0.6 0.7 0.8 0.9 1

Fig. 2. Average execution time test results



Product Intelligent Design Model 503

It can be seen from Fig. 2 that for the above two functions, if the probability of
intersection is 1, the average running time of each test function is the shortest. As
the probability of intersection increases, the average running time gradually decreases.
Therefore, the greater the possibility of mating, the greater the possibility of produc-
ing better individuals, and the better the performance of genetic algorithms. At the
same time, the crossover probability of 1 has been proven to improve the efficiency of
genetic algorithms. At the same time, compared with the traditional genetic algorithm,
the improved genetic algorithm proposed in this paper reduces the average execution
time of each test function when the crossover probability is the same, and the abnormal
individuals generated by the crossing keep the interruption unchanged, which speeds up
the genetic algorithm. The calculation speed of the algorithm improves the performance
of the genetic algorithm.

5 Conclusions

This article focuses on the research of product intelligent design based on genetic
optimization algorithm. After understanding the relevant theories, the product intel-
ligent design model based on genetic optimization algorithm is constructed, and the
genetic algorithm used in the construction is tested, and the test results are obtained.
The optimization strategy proposed in this paper improves the calculation speed of the
algorithm.
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Abstract. With the advancement of technology in this information age and the
rapid development of e-commerce, payment methods have become more conve-
nient and consumer behavior has also undergone tremendous changes. At the same
time, the improvement of the quality of life also makes consumers pursue brand-
ing and gentrification of consumption. The phenomenon of pre-consumption is
becoming more and more common, reflecting the status quo of irrational con-
sumption. Based on the decision tree data mining algorithm, this paper analyzes
the impact of monthly income on the number of advanced consumption. It is found
that the higher the monthly income, the more the number of advanced consump-
tion. At the same time, it also analyzes which type of advanced consumption is
used by groups under 35 and over 35. The number of people is larger, and it is
found that 32.86% are using Huabei, 27.21% are using credit cards, 26.50% are
online borrowing, and 13.43% are borrowing from friends.

Keywords: Decision tree · Data mining algorithm · Advanced consumption ·
Consumer psychology

1 Introduction

With the improvement of living standards and the increasing number of loan methods,
more and more consumers meet their own commodity needs through advanced con-
sumption. The changes in people’s lifestyles and consumption concepts have greatly
increased people’s expectations for the quality of life. The diversification of consumer
decision-making and the development of market economy have led to an increase in
irrational factors in people’s consumer behavior. Therefore, by studying consumer psy-
chology factors, we can understand the characteristics of people’s advanced consumption
behavior and help people establish a good consumption outlook.

Many scholars at home and abroad have conducted research on advanced consumer
psychology analysis based on decision tree data mining algorithms, and have obtained
corresponding research results. For example, a research team expressed insights on the
issue of advanced consumption. They believe that advanced consumption ismainlyman-
ifested as excessive consumption, emphasizing the surface value of goods and ignoring
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the actual application value, just to satisfy people’s desire for consumption. Excessive
consumption inevitably needs to rely on excessive production to ensure that, and exces-
sive production will inevitably lead to the greedy plunder of natural resources, and then
destroy the ecological balance and harmonious development. Advance consumption is
separated from the essence and real needs of human beings [1]. A scholar analyzed the
consumption needs of people shopping online in the era of information technology, using
data mining technology to find the correlation of people’s shopping characteristics, and
believed that when people are shopping, different consumer psychology ultimately leads
to consumption patterns and consumption expenditures. The difference [2]. Although the
research results of advanced consumer psychology based on decision tree data mining
algorithms are good, advanced consumption will cause economic burdens on people,
and advanced consumer behavior should be reduced.

This paper introduces several decision tree algorithms, puts forward the related con-
cepts of advanced consumption and analyzes the pros and According to the number of
people using different consumption methods, it is concluded that the income situation
is proportional to the number of advance consumption, and the number of people using
Huabei is the largest.

2 Decision Tree Algorithm Classification and Pros and Cons
Analysis of Advanced Consumption

2.1 Common Decision Tree Algorithms

(1) ID3 algorithm
The ID3 algorithm is used for predictive classification, and its core is “infor-

mation entropy”, and the information gain comes from entropy calculation as a
measure of the discriminative power of divided attributes [3]. The algorithm the-
ory is easy to understand, and the data processing speed in the calculation process
is very fast. However, no operation can be performed when the data attribute is
missing.

(2) C4.5 algorithm
The C4.5 algorithm is an improved algorithm proposed on the basic properties

of the ID3 algorithm to make up for the deficiencies of the ID3 algorithm. The
improvement of C4.5 is mainly concentrated in the following aspects: on the one
hand, the information gain ratio is used as a measure of resolution, which reduces
the possibility of overshooting defects in the ID3 algorithm; on the other hand, it
can efficiently process data and continuous information lacking, type data [4, 5].
The calculation classification rules created by the C4.5 algorithm are convenient
for people to understand, and the algorithm has a higher accuracy rate, but it is still
in the category of “information entropy”. C4.5 also has obvious shortcomings, that
is, when creating a decision tree, the data training package needs to be reordered
many times, and the calculation performance is relatively low. Moreover, the C4.5
algorithm cannot handle data with too much information [6].
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(3) SLIQ algorithm
In order to overcome the insufficiency of decision tree algorithm that can only

process memory data sets, the proposed SLIQ algorithm can process data with high
scalability, fast calculation speed and relatively large scale. The algorithm can run
in parallel on multiple processors, greatly improving the efficiency of processing
data. The idea of the SLIQ algorithm is to use the method of quickly solving partial
sets to determine the splitting conditions of discrete features, and the processing of
continuous features uses a combination of pre-arrangement and width technology
to build a decision tree. The advantages of this algorithm are simple operation, fast
calculation speed, and high prediction accuracy when processing a large amount
of data information, which results in higher calculation accuracy when processing
training samples with larger data packets. But it is also because the processed data
packet greatly affects the memory capacity, causing the algorithm to run lag, and
the algorithm’s scalability performance is poor [7].

(4) RainForest algorithm
The main idea of the algorithm is to maximize the use of memory resources and

create decision trees in permanent memory as little as possible. The core of resource
usage is that in any calculation process, the size of the data set is reasonably adapted
to the available memory space, and the function of memory resources is played to
the greatest advantage.

2.2 The Definition and Pros and Cons of Advanced Consumption

Advanced consumption means that the current income level is not enough to buy the
products or services needed now, and consumption is made in the form of installment
payment and advance payment. It is a blind consumption behavior for the purpose of
enjoyment [8].

Advanced consumption is the actual internal demand of consumer groups to drive
social and economic development, and it is also the change in consumption concepts
caused by my country’s entry into a moderately prosperous society. my country has
promulgated a variety of consumption policies to mobilize consumers’ enthusiasm for
purchasing goods. Credit consumption, mortgage loans, and personal loans all guide
people to consume ahead of time, which inspires more consumers to dare to use tomor-
row’s money to pay today. In fact, the lending behavior of the government and banks
also reflects the concept of advanced consumption. These lending measures have pro-
moted the development of local construction and business. Similarly, the change in
people’s consumption concepts has played an important role in expanding domestic
demand for products and promoting social consumption. But advanced consumption
can also bring negative effects. Since the pursuit of advanced consumption is material
enjoyment, excessive advanced consumptionwillmake society’smoney and cultural ide-
ology more serious. Some unrealistic commodity demand not only wastes consumers’
money, but also wastes producers’ resources. If consumers make advance consumption
through loans and cannot repay the funds when they are due, it will affect the reputation
of consumers and cause a crisis of trust [9, 10].
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2.3 Characteristics of Advanced Consumer Psychology

(1) Consumption impulse psychology
Many consumers make consumer decisions that are affected by consumer

impulse factors, such as commodity price cuts and consumer sentiment. In the
process of consumption, people will also consider economic strength, whether they
are practical or not, but the impulse to consume will make people ignore the actual
value of consumer goods, especially some luxury goods and high-end goods. Pref-
erence will generate a strong desire for consumption, leading people to advance
future assets to meet existing consumption needs [11].

(2) Personalized consumer psychology
With the development of today’s consumer goods market, consumer prod-

ucts are becoming more abundant, and consumers can purchase goods or services
according to their personal psychological needs. Today’s consumer groups aremore
inclined to innovate and change, have a strong curiosity, and pursue personalized
consumption. What they choose is not only the practical value of the commodity,
but also individual differentiation, and personalized consumption has become the
mainstream consumption of the new generation [12].

(3) Comparing psychology
Because people live in a diverse living environment, the consumption behaviors

of the surrounding people will affect their own consumption concepts, especially
when people’s mentality is strong, if their classmates, colleagues, and friends pur-
chase luxury goods, they think they cannot be If you look down on or cannot be
compared by them, you will have a psychology of comparison, leading to impulsive
consumption, buying some things you don’t need, or even overdrawing your living
expenses.

(4) In the mind of the consumption plan
People have a certain degree of planning for advanced consumption. Since it is

advanced consumption, it means that current income cannot meet the demand for
commodity prices. People must have sufficient economic strength to fill the current
income gap and balance the income brought by advanced consumption. Debts and
own income situation. Generally speaking, people have certain cognitive abilities
and have plans for their own advanced consumption behavior.

2.4 ID3 Algorithm

If a database is neat and orderly, that is, there are no heterogeneous tuples, there is no
need to continue the division. In addition, every time the algorithm divides the subset, it
selects the split state that maximizes the order. Information gain is selected as a measure
of the discriminative ability of partitioning attributes. The so-called information gain is
the difference between the information needed to correctly classify a set of data and the
information after the split. The specific calculation method is: calculate the entropy of
the original data set and the difference between the weighted sum of entropy of the data
set after the split, and the weight is represented by the proportion of the subset in the
total data set after the split.
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Let A be a set containing a data samples and n different category attributes Yi, where
i = 1, 2,…, n. Therefore, if the number of samples in the category Yi is Ai, the amount
of information required to classify the sample set A is defined as:

C(a1, a2, ..., an) = −
n∑

i=1

ti log2 ti (1)

Among them, ti represents the proportion of the number of samplesAi in the category
Yi to the total samples, and the calculation formula is:

ti = ai
A

(2)

3 Research on Advanced Consumer Psychology Based on Decision
Tree Data Mining Algorithm

3.1 Research Purpose

Under the situation of rapid economic development in my country, advanced consumer
psychology and consumer behavior can fully mobilize the enthusiasm of individual
consumption for innovation, and can also drive domestic demand for economic devel-
opment, so as to maximize enterprise production and promote producers to create social
and economic value. But at the same time, it will also cause individual economic burdens.
Therefore, analyzing people’s advanced consumption behavior under the way of many
pre-expendable future assets will help people form a reasonable consumption concept
and avoid blind consumption behavior.

3.2 Research Methods

This article interviews the monthly income and advanced consumption patterns of 283
employees of a company, and uses this information to explore the impact of monthly
income on advanced consumption and the usage of different advanced consumption
patterns in different age groups.

4 Analysis of Advanced Consumer Psychology Based on Decision
Tree Data Mining Algorithm

4.1 The Impact of Income on Advanced Consumption

Figure 1 shows the average number of people’s advanced consumption in the next month
under different income conditions. The number of advanced consumptionwith amonthly
income of less than 2,000 yuan is 2 times, and the number of advance consumption with
monthly income of 2,000–4,000 yuan is 3 times. The number of advance consumption
between 4000–6000 yuan is 5.5 times, the number of advance consumption with a
monthly income of 6000–8000 yuan is 7 times, the number of advance consumption
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Fig. 1. The impact of income on advanced consumption

with a monthly income of 8000–10000 yuan is 9 times, and the monthly income is
more than 10000 yuan, the number of advance purchases is 11.5. According to the
above analysis, with the increase of monthly income, people’s number of advanced
consumption will increase, that is to say, income is directly proportional to the number
of advanced consumption.

4.2 Analysis of Advanced Consumption Patterns

Table 1. Advance consumption method

Under 35years old Over 35years old Proportion (%)

Huabei 56 37 32.86

Credit card 30 47 27.21

Online loan 42 33 26.50

Borrow from friends 25 13 13.43

As shown in Table 1 and Fig. 2, the interviewees are divided into two age groups,
those under 35 and over 35. Among the people who use Huabei to spend, there are 56
people under the age of 35, 37 people over the age of 35, accounting for 32.86 of the total
number of people; among the people using credit card spending, 30 people are under
35 years old, and those over 35 years old. There are 47 people, accounting for 27.21%
of the total; among the people who use online loans to advance consumption, 42 people
are under the age of 35, 33 people over the age of 35, accounting for 26.50% of the
total; among those who borrow money from friends for consumption, 25 are under the
age of 35, and 13 are over the age of 35, accounting for 13.43% of the total. Based on
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comprehensive analysis, the number of people who use Huabei for pre-consumption is
the largest, and the number of peoplewho borrowmoney for consumption is the smallest.
However, because pre-consumption expenditure exceeds income expectations, people
will incur debts. It is also necessary to minimize the use of online loans, credit cards
and other methods to consume large amounts. Therefore, it is necessary to consume
rationally to avoid reducing the quality of life due to excessive expenditures, and to
prevent imbalances in income and expenditure.

5 Conclusion

People’s consumption concepts are changing with the development of society and the
progress of the times, and advanced consumption has become a popularway of consump-
tion. Exceeding consumption is a normal consumption behavior of people, but we do
not advocate the consumption habit of often paying for current consumer goods through
advances in future assets. In the principle of daily consumption, we must clarify the con-
sumption positioning, correct the consumption mentality, and cannot follow the trend,
resulting in a comparison andvanity psychology.Only in thisway can a healthy consumer
psychology be formed and economic developmental consumption can be promoted.
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Design and Implementation of Hotel
Management Information System Based

on Intelligent Terminal

Yanjie Yu(B)
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Abstract. With the rapid development of modern computers and emergingmedia
and network information technology, the hotel industry is becoming more and
more information-based management. Therefore, in the information environment,
the hotel information system is effectively designed and implemented to help con-
sumers complete online hotel reservations more conveniently, which has become
a key issue in the development of China’s hotel industry. This paper aims to
study the design and implementation of hotel management information system
based on smart terminals. Based on the analysis of the characteristics of the hotel
management information system and system performance requirements, the hotel
management information system is designed and the performance of the system
is tested. The test results show that the system response time is within 3 s, and the
CPU occupancy rate of the system modules is also within 30%, which meets the
performance requirements of this article.

Keywords: Smart terminal · Hotel management information system · Guest
room management · Reservation management

1 Introduction

Nowadays, many fields of social science have entered the information age, and the
results have also reached the forefront of each century. The management information
system has exerted a huge influence in the development of human economy and society,
and the wide application of informatization has also exerted a great influence on many
aspects of human economic and social life [1, 2]. One of the important signs of our coun-
try’s modernization is the scale of development and the widespread use of management
information systems.

In the rapidly changing environment of today’s information age, informatization
is also a new wave of worldwide development. Interdisciplinary enterprise informa-
tion management systems have also become the focus of attention of the entire society,
thereby promoting enterprise informatization andmanagement in all walks of life. Many
developed countries abroad are also one step ahead in this aspect of management and
operation, and have used advanced computer technology and perfect development mod-
els [3, 4]. In China, the hotel industry has gradually begun to implement an information
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management model. The informationmanagement system has beenwidely used inmany
aspects of China’s hotel industry management. It has always been the first in the indus-
try due to its high economic and social benefits [5, 6]. Our country’s hotel industry has
had a special history of development so far. In the context of the increasingly rapid
development of information science and technology, with the improvement of the hotel
information system in our country, it is gradually developing towards differentiation.
Now many hotel companies can choose the most ideal hotel management information
system according to the actual situation [7, 8]. However, in developing countries like
China, although small hotels occupy an absolute proportion of the city, they are often
unable to adopt the most ideal hotel management software due to the constraints of
talents and funds, and now they still use the original management methods. It’s easy
to make mistakes, and its operating efficiency is poor, and it can’t keep up with the
pace of social development [9, 10]. Nowadays, hotel management software developed
by developers has more complete functions, but the price is also very high. Some system
functions are no longer available in small hotels. At present, small hotel systems urgently
need to be reasonably priced, easy to use, impeccable in business, and meet management
requirements in business to meet the needs of enterprises to expand and develop related
hotel system functions.

On the basis of consulting a large number of relevant references, this paper designs
a hotel management information system based on the characteristics of the hotel man-
agement information system and system performance requirements. The system mainly
includes four modules, namely user module, guest room management module, reser-
vation module and message management module. After implementing these four mod-
ules, the performance of the system is tested to verify whether the system meets the
requirements of this article.

2 Design and Implementation of Hotel Management Information
System Based on Intelligent Terminal

2.1 Features of Hotel Management Information System

(1) Auxiliary system
The hotel management system is mainly people-oriented, and the computer is only
an important tool for information processing. Managers make administrative deci-
sions through computers that achieve efficient operation and management goals,
and the results of data processing information. The hotel’s informationmanagement
system is a brand-new man-machine management system. Through the high-speed
information processing of the network system, hotel managers can quickly grasp
the required information [11, 12]. The use of auxiliary management can make the
hotel management more scientific, and the management of corporate operations is
more standardized, standardized, and refined.

(2) Open system
The hotel information system is an open systemwith input/output functions that can
enter all accounts, registration documents, accounts, reports, etc. It can also export
all statistical reports, summary tables, etc., to manage the logistics and capital flow
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of the entire hotel in the entire production process. Not only can it analyze and
adapt to the environment, but it can even improve it to a certain extent. Therefore, it
is possible to improve hotel marketing activities through systematic sales planning.

(3) Feedback system
As a complete control system, the system handles certain business data for the
hotel. Because hotel operations are a constantly changing environment, unless they
are adjusted and expanded during the operation process, they will often lose their
effectiveness because they are far from reality. Therefore, in order to prolong the
life cycle of the system, it is necessary to customize the internal processing method
according to the output information and external information, and expand the corre-
sponding processing function at any time. This feedback function makes the output
result information more accurate and practical.

(4) Hierarchical system
Modern hotel management has a clear hierarchy system. That is to say, the functions
of managers at all levels are clear, divided into tools, and subordinates obey their
superiors. In order to meet this kind of management, the hotel information system
company specially designed the corresponding level of management software. This
level usually includes the following three levels: the lowest level of operation level.
The main purpose is to record and manage some basic data, and the main purpose
of using the hotel information system is to improve operating efficiency and service
level; the middle level is the management level, whose main function is to manage
comprehensive data, and the main purpose is to enhance the accuracy of manage-
ment. It makes the planning, organization, management and incentive work of the
entire hotel more efficient and targeted; the highest level is the decision-making
level, which is used by high-level guest room managers, who make management
decisions based on the information extracted from the hotel management informa-
tion system. In order to improve management efficiency, this is the real value of
computers in hotel application, cost control decision-making, financial planning
decision-making, goal setting, etc. At that time, the implementation of the hotel
management information system will enter an advanced stage, that is, the hotel
decision support system stage.

2.2 System Performance Requirements

(1) Reliability
Reliability requirements are themost important operating requirements of the entire
system. Because the reliability of the hotel management system is very important,
it is necessary to strengthen the database construction and improve the security of
information backup. The system implementation process must ensure personaliza-
tion at the application level. In short, you cannot change the database backup data at
will, regardless of whether the operating system is faulty or not. This is a principle
that must be followed in system development, but it is also a common problem
in system development. It is not difficult to understand that reliability is the main
non-functional requirement for the research and development of hotel management
information systems.
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(2) Scalability
The operation and management of the hotel is not static, but depends on the market
economy and the external environment. This stipulates that the hotel management
information systemmust have strong scalability. Managers can analyze the relevant
modules based on the actual development of the hotel. In order to avoid the impact of
adding new modules on the operation of the entire system, the module architecture
developed according to the design requirements is strictly controlled, and a flexible
and reasonable design is carried out in accordance with the specific actual situation.
It can effectively reduce the difficulty of replacing system modules later.

(3) Security
A key indicator to effectively evaluate the service quality of an information system
is the reliability of the information system. Although the hotel informationmanage-
ment system does not have a networking function, the information system includes
financial information, customer order data, and service personnel information sys-
tem data. Once there is deliberately damaged system information, it will cause the
entire system to be damaged, signal disorder, and unexpected losses to the hotel.
Therefore, the safety and reliability of the entire system must be guaranteed. In
terms of security, the system must not be used beyond the scope of the customer’s
responsibility, or work data may be damaged, damaged, or leaked, and appropriate
protective measures must be taken. When considering the security aspects of the
operating system, you should also consider the security of the system itself.

3 Experiment

3.1 User Module

System user interface requirements are becoming more and more artistic, and interface
user requirements are becoming more and more complex. The style of the interface is
very important to the user experience of the system. With the development of com-
puter science, psychology, knowledge and design, there are more and more intersections
between disciplines. Interface design quality, as a means of exchanging and transmit-
ting information between humans and computers, has become an important indicator of
software usability and an important measure of system quality.

The user login module is the prerequisite for the user to log in to the system. Before
logging in, the user must confirm the user ID, and the user must enter the user name and
password for authentication. If the user name and password are correct, enter the system;
otherwise, you must enter it again. There are only three opportunities to re-enter. The
realization of the user interfacemodule is mainly to input the corresponding data through
the controls on the page. CLogin() runs in the background, compares the database user
name and password, and then compares the results in the next step. After receiving
the user name and password, compare them in the database to determine whether the
connection is successful. Throughout the process, the password uses MD5 encryption
technology to protect the system. The logic function used byMD5 encryption technology
is shown in the following formulas 1 and 2:



Design and Implementation of Hotel Management Information System 517

F(x, y, z) = (x& y)/((∼ x)& z) (1)

G(x, y, z) = (x& Z)/(y& (∼ z)) (2)

In the formula, & and ~ respectively represent AND and NOT operations.

3.2 Guest Room Management Module

(1) Room information registration
Many factors, such as the expansion and scale of the hotel, require hotel managers
to add new rooms to the normal operation of the hotel. Enter the new guest room
section, enter the basic information of the new guest room as prompted on the page,
and click the submit button. The system first verifies the format of the information
sent by the administrator, and if the verification is correct, it performs a second veri-
fication, such aswhether the sent guest roomnumbers have the same record. Finally,
send the database. If the administrator prepares to re-enter before submitting, he
can click the reset button to return the completed data to the page.

(2) Maintenance of guest room information
On the guest room information management page, click the change button, the
system runs the query function, and the query result is linked to the change page.
When the user changes the room information and clicks the “Save” button. The
room management page has a picture with a logo, allowing to change or delete the
room information. Select the delete icon to delete the information corresponding to
the current room.

(3) Guest room status management
The database table where the guest room status is linked to the page function is the
guest room information table. When the user clicks on the guest room status page,
the system will read guest room information such as the guest room number and
current status. Then you will receive the room status as a crisis situation. The value
“0” indicates that the room is vacant, and the value “1” indicates that the room is
occupied.

3.3 Reservation Module

(1) Check-in and check-out date selection module
When booking a hotel, the user first enters the check-in and check-out time, queries
the database according to this time period, returns the relevant available hotel room
resources, and returns the available rooms on the room selection page and the page.
All that needs to be called are dynamically created and displayed. Reserved users
cannot view the resources of these unavailable rooms. The flowchart is shown in
Fig. 1.

In order to unify the format of the imported date, use the calendar control to
select the date instead of manually importing it. Since this is an open booking
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model, the calendar check should set the target date to a maximum of 90 days after
the current date to avoid management confusion due to too many family versions
released in the future.

Start

Select date

Check input validity

Submit data to middleware

Query database

Return data to flash

Jump to the page and pass parameters

Finish

N

Fig. 1. Date input and data query flow chart

(2) Hotel room selection interface
The interface is designed to create a virtual 3Dhotel scene environment inwhich you
can freely rotate and change the perspective. It mainly contains a 360° panoramic
view of the surrounding environment of the hotel building, showing a simple floor
distribution map of the hotel rooms. Then query the database according to the data
sent by the flash, and return the available guest room resources to the user for
selection. The user can click on an available guest room and see a brief introduction
of the guest room and a dynamic interactive panorama of the guest room. After the
user selects a room, enters the relevant reservation information, and confirms with
the customer over the phone, the check-in process can be simplified when arriving
at the hotel, and the result of the quick check-in can be simplified.

3.4 Message Management Module

In the message module, the administrator checks the user’s comments on hotel services
and other information, and deletes unnecessary information by pressing the delete button.
In this part, you can view the messages of front-end users and back-end administrators
to realize the communication and process between customers and managers.
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4 Discussion

In the system test, the systemperformance test is also a very important link, but compared
with the function test, its function is mainly used to verify the system performance index.
Performance testing can be run manually or as an automated software test, but the cost
of using manual testing is relatively high, so performance testing is usually run using
automated software. LoadRunner is a testing tool that recognizes and tests problems by
simulating tens of millions of users and conducting or implementing synchronous load
characteristic monitoring, and then predicts load behavior and system characteristics.
It is widely used in system characteristic detection. This series also uses this kind of
software is used to detect system characteristics.

Table 1. System response time and CPU usage

User module Room
management
module

Reservation
module

Message
management
module

CPU usage

50 0.52 0.75 0.61 0.36 11.6%

100 0.81 0.91 0.98 0.57 13.2%

200 1.68 1.79 1.45 0.83 16.7%

300 1.94 2.01 1.82 1.52 18.2%

400 2.35 2.54 2.33 1.96 24.6%

500 2.96 2.85 2.74 2.47 25.7%

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

30.00%

0

0.5

1

1.5

2

2.5

3

3.5

50 100 200 300 400 500

Pe
rc

en
ta

ge

Ti
m

e

Number of user

User module
Room management module
Reservation module

Fig. 2. System response time and CPU usage
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It can be seen from Table 1 and Fig. 2 that when the number of concurrent users of
the system reaches 500, the response time of each module is 2.96 s, 2.85 s, 2.74 s and
2.47 s respectively, and the response time is within 3 s. The CPU of the system module
occupancy rate is also within 30%, which meets the performance requirements of this
article.

5 Conclusions

The design and implementation of hotel management information system, its main
function is to realize the reservation function of hotel system and implement system-
atic management of hotel management, which not only saves manpower and material
resources, but also makes information management methods more flexible and diverse,
and management methods more informative change.
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Abstract. With the increasing use of civil helicopters, the number and frequency
of accidents and air crashes involving helicopters is also on the rise. To explore the
factors influencing helicopter accidents and the pathways of low accident casu-
alty generation, based on 27 helicopter accident/accident symptom investigation
reports released by the Civil Aviation Administration of China from June 2018 to
September 2020, the HFACS model (Human Factors Analysis and Classification
System) was used as a theoretical framework and the fuzzy set Qualitative Com-
parativeAnalysis (fsQCA)methodwas applied to explore the complexmechanism
and causal asymmetry of multiple concurrent conditions and low accident casual-
ties in the four dimensions of accident occurrence. The fsQCA method was used
to investigate the mechanisms and pathways of accident occurrence. Based on the
four pathways obtained, it is found that: helicopter safety accident occurrence is
a typical multi-conditional complex relationship with multiple concurrent condi-
tions; pilot error or violation is still an important factor in accident generation;
in the case of pilot error or violation, the ways to reduce accident casualties are
to ensure that the aircraft is fault-free and the terrain and weather are compatible
with the flight conditions, and to ensure that unsafe supervision is in place or that
organizational management is up to standard.

Keywords: Helicopter · HFACS · Fuzzy Set Qualitative Comparative Analysis
(fsQCA) Method

1 Introduction

With the obvious opening of China’s control of low-altitude airspace, general aviation
has shown leaps and bounds. Helicopters are widely used in the field of aviation because
of their special properties such as fast airframe and mobility, which are different from
transport aircraft, such as flight training, aerial excursions, agricultural and forestry
operations, law enforcement, emergency medical treatment, aerial photography, marine
monitoring, search and rescue, etc.According to the “ChinaHelicopter IndustryAnalysis
Report 2020”, the number of civil registered helicopters in China is 1,216 by 2019. With
the increasing use of civil helicopters, the number and frequency of accidents and air
crashes involving helicopters is also on the rise. The analysis of 45 accident/accident
symptom investigation reports released by CAAC in the past three years from June 2018
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to September 2020 found that 60% of the accidents/accident symptom were helicopter
accidents, and helicopters are characterized by many rotating mechanisms, complex
aerodynamic environment, and alternating loads on the airframe and components due to
their type and operating environment. The factors influencing the occurrence of accidents
are complex and have the characteristics of multi-factor coupling.

In recent years, the human factor analysis of accidents has gradually shifted from
focusing on human elements to systemic analysis, which should focus not only on human
influences but also on the links between human factors and other potential conditions and
variableswhen conducting safety accident analysis. In 2001, Shappell et al. first proposed
theHFACS (HumanFactorsAnalysis andClassificationSystem) accident analysismodel
for 4-level factor analysis of accidents [1]. HFACS provides a systematic classification
of accident causative factors for safety accident cases and is a more comprehensive and
reliable analysis method in this field, but only a few of the many studies utilizing HFACS
have focused on helicopter accidents, for example, Liu et al. used the HFACS model to
analyze 717 foreign civil helicopter accidents and summarized the factors of five types
of helicopter accidents [2]. Majumdar et al. conducted a statistical analysis of the causes
of helicopter accidents in New Zealand 1996–2005 and the UK 1986–2005 [3]. Rao
analyzed helicopter maintenance risks through accident data collected [4]. Zhang Juan
et al. conducted a statistical analysis of the causes of helicopter accidents in the world
from 2014–2016 from several aspects [5]. These studies have derived single significant
causes of accidents or ranked primary and secondary causes and have focused onmilitary
helicopter accidents and emergency medical aid helicopter accidents.

Since the goal of HFACS is to understand the potential causes of safety incidents
and to consider only the upper-level continuous influence on the lower level in the sys-
tem analysis [6]. Whereas the relationship between unsafe conditions and human unsafe
behavior is a one-to-many interaction [7], which leads to a non-linear and complex inter-
action between human factors and other causal factors. In order to explore the complex
paths of action between accident causation, it is indeed necessary to find suitable analyt-
ical tools to dissect this nonlinear relationship. In addition, the shortcomings of HFACS
in quantitative analysis limit its application, and other tools are needed to assist in causal
chain association analysis to explore the interaction mechanisms between human fac-
tors and other factors. For example, Hu et al. used a combination of structural equation
modeling andHFACS to quantitatively dissect the interrelationships between the various
causes [8]. Xia et al. hybrid Bayesian networks to carry out BN-HFACS analysis are able
to quantitatively dissect the failure probability and sensitivity factors between safety risk
factors and project safety performance [9]. Tang et al. developed an improved HFACS
model for personalized safety management, and preliminary results show that the model
outperforms traditional safety management by reflecting and analyzing the individual-
ized safety status of workers [10]. While HFACS provides a systematic classification
of accident causal factors for safety accident cases, it is necessary to combine other
analytical tools in order to explore common trends and recurring problems in the devel-
opment of helicopter-only accidents, and the use of qualitative comparative analysis, a
case study-oriented theoretical pooling research method, can both build a framework
for safety accident analysis based on a holistic perspective and break the deficiency
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of quantitative content of HFACS in accident causal factor classification by combining
qualitative and quantitative means.

2 Model Construction and Data Processing

Qualitative Comparative Analysis (QCA) method combines case studies with quanti-
tative studies and can perform group analysis on different combinations of conditions.
Currently, the QCA approach is mainly applied to research in related fields such as pub-
lic safety, news communication, and corporate innovation and strategic management
[11]. An important step in fuzzy sets is the choice of “calibration”, and this paper uses
indirect calibration and three-valued fuzzy sets, which require setting three qualitative
turning points (1 = fully affiliated 0.67 = biased affiliated 0.33 = biased unaffiliated 0
= unaffiliated).

2.1 Case Selection

With the help of the website of CAAC, a total of 45 aircraft accident/accident sign inves-
tigation reports were collected from 2018 to 2020, of which 27 cases were helicopter
accident/accident sign investigation reports except for aircraft accident/accident symp-
tom investigation reports of the types of ventilation aircraft, seaplanes, and light sport
aircraft, and in the accident type, time and place of occurrence, accident results and
other dimensions, showing diversified features, are supported by the accident/accident
symptom investigation report, complete information, the accident occurredmore clearly.

2.2 Variable Selection and Assignment

QCA emphasizes the identification of conditions relevant to the research question based
on theoretical or empirical knowledge. Selecting conditions based on the research frame-
work and theoretical perspectives is themainmethod used by researchers. In the previous
narrative, HFACS theory is widely used in the aviation field and is a more comprehen-
sive and reliable analytical approach. HFACS theory presents four different types of
human factors problems, i.e., organizational factors, unsafe supervision, preconditions
for unsafe behavior, and unsafe behavior at four levels of failure.

A key factor to consider in constructing a group model is the number of conditions.
The number of conditions is determined by considering both the sample size and the
parsimony of the model. Since there are theoretically 2k combinations of k conditions,
an excessive number of conditions can easily lead to the number of histories exceeding
the number of observed cases and thus the problem of “limited diversity” of cases.

In this paper, based on HFACS theory, the influencing factors of helicopter safety
accidents are divided into four specific categories of organizational influence, unsafe
supervision, preconditions conditions of behavior and unsafe behavior with a total of
five conditional variables (Fig. 1), and the specific content and assignment of each
conditional variable are shown in Table 1.
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2.3 Analysis of Necessary Conditions

The assigned data were imported into fsQCA software for the necessary condition anal-
ysis, and it was usually determined that the necessary conditions needed to reach a
consistency score of 0.9 and have sufficient coverage. The results of the necessary con-
dition analysis are shown in Table 2, and the consistency values of all the conditions
were less than 0.9.

Fig. 1. HFACS model

2.4 Truth Table and Conditional Combinatorial Conformation Analysis

In this paper, accident investigation reports were used as the source of cases, and the
results were negative, i.e., there were injuries or deaths, so the combination of conditions
that could produce “low injuries or deaths” was studied here. The truth table was con-
structed with a minimum number of cases of 1 and a threshold of 0.8, and three solutions
were obtained from the standard analysis (Tables 3, 4, and 5): complex, parsimonious,
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and intermediate solutions, and the results of the statistical analysis showed that the
consistency value of the overall solution exceeded 0.80 and the consistency score of the
solution exceeded 0.80, indicating that the explanation of the outcome variables was
good.

Among the three solutions, the intermediate solution is representative, and the inter-
mediate solution is selected for analysis, supplemented by the parsimonious solution to
identify the core and edge conditions, and the low injury/death formation paths in the
sample cases are shown in Table 6.

Table 1. Interpretation and assignment of variables

Variable name Assigning values

Conditional
variables

Unsafe
behavior

Errors/violations E/V Errors and violations 1

Errors or violations 0.67

Errors/violations not
excluded

0.33

No errors or violations 0

Preconditions
for unsafe
behavior

Weather/terrain W/T Both have an influence 1

One of them have an
influence

0.67

Not excluded 0.33

Neither the environment
nor the terrain has any
influence

0

Aircraft
failure/inadequate
capability

AF Aircraft failure 1

Aircraft is trouble-free 0

Unsafe
supervision

Pilot
qualification/experience

Q/E Qualifications/experience
qualified

1

Qualifications/experience
not qualified

0

Organizational
influence

Management MANAGE Organizational
management up to
standard

1

Inadequate organizational
management

0

Outcome
variable

Accidents Dead/injured D/I More than 2 deaths 1

Death of 2 people 0.67

Death of 1 people 0.33

Injuries only 0
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Table 2. Analysis of necessary conditions

Outcome variable: ~D/I

Variable Consistency Coverage

E/V 0.605247 0.828205

~E/V 0.539038 0.564052

W/T 0.833229 0.580000

~W/T 0.166771 0.667500

AF 0.103073 0.443333

~AF 0.896927 0.611667

Q/E 0.625234 0.651693

~Q/E 0.519051 0.713917

MANAGE 0.270456 0.618571

~MANAGE 0.729544 0.584000

Table 3. Complex solution

Model: ~ D/I = f(E/V, Q/E, AF, W/T, MANAGE) frequency cutoff: 1. consistency cutoff:
0.800399

Raw coverage Unique coverage Consistency

E/V*~Q/E*~AF*~W/T 0.125547 0.125547 1

E/V*Q/E*W/T*~MANAGE 0.312929 0.251093 0.833611

E/V*Q/E*~AF*MANAGE 0.124922 0.124922 0.854701

~E/V*Q/E*~AF*~W/T*~MANAGE 0.186134 0.124297 0.818681

Solution coverage: 0.687695

Solution consistency: 0.868297

Table 4. Parsimonious solution

Model: ~ D/I = f(E/V, Q/E, AF, W/T, MANAGE) frequency cutoff: 1. consistency cutoff:
0.800399

Raw coverage Unique coverage Consistency

E/V*W/T 0.37539 0.251093 0.857347

~Q/E*~W/T 0.146159 0.0206121 0.78

E/V*~Q/E 0.125547 0 1

E/V*MANAGE 0.166771 0.062461 0.887043

~E/V*~AF*~W/T 0.309806 0.144909 0.833613

Solution coverage: 0.728919

Solution consistency: 0.833571
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Table 5. Intermediate solution

Model: ~ D/I = f(E/V, Q/E, AF, W/T, MANAGE).consistency cutoff: 0.800399

Raw coverage Unique coverage Consistency

E/V*~Q/E*~AF*~W/T 0.125547 0.125547 1

E/V*Q/E*W/T*~MANAGE 0.312929 0.251093 0.833611

E/V*Q/E*~AF*MANAGE 0.124922 0.124922 0.854701

~E/V*Q/E*~AF*~W/T*~MANAGE 0.186134 0.124297 0.818681

Solution coverage: 0.687695

Solution consistency: 0.868297

Note: The core condition is the variable that appears in both the parsimonious solution and the
intermediate solution, and the variable that appears only in the intermediate solution but not in the
parsimonious solution is the edge condition.
As can be seen from the table, a total of four paths are generated. Path 1 can be expressed as E/V
× ~Q/E × ~AF × ~W/T; Path 2 can be expressed as E/V × Q/E × W/T × ~MANAGE; Path
3 can be expressed as E/V × Q/E × ~AF × MANAGE; Path 4 is expressed as ~E/V × Q/E ×
~AF × ~W/T.
After adjusting the threshold values to 0.78 and 0.7, respectively, the path did not change, indicating
that the result is stable.

Table 6. Low D/I formation pathways (N = 27)

Variable H1 H2 H3 H4

E/V ● ● ● ⊗⊗

Q/E ⊗⊗ ● ● ●
AF ⊗ ⊗ ⊗⊗

W/T ⊗ ⊗⊗ ⊗⊗

MANAGE ⊗ ●
Consistency 1 0.833611 0.854701 0.818681

Coverage 0.125547 0.312929 0.124922 0.186134
Solution Coverage: 0.687695

Solution Consistency: 0.868297

3 Discussion and Suggestion

From the above analysis, it is clear that helicopter accidents are the result of multifacto-
rial coupling, and when organizational management, environment, and unsafe supervi-
sion are in place, the severity of accidents is reduced even when pilots have errors and
violations.

In path 1,when the pilot has errors or violations and unsafe supervision is insufficient,
ensuring that the aircraft is fault-free and the terrain and weather meet the flight condi-
tions can effectively reduce the severity of the accident, for example, case 9 occurred
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on April 25, 2019 is a flight training accident, because the instructor let go of too much
and the trainee with only 2 h of flight experience, when the helicopter sled touched the
ground, there was a subconscious jerking the cycle to the right. However, there was no
other mechanical failure of the aircraft, and the weather conditions were good and the
place was flat, so the accident did not cause casualties; in path 2, when there is pilot
error or violation, insufficient organization and management, and the terrain or weather
has influence on the flight, ensuring unsafe supervision in place can also effectively
reduce the severity of the accident, such as July 30, 2018, the helicopter yawed to the
right but no one on board was aware of it, and the company did not fully consider the
captain’s ability to handle special situations, and there were deficiencies in organization
and management, but the controller was alerted and the copilot gave a reminder, and the
accident only caused four injuries and no one died; in path 3, when The accident severity
is lower when the pilot has errors or violations, unsafe supervision is in place and the
organization and management are up to standard, and the aircraft is not faulty. Path H4
indicates that the accident severity is lower when there is no pilot error or violation,
unsafe supervision is in place, the aircraft is trouble-free and the terrain and weather
meet the flight conditions.

4 Conclusion

In this paper,we analyze 27 helicopter accident cases based onHFACS theory and fsQCA
method, and get a total of four paths of low accident casualties, and analyze the core and
edge conditions of these four paths, and put forward relevant analysis and suggestions
for the paths. This study focuses on the main paths of helicopter accidents with low
accident casualties, and proposes corresponding blocking measures according to the
characteristics of different types of accidents, but has not yet verified the intervention
effects of different measures.
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Abstract. As an emerging cultural and economic phenomenon, animation indus-
try is closely related to human life, and its development process is also affected by
factors such as environment and talents. With the continuous progress of Internet
technology, the popularization of computer network and mobile communication,
virtual reality technology provides us with a new idea. It can realize its function
and value goal by establishing a model, and can combine the traditional design
withmodern advanced software for development, so as tomake thewhole database
more intuitive, humanized and intelligent. Therefore, this paper designs the ani-
mation game databasemodel based on virtual reality technology. Firstly, this paper
introduces the concept and interactive characteristics of animation game database,
then introduces the application of virtual reality technology, and designs the ani-
mation game database model. Finally, the running performance of the model on
different types of computers is tested. The test results show that the frame rate of
the game running picture of the game laptop has reached 20 frames per second,
basically reaching the target frame rate. After the evaluation and feedback of dif-
ferent players, there is no picture pause and discomfort. The game content runs
smoothly and has a good experience.

Keywords: Virtual reality technology · Animation games · Data base · Model
design

1 Introduction

The development of animation industry is based on animation and applies virtual reality
technology to three-dimensional space. In the period of rapid economic growth and high
Internet penetration in China, people have higher requirements for material living stan-
dards, while the traditional two-dimensional plane information model has been unable
to meet people’s needs for vision, hearing and touch [1, 2]. This makes 3D image library
one of the most widely used forms in the digital media market in the new era, and its
development prospect is immeasurable [3, 4].

Many scholars at home and abroad have studied virtual reality technology. In recent
years, with the rapid development of computer technology, people gradually realize the
importance of computer. Virtual reality technology is used in the database to build a
complete, efficient and operable software system. On the basis of studying the current
situation in China, we can find that foreign countries have formed a mature theoreti-
cal system on the database model of virtual reality technology. However, there are still
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deficiencies for the animation industry. China is currently in the development stage of
stand-alone Internet. Some scholars believe that China should strengthen the construc-
tion of online game database system [5, 6]. Some scholars pointed out that we should
strengthen the research on game development and solve the application of network vir-
tual reality technology in animation industry in combination with the actual situation
[7, 8]. Although these scholars have discussed it to a certain extent, there are still defi-
ciencies. Therefore, based on virtual reality technology, this paper further studies the
animation game database model.

This paper mainly studies the animation database model based on virtual reality
technology. Firstly, it defines the related concepts, and expounds the differences and
their unique characteristics between 3D games and traditional 2D works. Secondly, it
analyzes and compares different types of online games and web page design cases at
home and abroad, database system and problems encountered in the process of web
page production. At the same time, it puts forward countermeasures and suggestions
combined with the domestic current situation. Finally, it summarizes the conclusions
and looks forward to the future development prospects.

2 Discussion on Animation Game DatabaseModel Based on Virtual
Reality Technology

2.1 Animation Game Database

2.1.1 Concept

The construction of animation database is mainly the overall design and analysis of an
animation system. After the overall scheme is determined, the whole system is realized
through certain software. The design of animation database model is based on the ani-
mation production process. After analyzing the whole game process, it determines what
functions the system wants to achieve according to the relevant data information. First
of all, we should grasp every detail as a whole. Each module has its own unique charac-
teristics and functions. Secondly, it makes a detailed description of what to do and how
to do in each stage. Finally, it designs the database table structure diagram and specific
operation methods. In this process, it is mainly analyzed and studied in combination
with the game production process [9, 10].

2.1.2 Interaction Characteristics

In the system, it mainly communicates between users and viewers, and realizes the
mutual communication, interaction and information transmission between viewers and
administrators in the virtual environment through role movement, scene setting and
virtual reality technology. In the database, the whole process of the game is completed
by the combination of animation and virtual reality technology, and themost important is
the rolemodel, scene and the relationship between scenes. The data in the database refers
to all the original materials required for the game development process, including user
demand analysis and design documents. During the game system, its specific functions
can be determined according to different characters, scenes and other information [11,
12].
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2.2 Virtual Reality Technology

2.2.1 Principle

Progress is the inevitable result of the development of the times. In the information
environment, people also put forward higher requirements for the animation industry.
Virtual reality technology provides a good platform for it. The research of virtual reality
technology started in the 1980s. It is a new discipline developed in the field of computer.
With the continuous progress of science and technology such as Internet and mobile
communication, people are more and more dependent on the network environment.
Virtual reality technology is based on computer and carries out digital processing in
three-dimensional space. Use the computer to simulate the environment of the object,
place the object in the three-dimensional space, and simulate an entity through the
computer to make it have a certain degree of dynamic response. The corresponding
animation model base system is established according to the character model. Then,
after the character modeling is completed, it is applied to the actual operation to realize
the functional modules such as rendering effect and motion trajectory. Finally, computer
technology is used to create solid objects in three-dimensional space and construct virtual
space, so as to simulate the real world environment and make it more realistic to reflect
the real world.

2.2.2 Virtual Scene Generation

According to the different methods of making virtual environment, the virtual reality
technology through software can be divided into graphics based virtual reality technol-
ogy and model-based virtual reality technology, which have their own advantages and
disadvantages. Themodel-basedmethod also includes establishing a virtual environment
with geometric units, which can not only depict geometric elements through computer
graphics technology, but also through its ownmodeling tools, such as AutoCAD, 3D stu-
dio, etc. It enhances the authenticity of virtual reality scene and can be presented in real
time. Once the virtual reality model is established, the interactive virtual environment
can be realized by adding operations such as moving, flipping and angle transformation
to the event response. Through themodel, it can independently complete the construction
and rendering according to the attributes of physical objects, and has a large degree of
freedom.However, due to the characteristics ofmodel-based approach, it also faces some
problems. Virtual reality technology using image modeling refers to extracting image
sequences by using collected discrete images or videos, composing image sequences
into coherent panoramic graphics, and then organizing multiple panoramic images in
the virtual panoramic room through an appropriate spatial model. The user retrieves the
panoramic image from the storage medium, and can view the virtual panoramic space
and move along a fixed path.

2.2.3 Image Preprocessing

The samples used in modeling need to be obtained by real-life cameras. When the lens
or camera device of the camera system is not facing the scene to be photographed, the
photographed scene picture will also change accordingly. Of course, this is inevitable.
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Then, how to reduce the geometric distortion of the digital image generated by the camera
is the main problem to deal with. For any geometric distortion, it can be explained by
the relationship between the original image position and the distorted image position.
Let the coordinates of the original drawing be (x, y) and the coordinates of the distorted
drawing be (x′, y′), so the relationship between the two positions can be explained by
the following equation:

x′ = h1(x, y)

y′ = h2(x, y)
(1)

If G (x, y) is used to represent the gray level of the original image at point (x, y) and
f (x′, y′) is used to represent the gray level of the distorted image at point (x′, y′), there
should be:

g(x, y) = f
(
x′, y′) (2)

Thus, the problem of recovering the restored image by eliminating geometric dis-
tortion is reduced to the problem of obtaining g (x, y) from the relationship H1 and H2
between the distorted image f (x′, y′) and the two coordinates.

3 Experiment

3.1 Establishment of Game Database Development Environment

The development of animation database management system is a systematic project. On
this platform, we need to make a reasonable planning for its construction environment,
taking into account the interaction between game screen and interface, followed by
technology. The establishment of animation database model is mainly designed for
players of different types and genders. According to the game scene and user needs, a
virtual reality technology system is established in the database. First, we need to analyze
the whole network environment. By understanding the characteristics of all information
on the network and its corresponding relationship. Second, determine whether there
is a conflict between the required data source and storage resources. Finally, select
appropriate parameters to build the model library, design a virtual reality technology
model library that can meet the user’s functional needs, convenient operation and other
needs, and has good scalability, and finally realize the construction and maintenance
of the game database model, so as to provide some technical support for subsequent
development.

3.2 Specific Structure of Animation Database

Figure 1 is the structure diagram of animation game database based on virtual space
technology. The construction of game database model is mainly aimed at animation
works. According to different types and themes, the corresponding database structure
is established. The database table is established in virtual reality technology. The form
includes: role ID, registration button, etc. Players click the mouse to determine the
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Fig. 1. Animation and game database structure

information of others within their search range. Then connect it with the records in the
database table, and finally return to the home page for the next operation, so as to realize
the circular process of the final target function module and complete the game library,
that is, connect the animation data management and user login interface.

3.3 System Test Process

The system performance test mainly includes the following aspects: (1) data processing
ability. After inputting data in the database, the corresponding response can be made
quickly. For different types of users, they use different models. For example, users need
to log in to manage and change their passwords. They must first register and save the
information, and then send it to the administrator or manager to check whether there
is a problem. If there is no exception or the system has been activated, they cannot
log in to the database again to process and analyze the data. (2) Interface design. After
registering as a member, users can enter the website page to browse relevant information
and download animation works. When users are using, they cannot provide services to
others.When you cannot log in to the website interface, you need to set a special function
above it or exit the corresponding permission to allow you to join.

After the performance test of the system is completed, a series of operations need
to be carried out, including data acquisition, saving and transmission, storage and so
on. Because the database itself is unstable, we use MySQL as the background server
to manage and control all virtual objects in the animation library. At the same time,
we can also view the animation playback progress on each page and the display of
special effects of each part through the network query function. In addition, links about
animation content can be added to the web page to facilitate users to understand relevant
information and modify materials.

4 Discussion

4.1 Running Performance Test of Animation Game Database

Table 1 is the performance test data table of animation game database based on virtual
reality technology.
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Table 1. Run the performance test data

Computer
model

Game operation
time (ms)

Game delency
time (ms)

Frame drop rate
(FPS)

Memory
occupancy (%)

Game laptop 56 14 20 1

Desktop
computer

123 247 78 3

Work laptop 134 253 50 2
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Fig. 2. Database run test comparison

The system performance test is mainly aimed at the running environment of the
database, and the simulation experiments are carried out under different application
scenarios. Through the analysis of data and parameter changes to verify whether the
designed software can achieve the expected function. It can be seen from Fig. 2 that the
test results of different hardware configurations. The game running picture frame rate
of the game laptop used in the game development in this paper has reached 20 frames
per second, basically reaching the target frame rate. After the evaluation and feedback
of different players, there is no picture pause and discomfort. The game content runs
smoothly and has a good experience.
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5 Conclusion

This paper mainly focuses on the animation database model, makes full preparation
and analysis of the preliminary work, and completes a complete animation database
system combined with relevant cases, references and existing materials. In this paper, a
series of application experiments are carried out for virtual reality technology. Through
consulting materials and online search, some research results and latest trends in the
field of 3D scene development and maintenance at home and abroad in recent ten years,
and through a series of operation performance tests of game databases, the experimental
results show that the game content runs smoothly and has a good experience.

References

1. Junjie, Y.: Research on the application of 3D animation and virtual reality technology. Inf.
Comput. 2, 190–191 (2017)

2. Li, Y.M., Joo, J.W.: The change of animation narrative structure caused by virtual reality
technology. J. Dig. Cont. Soc. 20(3), 459–467 (2019)

3. Wei, C., Hongke, L.: Research on scene simulation based on the virtual reality technologyr -
TakingMiddle School Geography Teaching for example. Mod. Educ. Technol. 27(11), 19–25
(2017)

4. Gan, B., Zhang, C., Chen, Y., Chen, Y.-C.: Research on role modeling and behavior control
of virtual reality animation interactive system in Internet of Things. J. Real-Time Image Proc.
18(4), 1069–1083 (2020)

5. Zhou, R.: Research on information management based on image recognition and virtual
reality. IEEE Access, 99, 1 (2020)

6. Zhang, X., Yin, Y.: Design of training platform for manned submersible vehicle based. In:
Proceedings of the 31st International Conference on Computer Animation and Social Agents
(CASA 2018), Beijing, China, 21 May 2018 to 23 May 2018, pp. 90–94. ACM Press (2018)

7. Liang, M.C., Yin, Y., Liu, H., et al.: Simulation of ROV retractable operation based on
virtual reality technology. Dalian Haishi Daxue Xuebao/J. Dalian Maritime Univ. 44(4),
49–54 (2018)

8. Li, S., Hou, Y.: Study on the architecture design and interior decoration based on VR
technology and computer simulation platform. Paper Asia 35(2), 54–57 (2019)

9. Jeon, G.: Study on the visual characteristics and subjectivity in the live action based virtual
reality. Catoon Anim. Stud. 117–139 (2017)

10. Farahani, J., Soltani, P., Roberts, R.E.: Expertise differences in a 2D animation simulation
decision-making task: the influence of presentation speed on performance. Prog. Brain Res.
253, 87–100 (2020)

11. Suh, D.-H.: Analysis of serious game elements of the contents for smart device based first-aid
education. Catoon Anim. Stud. 273–294 (2017)

12. Li, W., Cao, M., Wang, Y., Tang, C., Lin, F.: Mining pool game model and nash equilibrium
analysis for PoW-based blockchain networks. IEEE Access 8, 101049–101060 (2020)



The Application of Drones in Urban Fire
Monitoring

Gang Wang(B), Yang Cao, and Jun Zhou

Taizhou Institute of Science and Technology, Nanjing University of Science and Technology,
Taizhou, Jiangsu, China

wanggang@njust.edu.cn

Abstract. As a multifunctional high-speed aircraft, small drones carry a vari-
ety of auxiliary equipment to perform a variety of tasks, and have great practical
value in both military and civilian aspects. The traditional fire detection method
has the problem of blind spot detection, high cost and poor real-time performance.
Compared with traditional fire detection methods, the UAV platform fire detec-
tion system has the advantages of more flexibility, easier control, and larger space,
which is very important for fire prevention and control. This paper studies the
application of drones in urban fire monitoring. It understands the relevant theo-
ries of urban fires on the basis of literature data, and then designs the drone fire
detection platform, which is designed to improve the performance of the detection
platform, optimize the positioning algorithm of the platform, and use experiments
to test the optimized algorithm. The detection result shows that the LADV-Hop
algorithm performs positioning refinement for nodes that are prone to accumulate
errors when solving their own positions, and selects local beacons Nodes perform
calculations to avoid the impact of accumulated errors. Therefore, in the case of
the same number of nodes as a whole, the positioning error of the SLADV-Hop
algorithm is lower than that of the other three algorithms.

Keywords: Unmanned aerial vehicle · Urban fire · Fire monitoring · Positioning
algorithm

1 Introduction

Fires are easy to happen, not only very secretive, but also very destructive [1, 2]. Accord-
ing to statistics, among many disasters, the direct losses caused by fires are about three
times that of floods, second only to earthquakes and droughts. Therefore, in fact, fires are
the primary threat to human life and themost serious threat [3, 4]. For a long time, people
have relentlessly learnedmanymethods of extinguishing fire, preventing and eliminating
hidden dangers [5, 6]. In recent years, with the continuous progress and development
of science and technology, people have used the latest high-tech methods to study the
mechanisms and laws of fire occurrence, development and prevention, and developed
new fire protection concepts and technologies to make fire extinguishing technology
more scientific and systematic [7, 8].
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Regarding fire monitoring research, some researchers said that traditional forest fire
monitoring methods include observation decks and human observers. With the new
development of technology, in recent decades, forest fire monitoring is mainly based
on ground fire monitoring, man-machine monitoring and satellite monitoring. However,
each method has some different problems. For example, the ground surveillance sys-
tem is usually fixed at a specific location, and the surveillance range is very limited.
Man-machine monitoring is usually very expensive. At the same time, the dangerous
flight environment, bad weather and the physical conditions of the earth threaten the
lives of pilots. The cost of installing satellite systems is high, installation and technical
update requirements are strict, and sometimes even closer fire monitoring is required,
and detailed data needs to be collected. Satellite monitoring cannot meet this collection
requirement [9]. Some researchers have also proposed a method for night video fire
detection based on four-seed algorithm and data fusion method, and make decisions
by combining sub-algorithms. According to the characteristics of fire, they developed
an entropy-based method, which is an online adaptive fire detection decision-making
framework, and used existing fire videos to verify the effectiveness of the algorithm
[10]. Although various methods of monitoring forest fires are mature, few experiments
use drones to monitor forest fires. Because in actual use, there are still many challenges,
such as how to choose the right platform and UAV sensors, autonomous navigation and
control algorithms, and how to combine UAVs with other remote sensing technologies.

This article explores the application of drones in urban fire monitoring. It analyzes
the characteristics of urban fires and the application of drones on the basis of literature,
and designs the drone fire monitoring platform, and then the design platform is tested,
and the relevant theories are derived from the test results.

2 Urban Fire Research

2.1 City Fire Characteristics

Fires usually occur in potentially high-risk areas in cities. When the solid fuel ignites
spontaneously with a heat source of appropriate intensity or internal combustion, the
fuel burns first [11]. Combustion at this stage is the slow burning of a substance without
visible light, usually manifested as gaseous fuel, smoke, and temperature rise. As the
temperature increases, the pyrolysis rate increases and the combustible gas concentration
increases. When the temperature or concentration reaches a certain value, smoldering
becomes combustible and burns, creating an open flame and igniting the surrounding
combustibles, causing a fire.

Since there is no flame in the fuel combustion stage, it cannot be effectively identified
in the normal color image, but the flame in this stage has the characteristic of increasing
temperature all the time, so it is used to identify the infrared image in the temperature
gradient method [12].

When the flame is produced, the fuel and the surrounding air continue to produce the
flame. At this stage, the flame glows and generates heat during the combustion process,
and at the same time has certain flame dynamic and static characteristics. The static
characteristics of the flame in the infrared field of view are characterized by the internal
temperature of the flame center up to 1000K, and the brightness of the flame area is
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significantly higher than the pixels in other areas. In the video image, the isotherm forms
a closed area in the flame area, and the isotherm is represented by contour lines of
different temperature ranges in the flame.

The dynamic characteristics of the flame in the infraredfield of view are characterized
by flame flicker due to turbulence in the airflow. Therefore, the developing flame flickers
at a frequency of 10 Hz to 25 Hz, and the flame profile and height continue to change. By
combining the above-mentioned dynamic and static properties, most infrared sources
can be used at this stage to realize flame recognition. Therefore, the continuous rapid rise
in temperature and contour instability are important criteria for determining the location
of the fire and the high-risk fire. What they have in common is that in the infrared video
image, the color, brightness, and contour of two adjacent frames are different between
frames, so they can be distinguished by designing the temperature gradient threshold
method and the inter-frame dynamic method.

Compared with other infrared sources, high-risk fire spots are characterized by a
rapid, continuous and steady rise in temperature. Therefore, in the infrared video image,
the signal amplitude change trend in this area is more obvious than in other areas.

2.2 Application of Drones in Fire Disaster Relief

UAVs are equipped with a variety of sensors to perform emergency rescue missions that
incorporate the value of UAV applications. Emergency drone rescue is mainly used for
forest fires, urban fire fighting and emergency rescue after disasters. From the standpoint
of preventingwildfires, it is equippedwith a camera assembly consisting of two cameras.
One tilts forward in the direction of flight to find the target, and the other tilts down or
down, placing it vertically on the left side, slightly tilted. It is used to confirm and detect
suspicious target points in the flying direction of the hovering aircraft, or to monitor the
situation in the disaster area where a fire occurs. In terms of urban fire protection, drones
can fly at specific heights and positions, so that they can observe the entire fire area at a
majestic height in the air, and complete the data collection of fire and rescue scenes, fire
overview, area, speed and other data that quickly identify the spread of data in real time,
go to the ground control center, analyze the fire source and intensity through infrared
images, and conduct on-site life detection. The ground can dispatch rescues scientifically
based on this information and formulate rescue plans. The fire department can quickly
and efficiently organize and deploy fire brigades according to the rescue plan, thereby
improving the efficiency of fire fighting activities and preventing the sacrifice of disaster
relief personnel. In terms of post-disaster rescue, multiple drones can cooperate with
multiple equipment to complete disaster intelligence collection, 401 communication
relay, and post-disaster humanitarian search and rescue.

3 Design of Drone Fire Detection Platform

3.1 Platform Design Framework

The framework of the platform can be divided into three parts: wireless sensor network
part, early warning system part, and UAV cloud system part. The framework is shown
in Fig. 1.



540 G. Wang et al.

Wireless Sensor 
Network Part-WSN

Basis for data 
collection, 

environmental
monitoring, node 

positioning, clustering 
and hierarchical 

management, and 
robot navigation and 

tracking;

Early warning 
and alarm system

Historical data 
storage, data 

analysis, warning 
settings and 

alarm system

UAV cloud part
UAV disaster relief 
dispatching system, 
robot path planning 

part-including
obstacle avoidance, 
optimal escape path 

calculation, etc.

Fig. 1. The frame structure of the system

The relationship between the various modules is roughly described as follows: 1) On
the one hand, the wireless sensor network component creates a scalable self-organizing
network, collects fusion data and sends it to a higher user level. At the same time,
on the other hand, after a disaster, drones participate in rescue operations and provide
positioning and navigation functions. 2) In the early warning system part, inspectors
can manually start the monitoring network and upload it to this part for data collection.
On the other hand, when a fire occurs, the drone part of the cloud system sends an
alarm command. 3) As part of the UAV cloud system, after a disaster occurs, a batch
of randomly distributed nodes will be sent to the sensor network to form a new self-
organizing network. The batch will be as follows: Rescue robots perform fire rescue
activities, but when the disaster relief is completed, it will send an alarm cancellation
command to the alarm system.

3.2 Image Acquisition Equipment

Taking into account the natural phenomenon of early fires and the cost and stability of the
system, the collector of this system uses infrared image sensors and uses complementary
semiconductor metal oxide image sensors to collect thermal images. Thermal images
use the principle of infrared images. On the other hand, optimal visibility of color images
to identify hot spots in the real environment.

3.3 Image Processing

The frame rate of the infrared thermal imaging camera used in this article is 8.3Hz,which
is used to collect infrared images, and the processor used in this article is the DM3730
processor. Experiments show that only the ARM core of DM3730 is used for infrared
image processing, and the frame rate can only reach 3 or 4 Hz, which is far frommeeting
the requirements of real-time processing and monitoring. Therefore, DM3730 with DSP
core is required to speed up the processing speed and provide real-time processing and
monitoring.
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3.4 Network Transmission Equipment

The network transmission equipment used in this article is a high-power wireless remote
router, which requires two in total. One is installed on the aircraft as a transmitter, and
the other is installed on the ground as a receiver. The integrated system is installed on a
small unmanned helicopter. The integrated system is connected to the transmitting router
through a wired network, the ground computer is connected to the receiving terminal
through a wired connection network, and the integrated system and the ground station
can communicate with each other through a local area network. It has two functions. The
first is that the computer on the ground can remotely connect to the embedded system
through SSH to check the integrated system in the air. The second is to be able to send
some monitoring data to the ground station in real time, such as the position coordinates
of the firepower target and some parameters of the PTZ.

3.5 Positioning Algorithm Optimization

The DV-Hop algorithm calculates the average bounce distance of each bounce based on
the information between the beacon nodes and executes a new transmission circle. The
average hop value of the unknown node uses the minimum hop value obtained in the
first step as a reference. The hop value is selected as the hop value of the system and
multiplied by the hop number of the corresponding beacon node to obtain the distance
between the targets. In this way, only the average distance per hop of each anchor node
is obtained, so the estimated distance is far from the actual distance.

In response to this type of problem, this article summarizes the average bounce
distance and average value of all beacon nodes in the network (such as Eq. (1)), or
assigns weights based on the bounce size and average value. For example, formula
(2)-the difference between the actual distance of the beacon node and the estimated
distance corrects the average bounce distance, and the corrected value is regarded as
the bounce distance value of the placed node. These methods can eliminate the average
bounce distance error of a single anchor node, but increase the amount of calculation
caused by the integration of the entire network beacon node, and continue to accumulate
the switching error of the long-distance beacon node between anchor nodes. When
estimating the distance, it will speed up power consumption and increase the overall
error.

HopsIze = i =
K∑

i=1

HopSizei (1)

HopSizeo = HopSizei −
∑

i �=j

d•
ij − dij (2)

Among them, 1 is the average hop distance of unknown nodes; k beacon nodes; 2 is
the average hop distance per beacon node; 3 and 4 are the beacon nodes and the actual
distance and estimated distance respectively.
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4 Algorithm Test

In order to evaluate the performance of the improved DV-Hop positioning algorithm in
this article onwireless sensor networks, in theNS-2 network environment, the traditional
DV-Hop algorithm, Selective3-AnchorDV-Hop algorithm, and hop correction. The DV-
Hop algorithm proposed in this article will be tested.

The main parameters of the experimental network model are: a 2D plane 200 m ×
200 m is set up for the development of all sensor nodes in the UAV, the communication
radius r of all sensor nodes in the network is the same as 35m, and the nodes self-organize
through the corresponding protocol stack and are in the same twenty experimental sim-
ulations were carried out in the environment. The above algorithms were compared and
analyzed from the aspects of network node density change, node communication radius
r, and the proportion of beacon nodes in the network. Table 1 shows the relationship
between the total number of wireless sensor nodes and the positioning error.

Table 1. The relationship between the total number of wireless sensor nodes and the positioning
error

DV-Hop S3-ADV-Hop HDCDV-Hop SLADV-Hop

110 79% 78% 70% 69%

120 70% 60% 56% 45%

130 65% 55% 48% 38%

140 58% 51% 42% 34%

150 55% 48% 35% 28%

160 53% 47% 33% 27%

170 52% 46% 32% 26%

180 51% 45% 31% 25%

190 50% 44% 30% 24%

It can be seen from Fig. 2 that the traditional DV-Hop algorithm and the Selective3-
Anchor DV-Hop algorithm do not change the number of bounces and jump distances
between nodes, so the placement errors of the two algorithms are basically the same at
first. Because the node itself has remaining errors, theDV-Hop algorithm for hop rebound
distance correction is passed to the node at the next solution position. Correcting the
number of hops and hop distances on a node cannot eliminate the accumulated errorwhen
analyzing the position of the node. The SLADV-Hop algorithm selects the local beacon
node for calculation to improve the position of the node that is prone to accumulative error
when solving the position, and avoid the influence of accumulative error. Therefore, for
the same number of nodes as a whole, the placement error of the SLADV-Hop algorithm
is lower than that of the other three algorithms.
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Fig. 2. The relationship between the total number of wireless sensor nodes and the positioning
error

5 Conclusions

This article explores the application of UAVs in urban fire monitoring. After analyzing
related theories, the UAV fire monitoring platform is designed. In order to improve
the performance of the monitoring platform, the platform’s positioning algorithm is
optimized, and the optimized algorithm is tested, and the test results show that the
positioning error of the optimized algorithm is lower than other traditional algorithms,
which shows that the optimized algorithm is effective.
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Auto Tailgate Automatic Control System Based
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Abstract. With the development and maturity of automobile electronic technol-
ogy, the automobile is gradually developing towards the direction of comfort and
intelligence. The electric tailgate technology is widely used and respected in the
process of automobile product design, production and sales by each main engine
factory. The quality of the vehicle directly affects the driving safety of the auto-
mobile. A car tailgate controller based on KEAZ128 microcontroller is designed
in this paper, which has the functions of suction and unlock of tailgate door lock,
electric lifting tailgate door, CAN bus and LIN bus communication. The suction
function of the tail door lock reduces the impact of the pawl and ratchet in the lock,
prolongs the service life of the tail door lock, reduces the noise of closing the door,
and improves the safety of the car tail door. The electric lifting function makes
the lifting of the tailgate more stable and the anti-clamping function improves the
safety of the use of the tailgate. CAN bus and LIN bus body controller CANmake
the controller and communication functions, realizes the tail door system and
information interaction, body controller based on KEAZ128 SCM sport-utility
vehicle tail gate system controller, including the overall design, circuit design and
working principle of the controller and the software design, realized the tail gate of
electric hoist, prevent clip; Automatic suction and electric unlock of tail door lock;
CAN and LIN bus communication function of tailgate controller. The designed
controller can effectively improve the running safety of the vehicle, improve the
convenience and safety of the tailgate operation.

Keywords: Automobile tailgate · Controller design · Automatic control · Anti
clip device

1 Introduction

With the rapid development of science and technology, people’s needs are also grow-
ing, and intelligence has become people’s tireless pursuit [1]. The advent of electronic
computers has enriched and simplified the world. Of course, the micro-processing sys-
tem also emerged quietly and was widely applied in practice. MCU control was used
to handle some transactions, which reduced labor time, improved labor efficiency and
improved accuracy [2]. The appearance of MCU has made great changes in life and
production. People’s life is more and more inseparable from network and intelligence.
In order to improve the reliability and convenience of car door locks, the combination
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of electric unlock structure and mechanical unlock structure has gradually replaced the
traditional pure mechanical unlock mechanism [3]. The share of sport-utility vehicles
in the Chinese car market has risen sharply in recent years. Consumers’ utilization rate
of tailgate system is far higher than that of other models, and they put forward higher
requirements on the reliability, convenience and intelligence of tailgate use [4]. There
are three main types of tail door electric mechanism used in automobiles, the first type is
the electric pole type. This type of construction excludes the tailgate gas spring construc-
tion. The electric pole is directly positioned on the body of the car, which is compact in
structure, beautiful in appearance and does not take up the side of space. It is mainly used
for medium and large models [5]. The second type is swing arm connecting rod type, this
kind of structure to keep the tail gas spring door, installed in body side surround electric
connecting rod to drive the tail gate, swing arm with gas spring combination to realize
the tail door opening and closing, the lateral structure occupies a certain confining space,
beautiful degree is electric poles type difference, advantage is that can adapt to the tail
door size bigger and bigger weight [6], so much quality larger MPV models applied in
the tail. The third type is the electrically driven hinge type. The structure also retains
the tailgate gas spring. The traditional car tailgate process requires manual dismounting,
which is cumbersome and unsafe. With the rapid development of science and technol-
ogy in our country, the development direction of automobile has become more and more
comfortable and intelligent. The complicated operation of traditional automobile tailgate
can no longer meet people’s needs, so the intelligent electric tailgate, which can give
consideration to operability and safety, emerges as the times require. It will be the car
tailgate into the intelligent category, to achieve the goal of saving time and effort.

2 Proposed Method

2.1 Principle of Single Chip Microcomputer

The MCU is mainly composed of three parts: arithmetic unit, controller and register [7].
The arithmetic unit is composed ofALU, accumulator and register. First, the accumulator
and the register input two 8-bit source data to the ALU, then the ALU completes the
logical operation of the source data [8], and finally stores the operation results in the
register. The controller is composed of program counter, instruction register, instruction
decoder, timing generator and operation controller. It is the organization that issues the
command, and the controller issues action commands to each part. The arithmetic unit
receives the command and performs the corresponding operation, and stores the result
of the operation in the corresponding register. MCU is now closely related to our daily
life [9].

2.2 Automatic Control System of Automobile Tail Door Based on Single Chip
Microcomputer KEAZ128 Single Chip Microcomputer

In the tailgate system, different from the traditional gas-spring tailgate design, this con-
troller can control the tailgate strut motor to achieve the tailgate electric lift, with the
function of full anti-clamping; It can control the double motors in the tail door lock to
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realize the function of automatic suction and electric unlock of the tail door lock. CAN
send instructions to MCZ33903 sub-chip in the controller to realize the communication
function of CAN bus and LIN bus. The results are shown in Table 1.

Table 1. Functions of KEAZ128 MCU

Module function classification

Module classification Describe

ARMCortex-M0+Kernel Based on ARM’s Cortex-M 32-bit MCU kernel,
1.77CoreMark®/MHz single-cycle access memory, 48 MHzCPU
frequency

System System integration module; Power management control module;
Miscellaneous control module; Bit operation engine; Peripherals
bridge; Guard dog

Memory Golden 128 KB flash; Golden 16 KB SRAM

The clock External crystal oscillator or resonator, low range:
31.25–39.0625 kHz; High range: 4–24 MHz. External square wave
input clock. Internal reference clock, 31.25–39.0625 kHz oscillator;
1 kHz low power oscillator LPO. Frequency locked ring FLL range
40–50 MHz

2.3 The Electric Tailgate System

(1) Structure and Composition of the Electric Tailgate System
Figure 1 is the structural framework of the electric stanchion electric tailgate

system. The electric tailgate system is composed of ECU, pole module, snap-lock
module, switch unit, buzzer, anti-clamping strip and kick foot sensor.

The controller module (ECU) is the core of the electric tailgate system. It takes
high performance processing chip as the core and consists of driver module, signal
acquisition module, A/D conversion module and communication module. It has
various control functions such as signal transmission and analysis between vehi-
cles, signal acquisition of electric tailplate system, signal acquisition of anti-pinch
point, signal output of electric pillar drive, and self-priming driving signal output
of tailplate lock.

(2) Anti-clamping Rubber Strip for Electric Tailgate System
The electric support module has the built-in hall sensor and the hall anti-clamp

function. Generally, the backpressure of the lock body at the bottom of the tailgate
is between 60N and 100N. If the back pinch is too small and the back pinch is
calibrated too large, the back pinch frequency will increase, which will easily cause
injuries to passengers. In addition, the rear windshield of the tailgate is located on
both sides of the rear windshield closer to the hinge, and the backpressure arms
are smaller. This position requires greater counter - extrusion pressure to trigger
counter - extrusion, which is likely to cause injury to passengers. The controller
module (ECU) receives the signal and controls the pole to open in reverse. Since
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the signal feedback is through the conductor contact and compression deformation,
the installation position requires a higher sealing gap, otherwise it is easy to cause
incorrect clamping.

The Clip Strip Buzzer
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Fig. 1. Structural block diagram of the electric tailgate system

2.4 Signal Module of Auto Tailgate Automatic Control System Based on Single
Chip Microcomputer

There are 4 signal lines in the tail lock, which are respectively used to judge whether the
pawl position, the tail lock is in the semi-lock position, the unlocked position and the
full lock position. When the signal is connected, it is equivalent to pressing a key, and
the signal state is in a low level state. When the signal disconnects, it is equivalent to a
key disconnecting, and the signal state is in a high level state.

According to the basic circuit design, the peripheral circuit of main chip and sub-chip
is configured with 12 MHz crystal perk external crystal oscillator of the main chip, in
which the main chip and sub-chip transmit instructions through SPI bus. 2.5 motor drive
module motor drive module is an important part of the controller hardware circuit. In the
design of the hardware circuit of motor drive module, two BTS7960 chips are used to
form the h-bridge circuit to control the positive and negative rotation and speed regulation
of the motor. The current diagnosis pin of BTS7960 is connected to the digital-to-analog
conversion pin of the main chip, so that the controller can read the working current of
the motor and judge the working state of the motor.
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2.5 Closing/Opening Process of the Electric Tailgate System

The opening and closing of the tailgate is realized by controlling the positive and negative
rotation of the strut motor through the motor drive circuit. In the process of closing the
door, the controller module (ECU) first drives the pole to execute the closing action.
During the execution, the hall sensor continuously collects the position signal and the
anti-clamping signal. Stop the pole drive immediately when the reverse clamping signal
occurs. When the pole returns to the open position or runs a certain distance in reverse,
the system goes into standby again.

The sensor collects the position signal and the back clamping signal. When the
reverse clamping signal appears, the pole immediately stops [10]. The system will go
into standby again. When the action is in place, the system will open the door and enter
the standby state. In the process of tailgate movement, when the motor speed or the
mutation amount of motor current exceeds the set threshold, it can be determined that
there is an obstacle blocking the tailgate movement, thus triggering the anti-clamping
function,making the tailgate stop rotating or reverse rotating to achieve the anti-clamping
function.

3 Experiments

3.1 Overall Design Scheme of Auto Tailgate Automatic Control System Based
on Single Chip Microcomputer

The rear door system of SUV is mainly composed of the rear door strut, the rear door
lock and the rear door, among which the movement of the rear door strut and the motor
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Fig. 2. Controller design scheme
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state of the rear door lock are controlled by the controller. The overall design scheme of
the controller is shown in Fig. 2.

3.2 Overall Software Design Scheme of the System

Through the analysis of the hardware circuit schematic diagram, it can be seen that the
controller software design ismainly divided into three parts: suction and unlock of the tail
door lock, opening and closing of the tail door, and CAN and LIN bus communication.
The overall design flow chart is shown in Fig. 3.
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Fig. 3. Overall design flow chart

4 Discussion

4.1 Design, Calculation and Analysis of the Open and Close Operating Force
of the Rear Vehicle in Manual Mode

(1) The Calculation and Analysis of Manual Starting Operation Force
During the manual opening of the tailgate, the manual operating force and the

output force of the strut jointly overcome the gravity effect of the tailgate to realize
the opening of the tailgate. The opening and closing of the tailgate are realized by
controlling the positive and negative rotation of the strut motor through the motor
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drive circuit. During the opening and closing of the tailgate, the load received by
the strut motor will change. At this point, the resistance of the brace system f is
opposite to the acting force of the assistant spring Fs, and the output force of the
brace is FM = FS − f . According to the principle of torque balance, the operating
force required for the manual opening of the tailgate at any opening degree FOPEN

can be obtained as follows:

FOPEN = GLG − 2X (FS − f )LS
LOPEN

(1)

Where LOPEN is the manual opening force arm with the hinge rotation axis
as the pivot point. Through formula editing, the operating force curve of manual
opening of the tailgate with the tailgate opening as a single variable at different
slope angles can be output.

(2) Calculation and Analysis of Manual Closing Operation Force
The motor speed is obtained by using the hall signal. In the hall signal module,

two hall signals need to work together. Hall signal 1 is used to count the number
of pulses received within a certain time, so as to calculate the motor speed; When
the hall signal 1 is in the rising or falling edge, the motor rotation direction can
be determined by judging the high and low level of hall signal 2, so as to obtain
the speed of the strut motor. In the process of tailgate movement, when the motor
speed or the mutation amount of motor current exceeds the set threshold, it can be
determined that there is an obstacle blocking the tailgate movement, thus triggering
the anti-clamping function, making the tailgate stop rotating or reverse rotating to
achieve the anti-clamping function. The manual operating force and the gravity of
the tailgate jointly overcome the effect of the output force of the strut to achieve
the tailgate closure. At this point, the resistance of the strut system f is in the same
direction as the force of the assistant spring in Fs direction. The output force of
the strut FM = FS + f can be obtained according to the torque balance principle
that the operating force required for the tailgate to close manually at any opening
degree FCLOSE is:

FOPEN = 2X (FS + f )LS − GLG
LCLOSE

(2)

In the formula, FCLOSE is the manual closing force arm with the hinge rotation
axis as the pivot point. Through the formula editing function of excel, the manual
closing operating force curve of the tailgate with the opening of the tailgate as a
single variable is made.

4.2 Calculation and Analysis of Force Value of Electric Strut Mechanism

According to the high and low level states of the four door lock signals, the unlocking
motor and the suctionmotor can perform three actions: forward rotation of the unlocking
motor, forward rotation of the suction motor and reverse, so as to realize the electric
unlocking and suction functions of the tail door lock. When the unlocking signal is sent,
the unlocking motor will rotate until the tail door lock is in the unlocking state. When
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the signal is sent, the unlocking motor will stop rotating. The unreasonable design of
force value and elastic coefficient may lead to the failure of the opening interval of the
tail door to maintain hover, and the problem of large operating force of manual opening
and closing or failure of electric opening and closing will occur. When off signal, and
the motor forward through the clues to pull the lock lever and lock movement, in the
process of tail gate open and close, tail gate can stop at any position in the open and close
angle and maintain, this state is called a hover, hover state support at the tail door by
its own gravity and electric poles, the electric strut motor does not work, and the output
force of the strut is the resultant force of the spring force of the boost spring and the
resistance of the strut system.

5 Conclusions

Through theoretical analysis, the mechanical model of the opening and closing process
of the electric support rod and the suction and locking process of the electric support rod
are established, and the mechanical output curve of the function is edited by using the
software formula. It provides a reference for the design of spring elasticity of electric
prop, output force of driving motor and suction force of locking motor. In view of the
current situation of designing tailgate system controller based on KEAZ128 automobile
chip, a tailgate controller based on KEAZ128 microcontroller is designed in this paper,
which has the functions of suction and unlock of tailgate door lock, electric lifting tailgate
door, CAN bus and LIN bus communication. The suction function of the tail door lock
reduces the impact of the pawl and ratchet in the lock, prolongs the service life of the tail
door lock, reduces the noise of closing the door, and improves the safety of the car tail
door. The electric lifting function makes the lifting of the tailgate more stable and the
anti-clamping function improves the safety of the use of the tailgate. The functions of
CAN bus and LIN bus enable the controller to communicate with the body controller and
realize the information interaction between the tailgate system and the body controller.
The sample of this scheme has been tested to meet the functional requirements.
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Abstract. Based on the corpora of 60 pieces of students’ writings by the Contes-
tant Candidates for National EnglishWriting Contest for Technical andVocational
Students in recent years, the paper makes a comparative error analysis of exposi-
tory writings by English Majors and Non-English Majors in a vocational college
in Shanghai, utilizing tools such as PatCount, AntConc, and SPSS 19. Three main
findings are arrived at as follows: first, there are significant differences between the
expository writing by English major contestants and by their Non-English major
counterparts, especially in the writing quality, where the former is obviously supe-
rior to the latter, despite that there were not apparent differences in their English
proficiencies in the college entrance examination. Second, the non-English major
contestants commit no errors in pronoun, which does not necessarily mean they
are better at using pronoun than the English major contestants. Third, the most fre-
quently committed errors by both the English majors and the non-English majors
are those errors in sentence, wording, and word form. And the main causes for
the occurrences of those errors are two factors, that is, the negative transfer of the
mother tongue, and the carelessness of the learners. Finally, some pedagogical
suggestions are made on how to improve the writing quality of the students.

Keywords: Corpus · Error analysis · Online learning · Automated essay scoring

1 Introduction

In 1960s scholars began to realize the importance of errors in English language learning.
Since then error analysis has been applied as a useful method to analyze L2 learners’
writing quality. According to Corder (1967), errors help teachers to know how well
learners progress on the one hand; errors make learners realize that making mistakes is a
means of their learning [1]. Ellis (1994) describedfive steps of error analysis suggested by
Corder: collection of a sample, identification of errors, description of errors, explanation
of errors, and evaluation of errors [2].

Sawalmeh found the Arabic speakers committed ten common errors, such as verb
tense, word order, singular/plural form, subject-verb agreement, double negatives,
spellings, capitalization, articles, sentence fragments and prepositions [3]. Kourosh and
Mohsen analyzed writing errors in the genres of narration, description, and exposition,
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and found the errors of noun form, verb tense, subject-verb agreement were the most
frequent ones in expository writings [4]. Yang analyzed the causes of students’ business
English writing errors, and put forward the corresponding teaching strategies [5].

Sermsook noticed that Englishmajor Thai students commit most frequently commit-
ted errors such as punctuation, articles, subject-verb agreement, spelling, capitalization,
and fragment [6]. Pescante-Malimas and Samson found the most common grammat-
ical, syntactical, and mechanic errors included, grammatical errors like those in pro-
noun, tense, and subject-verb agreement, syntactic errors like fragments and run-ons,
and mechanic errors like spelling [7]. Hussain found the common errors committed by
Saudi female undergraduates were errors in grammar, lexis, semantics, and mechan-
ics, and those in mechanics mainly included errors in punctuations, capitalization, and
spelling [8]. Chaudhary and Zahrani concluded that the frequent errors occurred at
the sentential level as well as the word level, where the spelling errors occurred most
frequently while the demonstrative errors were the least [9].

The literature review from above reveals to us that researches on error analysis
covers various subjects fromcollege students to university undergraduates, either English
majors or non-Englishmajors.However, comparative studyof errors analysis concerning
both English majors and non-English majors is relatively rare to find. Hence, this paper
attempts to fill in this gap by making the error analysis of expository writings by English
majors and non-English majors in vocational college. The research process is done
according to the five steps of error analysis suggested by Corder, described in Ellis
(1994): collection of a sample, identification of errors, description of errors, explanation
of errors, and evaluation of errors [2].

2 Methodology

1) Sampling
The corpora concerned are based on the 60 pieces of students’writings by theContes-
tant Candidates for National English Writing Contest for Technical and Vocational
Students in recent 4 years and all the candidates are the English majors (of Busi-
ness English) and non-English majors (of Liberal Arts, and of Technology ) from
Shanghai Publishing & Printing College.

2) All the writings were typed, tagged, and categorized into errors according to the
error tagging system in CLEC. They are: word form (Fm), verb phrase (VP), noun
phrase (NP), pronoun (Pr), adjective phrase (AP), adverb (Adv), preposition phrase
(PP), conjunction (Cj), wording (Wd), collocation (CC), and sentence (Sn) [10]. All
the writings were done online in the form of graph compositions.

3) Data processing: including scoring, concordancing, and editing, by using the soft-
ware such as PatCount, AntConc, TreeTagger3, SPSS 20, etc. Each piece of writing
is scored through the automated scoring system provided by http://pigai.org/gue
st.php, just for reference. For the sake of data processing through SPSS 20, the
group of English majors is marked as 1 in value, while that of non-English majors
is marked as 2 in value.

http://pigai.org/guest.php
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3 Data Analyses

From Table 1, several points can be seen as follows: first, there is quite a difference in
writing proficiencies between the English majors and the non-English majors, where the
former’s mean score is 84while the latter only 74with a rather bigger standard deviation;
second, both groups commit most frequently the errors of sentence, wording, and word
forms; finally, on the whole Englishmajors commit more errors than non-Englishmajors
in the corresponding writings, and especially non-English majors commit no errors in
pronouns, which may partly be explained by the concordance hit result reveals that
the English majors use pronouns more frequently than the non-English majors, with a
frequency of 195 and 135 respectively. That is, the more pronouns the students use, more
frequently they may commit errors in pronouns.

Table 1. Descriptive statistics

English Non-English English Non-English

Mean Mean SD SD

Score 83.03 74 4.87 7.09

Sn 2.53 2.87 2.3 3.08

Wd 1.87 1.53 1.66 1.74

Fm 1.8 1.33 3.07 2.43

PP 0.83 0.33 1.62 0.71

NP 0.73 0.23 1.14 0.5

Cj 0.6 0.13 0.72 0.35

Adv 0.43 0.13 1.5 0.43

Pr 0.4 0.1 0.81 0.31

AP 0.33 0.03 0.92 0.18

CC 0.33 0.03 1.06 0.18

VP 0.2 0 0.61 0

Besides, the T-test tells us that there is a highly significant difference between the
English major group and the non-English major either in the writing quality or error
frequency.

Table 2 indicates that the significant differences in error frequency between the two
groups mostly occur in conjunction, noun phrase, and pronoun, which leads to their
differences in writing quality.
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Table 2. One-way ANOVA (between groups)

Sum of squares Mean square F Sig.

AP 0.82 0.82 1.73 0.19

Adv 2.40 2.40 2.10 0.15

CC 0.60 0.60 0.96 0.33

Cj 4.82 4.82 17.28 0.00

Fm 3.27 3.27 0.43 0.52

NP 3.75 3.75 4.81 0.03

PP 3.75 3.75 2.39 0.13

Pr 2.40 2.40 7.25 0.01

Sn 1.67 1.67 0.23 0.64

VP 0.07 0.07 0.24 0.63

Wd 1.67 1.67 0.58 0.45

Score 1224.02 1224.02 33.04 0.00

Table 3. Correlations between errors by English majors or by Non-English majors

Eng VP\CC .85** Wd\
PP

.59** VP\
PP

.45* Pr\
PP

.39* NP\
AP

.38* Fm\
scor

.46*

Pr\
Fm

.61** CC\
Sn

.55** PP\
Fm

.41* VP\
Sn

.39* Adv\
Wd

.37*

Non-Eng Sn\
PP

.45* Sn\
Fm

.44* PP\Cj .44*

**P < 0.01 *P < 0.05

Table 3 indicates the existence of the following correlations:
On the one hand, as for the English majors, first, the word form error is positively

correlated with the score (.46*), which means the top contestants are liable to commit
some word form errors; second, there are ten correlations between the errors committed
by the English majors as follows: VP is positively with CC (.85**); Pr with Fm (.61**);
Wd with PP ( .59**); CC with Sn (.55**); VP with PP ( .45*); PP with Fm (.41*); Pr
with PP (.39*); VP with Sn (.39*); NP with AP with (.38*); and, Adv with Wd ( .37*).
The correlations indicate that those the English majors who frequently commit errors in
verb phrase also make mistakes in collocations, preposition phrase, and sentence; those
who often commit word form errors usually make mistakes in pronoun and preposition
phrase; those who commit wording errors are likely to make mistakes in preposition
phrase and adverb; and finally, they often commit errors in adjective phrase and in noun
phrase at the same time.
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On the other hand, as for the non-English majors in error frequency, here are only
three correlations between the error frequency of the non-English majors: Sn is posi-
tively correlated with PP (.45*); Sn with Fm (.44*); and PP with Cj (.44*). The most
obvious difference is that the score is almost not correlated with any type of errors by the
non-English majors, and their pronoun error frequency is zero. As for the non-English
majors, they frequently commit errors in sentence, word form, preposition phrase, and
conjunction, probably at the same time.

4 Error Analysis and Its Pedagogic Implications

The data analysis from above reveals to us that both the English major contestants and
the non-English major ones commit errors most frequently in sentence, wording, and
word form.

4.1 Sentence Errors

Example 1:Mainly in the Central African Republic, food production has been drastically
reduced due to natural disasters, which contribute <Sn> to a sharp rise of food price.
(subject-verb disagreement, contribute → contributes)

Example 2: They hold their view for the reason that the condition of the original
family can greatly influence the development of children. <Sn> Because a family with
good conditions cangive children<NP>more learning resources andgrowth conditions.
(sentence fragment, because →, because)

Example 3: Countless people allover our country came <Sn> in this city day and
night never stop,but population since 2012 to 2017 actually don’t<Sn> have an<Wd>
notable growth, aged elder are dying,even more young people are encouraged to live in
shanghai <Fm >, (tense error, don’t → didn’t)

Example 4: In these years, mobile payment <Sn> gone up by about seven trillion.
(sentence error, gone up → has gone up)

Example 5: At present, China’s restaurants, supermarkets, individual merchants and
even the food market <Sn> can use mobile payment, because of the popularity of
credit cards. (sentence error, the food market<Sn> can use mobile payment → mobile
payment can be used in the food market)

The above cases of sentence errors committed by the Chinese students mostly result
from the negative transfer of their mother tongue Chinese, for in the Chinese sentence,
the speaker is not required to pay attention to the agreements of subject-verb such as in
tense, voice, number, and the like, which causes the corresponding sentence errors to
happen in the first 4 examples. Also, active voice passive voice is more often used in
Chinese, which may lead to the occurrence of sentence error in example 5.

4.2 Wording Errors

Example 6: From this we can boldly predict that the next few years <Sn> will also be
in a balanced trend. However, those who accepted <Wd> treatment by the fifth year
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were nearly 25%<Wd>more likely to survive than those who did not,… (accepted →
received)

Example 7: If we can not take useful means <Wd >, we may not control this tend
<Wd >,… (means → measures; tend → trend)

Example 8: What’s more, most people tender<Wd> to consider that women do not
need a job. They insist that the only thing women need to do is to take care of the whole
family… (tender → tend)

Example 9: What’s more, children can take control of their own destiny by making
their life <Wd> choice in their life whether it is a big or a small one. (life → lifelong)

Example 14; For example, my younger female cousin, a <Wd> 8-year-old girl,
always did <Sn> what she wants to do… (a → an)

Example 10: Therefore, countries in the development of economic and cultural
<Wd> at the same time do not ignore the strengthening of public security capacity.
(economic and cultural → economy and culture).

The causes of the concurrences of wording errors from examples 6 to example 10,
may result from the negative transfer of the mother tongue Chinese of the students on the
one hand, where they tend to translate literally the Chinese words like jieshou, zuijin,
cuosi, and yisheng into the corresponding English words accepted, last, means, and
life, in their writings. On the other hand, the occurrences of wording errors like tend
(mistaking for trend), and tender (for tend) may be due to their carelessness. In example
9, the misuse of indefinite article a for an (a 8-year-old girl) may be both the result of
the negative transfer of the mother tongue Chinese where are lack of such articles, and
of the student carelessness. And in example 10, the misuse of economic and cultural
for economy and culture reveals to us that the student has an inadequate knowledge of
English parts of speech.

4.3 Word Form Errors

Example 11: In conclusion, men have more chance<Fm> in some key professions than
women. (chance → chances)

Example 12:…people can use the advanced equipment to solve these problem<Fm>

and provide better growing conditions for crops. (problem → problems)
Example 13: The chart shows the growth of mobile payment scale between Chine

<Fm> and the Unuted states <Fm> from 2012 to 2016. (Chine → China; Unuted →
United)

Example 14: In addition, when useing <Fm> mobile payment to pay, we will not
have the problems such as change and counterfeit currency. (useing → using)

Example 15: Conversely, the radio rate dropped continuous <Fm> <Adv> after
reaching its summit 15% at about 1 p.m. (continuous → continuously)

The causes for the occurrences of above word form errors may be illustrated as
follows: first, misuses of English plural noun forms lead to the corresponding errors from
example 11 to example 12, and this may also be contributed to the negative transfer of the
students’ mother tongue Chinese, where there is lack of plural noun form use in modern
Chinese. Second, those word form errors committed by the students from example 13 to
example 14, may be purely due to their carelessness. Finally, the word form errors like
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example 15 are mostly committed by the students owing to their inadequate grammatical
knowledge, such as in the use of present participle, pre-modifier, adverb, and so forth.

5 Conclusion

From the above data analysis and error analysis, the following findings may be arrived
at: first, there are significant differences between the expository writing by English
major contestants and by their Non-English major counterparts, especially in the writing
quality, where the former is obviously superior to the latter, despite that there were not
apparent differences in their English proficiencies in the college entrance examination.
The better writing performance of the English majors may result from their intense
interest in English and also their hard work in the writing practice. Second, the non-
English major contestants commit no errors in pronoun, which does not necessarily
mean they are better at using pronoun than the English major contestants. In fact, the
non-English majors tend to use fewer pronouns in their writings which may be due to
the negative transfer of Chinese, whose native speakers prefer to use nouns repetitively
rather than the pronouns. Third, themost frequently committed errors by both the English
majors and the non-Englishmajors are those errors in sentence, wording, andword form.
And the main causes for the occurrences of those errors are two factors, that is, the
negative transfer of the mother tongue, and the carelessness of the learners, despite there
are also other reasons for them, such as the learners’ inadequate knowledge of English
grammar, and syntax, and also their less frequent writing practice.

Therefore, as for the instructors of those vocational college English, they need to
instruct their students how to get rid of the negative transfer of their mother tongue,
and how to improve their bad habit of carelessness in writing. More importantly, the
instructors need to assign with the students more writing trainings, and urge them to
read wider ranges of original English works.
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Abstract. With the rapid development of modern society, VR intelligent technol-
ogy has been widely used in various fields and has made great achievements. It
can help designers and users solve various problems better and faster. At present,
our country has not formed a systematic and standardized management mode for
public art design. Therefore, it is necessary to transform the existing public space
to meet the needs of people’s lives. Therefore, it also requires designers to con-
stantly update their concepts and innovative thinking, and at the same time, they
must keep up with the times to accept new things and create new things that have
their own characteristics and meet the needs of people. VR intelligent technology
plays an important role in the future social development trend. It applies com-
puter network technology to the real world and can better solve the problems of
traditional art design. This article adopts experimental analysis and data analysis
methods, and aims to take advantage ofVR intelligence and apply it to the research
and development process of the design system, so as to innovate the methods and
expressions of artistic designwork, and improve the quality and efficiency ofwork.
According to the research results, the response time of the system is 36 ms, 41 ms,
59 ms and 78 ms respectively. The public art design system in this experiment has
a shorter response time and higher accuracy rate, so it can meet the basic needs of
design work.

Keywords: VR technology · Public art design · Visual image · System
development

1 Introduction

With the advancement of science and technology and the improvement of people’s
living standards, the requirements for artistic design and creation are getting higher and
higher. Traditional design methods can no longer meet the creative ability and aesthetic
requirements of modern society for artists. At the same time, with the development
of science and technology, VR intelligent technology has been widely used in various
fields, and its application to public art design is conducive to providing more humane
services to the public. Therefore, it is imperative to introduce VR smart technology in
the field of public art works.

At present,many scholars have conducted research onVR intelligence and art design,
and their research results are very rich. For example, Zhang Yu analyzed the overall
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functions that a three-dimensional digital exhibition hall must have, and believes that the
digital exhibition hall based onvirtual reality technology is easy to use, highly interactive,
and has practical value [1]. Tong Fang pointed out that with the industrialization of VR
technology and the public’s demand for informal education, museum institutions have
adopted VR technology as a means of cultural dissemination [2]. Xu Zhili believes
that the application of VR technology to art design can update the expression of art
design, create a realistic virtual environment, and bring real experiences and feelings
[3]. Therefore, this article is based on VR intelligence to conduct research on the design
and development of public art design systems, which has important research significance
and application value.

This article mainly discusses these aspects. First, a general introduction to VR tech-
nology is given. Then, it elaborates on public art design and related content. In addition,
the application of three-dimensional Chinese characters in public art design is also intro-
duced. Finally, an experimental studywas carried out around the public art design system,
and related experimental results and analysis conclusions were drawn.

2 VR Technology and Public Art Design

2.1 VR Technology

VR technology, also known as Virtual Reality. Studies have shown that the most impor-
tant feature of VR technology is visual simulation, and later generations of visual simula-
tion have also proposed various research methods. VR technology has the characteristics
of immersion, interaction and design. It receives appropriate visual, auditory, tactile and
even olfactory information through the device. When people’s actions change, these
feelings also change.

The ability of the human visual system to process 3D information can also be under-
stood as the ability of humans to perceive 3D. Themain principle of this ability is that the
human’s left and right eyes see different objects, and the brain calculates and processes
the depth of the various scenes it sees to train humans’ three-dimensional perception.
This ability, also known as binocular parallax, provides a theoretical basis for people
to experience a more realistic and immersive visual experience. The philosophy behind
the virtual and reality is like a ruler, constantly measuring the minimum limit value of
the virtual world and the real world for us. The first prototype of VR technology was
developed from the exploration of human perception of the objective world. Although
the theory at that time was far from perfect, the way of thinking they developed has
sowed the hope that VR technology will formally create history [4, 5].

VR technology is based on computer networks and creates three-dimensional scenes
through space simulation and virtualization. Allow users to more intuitively feel the
sensory effects brought by artistic design in use. It loads images or video signals into
the virtual environment through digital information transmission equipment (such as
computers). Visually, you can see the shape changes of the surface of the object and the
surrounding things and the scene; you can also see the connection between the inside and
the outside of the object. You can simulate various objects, processes and results with
different functions according to your needs, and realize people a variety of application
modes such as the combination of computer interactive interface andmultimedia system,
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It mainly exhibits the three characteristics of immersion, interactivity and imagina-
tion. Immersion describes the fusion of the virtual world and reality under the multi-
sensory sense of sight, hearing, touch and smell as soon as the user enters the virtual
environment. Interactivity must first ensure the authenticity, efficiency and real-time
nature of user operations, natural observation and operation of the virtual environment,
and natural feedback. In the old technology center, most of the time, users ended input
by clicking the mouse, typing on the keyboard, etc. Create a richer imagination in the
virtual environment through the immersion and real-time interaction it creates. At the
same time, the open association space of users expands the cognitive limit of human
beings [6, 7]. The elements included in the work of the virtual reality system are shown
in Fig. 1.

Fig. 1. Elements included in the work of a virtual reality system

2.2 Public Art Design

Whether in the West or in China, there is still no specific concept of public art. When
historians describe the so-called public works of art in ancient history and culture, they
mainly refer to certain forms of traditional art, but they are actually formed in public
places. Various forms of art language are connected and separated from each other,
forming the current public art.

The artistic design of public space is embodied in the promotion of space, the reso-
nance and interaction of art, and its expressions are rich and diverse. First of all, the term
“public art” belongs to the specific environment of “public space”. Whether it is urban
outdoor spaces, landscape parks, commercial buildings, cultural alleys, urban pedestrian
areas or indoor exhibition halls, light rail private rooms, museums, event centers, and
large shopping malls are all public spaces. If a design or art form exists in a private
space, it is not public art. However, under special circumstances, private spaces can be
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transformed into public spaces, and private collections can be transformed into public
art. For example, the palaces of ancient kings historically belonged to private rooms, but
are now considered public tours. Secondly, public space art embodies the inheritance of
people’s material civilization, the promotion of traditional culture, is the embodiment of
people’s spiritual vision, and shows people’s lifestyle and production methods. There-
fore, under this kind of public art work that gives the soul of design, people will resonate
and interact with it [8, 9].

The public sphere is a place of activity with people as the main body, and a social
ideology with people as the main body. It is closely related to the ecological environ-
ment, natural environment, human race and social civilization. Through artistic design
techniques, looking at the public environment from an artistic perspective is the best way
to optimize the human living environment and its surrounding environment. Throughout
history and social development, changes in the social environment are closely related
to changes in the public space environment. At the same time, changes in the concept
of a harmonious society will inevitably lead to changes in the public space environ-
ment. It has a certain degree of openness and at the same time it is open. Public space
must be a space form that can be freely designed together and recognized by the public.
Designing public art is a way to solve these problems while satisfying audience partic-
ipation and appreciation. The influence of public space art on architectural design and
decoration permeates many aspects such as art form, manufacturing process, expression
theme, architectural exterior wall, space form and artistic technique, and the elements
form a harmonious and beautiful whole. It uses artistic means to intuitively and com-
prehensively express the spatial form, color, texture, language and other art culture of
the architectural theme. Today’s architectural art has different characteristics in terms of
colors, shapes and materials. It is not only satisfying functional needs, but also human
aesthetic needs. It enriches the material world while also enriching people’s spiritual
world.

Public space can be subdivided into the following spatial levels: public space in the
physical sense, public space in the social civilization level, and public space in the sym-
bolic sense. Since the visual impact of art in public space is directly visible and difficult
to change, advertisements for public art are not only reflected in the works placed in the
public space, but also in the propaganda principles embodied in the works. According
to Habermas’s research, the concept of “public sphere” emerged with the social and his-
torical development of western industrialized countries and the awakening of bourgeois
consciousness. Public space is a communication space, everyone can freely enter and
exit, and it is a place for the collection and communication of material, information and
emotions [10, 11].

Therefore, these principles must be followed when performing artistic design in
public spaces. The first is the principle of openness and fairness. The works of art in
public space are initially accepted by the public, and it is not aimed at a specific group
of people or free works of artists. Moreover, in many countries, public participation in
public art is achieved through laws. The second is the people-oriented principle. The
attributes of public art are different from pure art. Pure art emphasizes the expression of
the artist’s personal thoughts, the emotional expression and individualization of art, and
the artist’s personal aesthetic expression and emotional expression, while public art seeks
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a foothold in order to preserve differences and integrate the public environment with art
and the public One. The third is the principle of integrity. The relationship between
public art and its environment is inseparable, and public art is not only the decoration
of the environment. Public art works are no longer purely aesthetic needs, but must be
realistic and coordinate with the overall needs of various facilities and spaces in real life.

2.3 Application of Three-Dimensional Chinese Characters in Public Art Design

In people’s daily life, three-dimensional Chinese character design is very common, it
can not only be used and appreciated as a two-dimensional graphic. And it can make
people feelmore intuitively that what theworkwants to express is a visual form. Through
this form, the public art design works can be made more complete, vividly showing the
charactermodeling characteristics and environmental atmosphere, and can alsomake the
whole work look more dynamic, giving people an immersive visual experience effect. In
the case of two-dimensional Chinese characters, this is done when constructing the plane
data of each stroke of the Chinese character. Whether it is lighting or texture mapping,
the normal information from each vertex is used. The vertex normal information has
been included in the surface structure of the three-dimensional feature. Therefore, the
normal vector of each vertex of the three-dimensional Chinese character surface must
be calculated and stored together with the spatial coordinate data of each vertex. The
specific calculation method is shown in formulas (1) and (2).

M = E × R (1)

MK = (M1 +M2 +M3 +M4)
/
4 (2)

Among them, E and R are the corresponding two vectors, M is the normal vector of
the plane, K is the surface vertex, MK is the normal vector of the surface vertex, and
M1, M2, M3, and M4 are the normal vectors of four adjacent planes.

3 Experiment and Research

3.1 Experimental Environment

In this experiment, the hardware configuration: CPU is Inter i5 3.1 GHz, memory is
16 GB, hard disk is 2 TB. Software configuration: operating system is Windows X,
web server is Tomcat6.5, background database is MySQL5.8, development and debug-
ging environment is Eclipse4.3. The network is configured with a bandwidth of wired
1000 Mbps.

3.2 Experimental Process

In this experiment, in order to better understand the function of the public art design
experiment system, a total of 4 tests were carried out to test the system response time,
CPU utilization, and Accuracy rate. Some test results are shown below.
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4 Analysis and Discussion

In this experiment, a total of 4 tests were performed to test the system response time,
CPU utilization, and Accuracy rate. The test results are shown in Table 1.

Table 1. Test result of system function

Testing frequency Response time (ms) CPU utilization (%) Accuracy rate (%)

The first time 36 23 86

The second time 41 26 89

The third time 59 27 96

The fourth time 78 31 93
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Fig. 2. Test result of system function

It can be seen from Fig. 2 that in this experiment, after the first, second, third, and
fourth experiments, the response time of the systemwas 36ms, 41ms, 59ms, and 78ms,
respectively, and the CPU utilization was 23%, 26%, 27% and 31%. It can be seen that
the public art design system for this experiment has a shorter response time and a higher
accuracy rate, so it can meet the basic needs of the design work.

5 Conclusion

With the continuous development of science and technology, people are paying more
and more attention to concepts such as intelligence and personalization, which have also
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had a certain degree of impact on traditional art forms. At the same time, with the rapid
development and popularization of VR intelligent technology, it has been widely used
in the field of modern design. VR smart technology is indispensable in the current social
development and has potential and innovation.Applying it tomodern design can improve
work efficiency and reduce costs. Therefore, this article is based on VR intelligence and
researches on the design and development of public art design system, which conforms
to the trend and trend of the development of the times, and has important application
value.
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Abstract. In order to do a good job in electric business logistics management in
this article, taking the study of computer information technology, mainly analyzes
the electricity business logistics management needs and current problems, after
combining with the need to put forward the design scheme of logistics manage-
ment information system, and introduces the application of system in logistics
management process, application method, finally to verify this system, confirm
the system is effective. Through this study, the logistics management information
system can be constructed with the help of computer information technology. The
system has been verified to be effective and can basically meet the general needs
of e-commerce enterprises in logistics management.

Keywords: Computer information technology · E-commerce · Logistics
management information system

1 Introduction

At present, China’s rapid development momentum in the field of electricity, thus pro-
duced a large number of orders, logistics and logistics operations the internal situation
has become more complex, the electric business enterprise to deal with all kinds of users
demand, enterprise gradually discovered vulgar way of logistics management in the past
no longer holds, not allows businesses to satisfy various customers’ needs, Therefore,
logistics management should be refined, personalized, self-service and other directions
of reform. In this context, relevant fields believe that it is impossible to achieve the
reform goal simply by relying on manual work or tradition, but computer information
technology can break through the dilemma and achieve the reform goal. Therefore, it
is necessary to carry out research around computer information technology, aiming to
construct an effective e-commerce logistics management information system.

2 Needs and Current Problems of E-Commerce Logistics
Management

2.1 Management Requirements

At present, the main management needs of e-commerce enterprises in logistics man-
agement are as follows: First, the whole process of supervision of logistics business
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process, every link in the process should be supervised, so as to obtain the correspond-
ing logistics business information, so as to understand the logistics situation according
to the information, so as tomake accurate management decisions; Second, it is necessary
to improve the information exchange efficiency of logistics supervision, so as to avoid
some of the more urgent problems can not be timely managed to cause more bad con-
sequences; Third, it is necessary to improve the efficiency of logistics information and
data processing, analysis and accuracy, namely by the electric with the current develop-
ment situation of logistics management information, data level become very large, not
only the type also more and more complex, lead to enterprise through artificial model to
efficient processing of information and data, will lead to management decision irrelevant
to the development of the realistic problems, It may also cause the asymmetry between
management decisions and reality, so enterprises need to improve the efficiency and
accuracy of logistics information and data processing and analysis [1–3].

2.2 Current Issues

Faced with various management needs, e-commerce enterprises have encountered some
problems in logistics management, which originated from traditional logistics manage-
ment methods and need to be paid attention to: First, in the logistics business process
in the whole process supervision enterprises need to invest a lot of manpower, so you
need to pay the corresponding labor costs, it’s not all companies can undertake, at the
same time, human will inevitably make mistakes in the work, can’t cover, and the huge
manpower injection, will bring a great burden on human resource management, thus
trapped in a human model, Be caught in a dilemma; Second, in improving the efficiency
of information interaction on the demand, the enterprise discovery relies on previous
communications equipment to improve efficiency, such as the use of mobile phones
can only achieve one-to-one communication, and may occur at the same time demand
huge amounts of information interaction, mobile phones has limited the communica-
tion efficiency, which is enterprise facing a big problem; Thirdly, as mentioned in (1.1)
above, the huge amount of information and data makes it impossible for human beings
to process. Therefore, enterprises realize that the artificial mode needs to be reformed,
but they have no good methods to achieve their goals, and it is difficult to get rid of the
artificial mode, which is also a big problem faced by enterprises [4, 5].

3 E-Commerce Logistics Management Information System Design
Scheme and Application Analysis

3.1 System Design Scheme

From the perspective of management needs, e-commerce enterprises have not found a
good way to achieve various needs at present, which leads to related problems. In this
case, computer information technology can provide enterprises with good help [6]. The
design of e-commerce logistics management information system based on this technol-
ogy can fullymeetmanagement needs and solve corresponding problems synchronously,
so it is necessary to carry out system design. The design scheme of e-commerce logistics
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management information system in this paper can be divided into four steps, as follows.
Figure 1 shows the basic framework of e-commerce logistics management information
system.

Fig. 1. Basic framework of e-commerce logistics management information system

3.1.1 Network Communication Layer Design

Information interaction is the necessary premise to realize electric business logistics
management, the reason is that the logistics as a kind of practical activities, for the real
physical time and space have certain dependence, but also restricted by physical time
and space, electric business industrymanagement departments can’t be all the time in the
field management, therefore, must establish the corresponding information communi-
cation channels, in order to ensure information can interact [7]. From this point of view,
computer information technology can make the logistics management of e-commerce
enterprises connected with the network, and the network is a good channel of informa-
tion communication, and compared with the traditional way of information communi-
cation, the network has many advantages: First, the network can realize simultaneous
communication online and offline message communication, on behalf of the interactive



572 Y. Ding and N. Jain

information available at any time, without being limited by the physical time and space
not only, also is not affected by the reality of human itself bring factors (online also can
undertake information message each other even if they don’t, know after such online
information, to make management decisions); Second, China’s modern network tech-
nology is relatively mature, which has greatly improved the communication efficiency.
Therefore, using the network to communicate can effectively improve the efficiency of
information and data interaction. On this basis, the design of the network communication
layer only needs to configure computers and corresponding network hardware devices
to connect to the network and realize network communication. However, it is necessary
to pay attention to the configuration parameters of network equipment not to be too low
to consider the needs of subsequent system operation. Table 1 is the basic configuration
of the system in this paper.

Table 1. Parameters of basic configuration of the system in this paper

Indicators Configuration parameters

The communication rate 54 Mbit/s

Data capacity 1 TB

In addition, because the network communication, information transmission on both
ends for a network signals, so not only in the computer terminal to configure the network
equipment, but also in the logistics business side configuration corresponding equipment,
logistics business, for example, need to transport vehicles are installed on the sensor and
transducer, it can use sensors to collect data and information, and the transmission of
data information to the transducer, The transducer can convert the signal format data
information of the sensor into digital format, and finally send it to the computer terminal
through the Internet communication channel. On the contrary, the feedback information
from the computer terminal will be received by the transducer, so that the field manual
can consult, understand the management decision, and finally execute the relevant work.

3.1.2 Pretreatment Layer Design

Based on the network communication layer, the computer system may receive a large
amount of information at the same time, but the initial state of these information ismessy,
and there may be useless, error and repeated information inside, so in order to facilitate
the later reading, it needs to design a pretreatment layer. Rely mainly on big data pre-
processing layer design and intelligent technology, namely the big data technology can
provide powerful data support, and intelligence technology to rely on data support, help
the computer system to identify the transmission of data, so that the computer system
can classify information, and determine whether information error or is repeated prob-
lems, if there are similar problems, It will automatically delete. Through the pretreatment
layer, the purity of information data can be improved and the magnitude can be reduced
reasonably, which is conducive to the efficiency and accuracy of subsequent information
application. In addition, the intelligent technology in the pretreatment layer mainly relies
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on particle swarm optimization algorithm for data recognition. The algorithm is shown
in Formula (1) and (2) [8–10]. Character pattern recognition can be developed through
the two algorithms, and the recognition results can be compared with big data to know
the information connotation, and then classify or perform other operations.

xij = xij + uij (1)

uij = ωuij + c1r1
(
pij − xij

) + c2r2
(
pgj − xij

)
(2)

Where: j= 1,2…, D; C1 and C2 are learning factors. R1 and r2 are random numbers
between [0,1]. Pij is the individual optimal position of particle I, and PGJ is the global
optimal position.

3.1.3 Application Layer

This layer mainly integrates various logistics management functions for manual use.
Therefore, this layer is directly related to whether e-commerce enterprises can com-
prehensively manage logistics information. The design task of the application layer is
relatively simple, mainly for the design of application functions, among which the two
most important functions are: First, data scheduling function, the function to determine
whether a computer terminal can consult the logistics related business related informa-
tion, and this information is the key to enterprises to make management decisions, such
as through data scheduling functions of enterprises can understand the current logistics
transportation vehicles, what kind of goods, every car transport the goods such as how
to total value, It can also supervise the transportation of logistics vehicles with the help
of sensors and other equipment. For example, in cold chain logistics, the temperature
of vehicular ice storage can be monitored with the help of sensors. If the temperature is
abnormal, it can remind the driver or the accompanying personnel, so as to play a man-
agement role. The key of data transfer function design lies in the database, that is, the
database has the ability to store a large amount of data information, which is convenient
for manual scheduling of relevant data. Secondly, some advanced databases have the
function of automatic classification and storage, so as to avoid manual secondary sorting
of data. In this paper, cloud database is selected. The database not only has large storage
capacity, rich built-in function system, but also has data security. Second, data analysis
function, which can analyze the transmitted data information, and the analysis will not
only analyze the data information one by one, but also combine the data information
(thanks to intelligent technology, not to mention here), so as to make more accurate
management judgment according to the data information. For example, based on the
vehicle-mounted ice storage temperature data and cargo refrigeration temperature stan-
dard data, we can know whether the current ice storage temperature meets the standard,
whether the failure to meet the standard may lead to cargo decay, and how long the
insurance can be, so as to make accurate management decisions. In addition, the appli-
cation layer of the data analysis function also has a special transportation mechanism,
namely if encountered in data analysis system to the events themselves have no legal
power to make decisions, then it will be the input layer, data transmission and vice will
put forward decision-making, on behalf of the management process, end will be the next
cycle.
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3.1.4 Transfer Layer

The main effect is to process the application layers can’t make a management decision
of data information and operationmode for the relevant data information, the application
layer process of data analysis, analysis of the results, packaging, and then distributed to
the human side, here, too, should with the aid of the network communication layer, such
transfer layer can dock with the artificial mobile terminal, improve the convenience of
the system. The traditional SQL database is selected in the design of the transit layer.
The reason is that the transit layer only needs temporary data information storage, so
there is no need to store large capacity database. The SELECTION of SQL database can
reduce the cost of system construction. After that, the automatic distribution program is
designed. After the distribution, the next cycle is carried out on behalf of the end of the
management process. The program flow is shown in Fig. 2.

Fig. 2. Program flow

4 System Verification

4.1 Verification Scheme

The process of “goods out of warehouse → goods transportation → goods transporta-
tion completion” of cold chain logistics is the management goal, and the management
work is carried out by relying on this system. During the process, the change of logistics
status is simulated manually, such as changing the temperature of the vehicle ice stor-
age. Through these methods, from the system response speed, system data information
accuracy, systemmanagement decision correctness three indicators to judge whether the
system is effective, whether it has practical value.
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4.2 Verification Results

Table 2 shows the verification results of the system.
According to Table 2, the system response speed for the longest 3 s, so fast, that this

system has strong real-time performance, and in the system data accuracy, information
system management decision accuracy on the two indicators, the system performance is
good, the same result showed that the system can provide accurate data information sup-
port, and make the right management decisions, Therefore, the system has applicability
and can help e-commerce enterprises do a good job in logistics management.

Table 2. Verification results

Indicators The results of

System response speed 1 s–3 s

Accuracy of system data information 100%

Correctness of system management
decisions

100%

5 Conclusion

To sum up, with the development of e-commerce, logistics management is becoming
more and more difficult, and labor has been overwhelmed, and traditional technical
means are no longer applicable. From this point of view, computer information technol-
ogy can help e-commerce enterprises break through difficulties and carry out logistics
management work more efficiently, and the key lies in how to play the role of computer
information technology, so enterprises should understand the nature of technology, carry
out system design, with the help of the system can achieve goals.
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Abstract. With the advancement of economic integration and interconnection
technology, the number of mobile Internet users has increased, driving the rapid
growth of cross-border e-commerce (CBEC) in the era of economic information,
making CBEC a new force in today’s international export trade. This article ana-
lyzes the logistics status of a small CBEC company. The company mainly uses
three logistics modes: dedicated line logistics, international express delivery, and
fourth-party logistics, which account for 19%, 24%, and 28% respectively. Using
the AHP method to analyze the most suitable solution for the export trade devel-
opment needs of the company, it is concluded that the fourth-party logistics is the
optimal solution. In the case that the fourth-party logistics cannot be delivered, the
second-best solution is dedicated line logistics and finally international express.

Keywords: AHP analysis · Small cross-border e-Commerce · Export trade ·
Logistics model

1 Introduction

As e-commerce enters the international market, cross-border logistics models have also
undergone various changes, and international export trade has increased significantly,
which has greatly improved the development of cross-border logistics (CBL). Due to
the highly complex logistics environment of CBL, high logistics costs and low effi-
ciency, small CBEC companies need powerful technology to support logistics distri-
bution. Choosing a suitable export trade logistics model to improve the level of CBL
services is the research purpose of this article.

Many scholars at home and abroad have conducted research on the choice of AHP-
based small CBEC export trade logistics mode, and have achieved certain results. For
example, a scholar pointed out that there are various CBEC models, however, in view of
the different development situations of CBEC companies, it is necessary to choose the
logistics model with the least cost and the fastest efficiency in order to not only meet the
logistics needs of customers, but also reduce the logistics costs of enterprises, and achieve
a win-win goal [1]. A scholar believes that when small-value CBEC companies conduct
international export trade, their logistics and transportation costs are high, and their
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chargingmethods are complicated,which is not conducive to the e-commerce companies.
Small-value CBL companies shouldmeet their own development needs. Solve a series of
problems in logistics transportation by establishing overseas warehouses [2]. Although
the AHP-based small CBEC export trade logistics model selection research results are
good, there are still many e-commerce companies that have not found a suitable logistics
model. It is recommended that the AHP analysis method is combined with the actual
situation of the company to choose the best one logistics model.

This article introduces several major logistics models for CBEC exports. Taking
a small CBEC company as an example, an AHP model for logistics model selection
is constructed based on the actual situation of the company, based on matrix diagram
and AHP analysis. The availability judgment and consistency test of the logistics model
indicators show that the best logisticsmodel suitable for the development of the enterprise
is the fourth-party logistics model.

2 Cross-Border e-Commerce Export Logistics Model and Index
System

2.1 The Main Logistics Model of Cross-Border e-Commerce (B2C) Exports

(1) Postal parcel
As postal express accounts for a large proportion of my country’s CBEC export

trade business, international postal parcels have become the main body of trade
export logistics. Suppliers in my country recognize that e-commerce companies
have to control logistics costs even with meager profits, and can use postal parcels
for commodities that are in urgent need of small items. In some remote areas and
small countries, postal parcel delivery is the most economical. The postal parcel
is suitable for small-scale and fragmented B2C retail e-commerce enterprises. The
postal system provides a simple logistics service process [3]. Its advantages are
simple charging methods, low transportation costs, and a wide distribution area,
which can basically be delivered to corners of the world. The disadvantages are
slow logistics, opaque logistics information, high package loss rate, and inability
to transport large packages.

(2) International Express
International express delivery is a delivery method with high logistics operabil-

ity in my country’s cross-border B2C export trade. Generally, packages of objects
with high commodity value and large volume and weight can be transported in this
way. International express combines the advantages of wide delivery range, timeli-
ness, low cost and traceability of logistics information. For example, using DHL’s
commercial courier service, it can be delivered to 220 countries and regions around
theworld, and it only takes 3–5 days for global delivery. The package logistics infor-
mation can be checked at any time, and the package is not easy to lose. International
express delivery is very suitable for customers who have higher requirements for
delivery time, but most of the products exported by our country are in the middle
and low-end, which is often difficult for CBEC to bear the high freight [4].
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(3) Dedicated logistics
Dedicated line logistics mainly refers to the establishment of logistics ware-

houses in my country, and the special transportation mode of wholesale to interna-
tional regions. The collection of parcels and goods is basically set up for regionally
targeted special line distribution channels in most countries. In addition, this kind
of logistics mode is simple to operate and requires no additional information when
leaving the country, which is more convenient than the weight-based billingmethod
[5, 6].

(4) Consolidated cargo flow
Collective cargo flow is a complete warehousing and distribution model devel-

oped based on dedicated line logistics. The cargo flow is consistent with the ded-
icated line logistics. The first step is to build a warehouse in China. The seller
distributes the goods to the warehouse center built on the e-commerce platform.
The buyer places an order on the e-commerce platform. The order will be shipped
directly to the warehouse. Warehouse personnel pick up, pack, ship and other oper-
ations, and the goods are delivered to the destination country through a cooperative
logistics provider, and finally to the consumer [7]. Consolidation logistics can use
economies of scale to reduce transportation costs. Compared with postal parcels,
this logistics model is safer, but it cannot be delivered to corner areas like postal
parcels.

(5) The fourth-party logistics model
The fourth-party logistics model has been applied earlier in domestic e-

commerce, and it has just emerged in the field of CBEC. The fourth-party logis-
tics model of CBEC refers to that supply chain integrators integrate or reorganize
resources from different international logistics companies, information technology,
and match the logistics needs of buyers and sellers to reach logistics cooperation
agreements, complete various transaction activities, andmake progress. Export buy-
ers and sellers, international logistics companies, provide one-stop complete and
professional logistics consulting and services, that is, overall CBL service solutions.
Fourth-party logistics companies often have abundant logistics service resources,
strong supply chain integration capabilities, and great advantages in the quality and
efficiency of CBEC logistics and distribution services. Due to the complex process
of CBEC and its logistics activities, involving many buyers and sellers who belong
to different borders, on the one hand, it provides a broad market for fourth-party
supply chain providers, and on the other hand, it is engaged in CBEC of foreign
trade companies provide more logistics options [8, 9].

(6) Cross-border logistics alliance model
With the advent of the “Internet+” logistics era, the logistics alliance coopera-

tion model has also undergone new changes and developments. The most obvious
representative form is the integration of traditional international commerce and
CBEC models through CBL companies. Unify the whole, compared with the high
investment brought by self-built overseas logistics distribution centers, how to coop-
erate with another CBL company or CBEC company will obtain a greater degree of
capital savings and more convenient logistics service control. The current practice
of CBL alliance is that several CBEC companies jointly invest in the construction
and use of overseas distribution centers. CBL alliance members can transport their
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goods to overseas warehouses before, and overseas consumers can purchase them.
It is shipped and distributed directly from overseas warehouses, and then distributed
to consumers by overseas logistics companies [10].

2.2 Evaluation and Analysis of Logistics Model Indicators

(1) Service availability
Service availability refers to the extent to which the logistics service of the

logisticsmodelmeets the needs of customers, including the coverage of the logistics
service, whether the product matches the logistics model provided, and so on.
For CBEC operators, it is necessary to consider the matching of product weight
and volume and other characteristics with the logistics model, and the scope of
receipt and delivery of the logisticsmodel. This dimensionmainly considers product
matching, weight restrictions and volume restrictions.

(2) Service reliability
Service reliability often has meanings such as security, assurance, and con-

sistency. Product safety and on-time delivery are the basic requirements of logis-
tics and distribution, as well as the requirements of meeting customers’ consumer
expectations and improving customer logistics experience. This dimension mainly
considers safe transportation, safe distribution and accurate distribution [11].

(3) Service responsiveness
Service responsiveness refers to the degree of responsiveness of logistics ser-

vices in the logistics model to customer needs. In CBEC transactions, most con-
sumers hope to receive the purchased goods in advance, and merchants can solve
logistics problems in a timely and efficient manner.

(4) Logistics cost
Logistics cost refers to the cost of logistics services provided by the logis-

tics model. Considering the size of logistics costs is one of the important fac-
tors for enterprises to maximize their benefits. This dimension mainly consid-
ers transportation costs, distribution costs, storage costs, surcharges, and customs
duties.

(5) Service flexibility
Service flexibility is the ability to describe the customer’s ability of the logistics

model to meet unpredictable logistics service needs. It mainly includes additional
warehousing, transportation and distribution. This dimension mainly considers the
ability to set up additional storage capacity, the ability to respond to special require-
ments, the ability to handle additional traffic and capacity, and the fulfillment of
emergency or temporary orders [12].

2.3 AHP Analysis

UseYAAHP software to obtain the eigenvectors and eigenvalues of the judgment matrix,
and standardize the eigenvectors, calculate the influence weight of factors of a certain
level on the factors of the previous level, and then conduct consistency test. Calculate
the maximum eigenvalue and one-time index of the judgment matrix:
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Among them, ζmax is the maximum eigenvalue of the judgment matrix, W is the
eigenvector, and CI is a one-time index. Then calculate the consistency ratio:

CR = CI

RI
(2)

In the formula, CR is the consistency index, andRI is the average random consistency
index.WhenCR< 0.10, the consistency of the judgmentmatrix is considered acceptable,
otherwise the judgment matrix should be appropriately modified.

3 AHP-Based Small Cross-Border e-Commerce Export Trade
Logistics Model Selection Research

3.1 Research Methods

(1) Matrix diagram method
On the premise of satisfying service availability, on the one hand, the company’s

commodity customers have high requirements for service responsiveness, and on
the other hand, the company pursues the purpose of maximizing profits. Therefore,
it is necessary to make a trade-off between service responsiveness and logistics
costs.

(2) AHP analysis method
International express delivery, dedicated line logistics and fourth-party logistics

are relatively close in terms of service responsiveness and logistics costs, and it
is difficult to qualitatively judge; thus, the five factors of availability, reliability,
responsiveness, logistics cost and flexibility are integrated by using the analytic
hierarchy process. Combine qualitative and quantitative selection.

3.2 Construction of AHP Model

(1) Choose a plan from the three modes of fourth-party logistics, international express
delivery and dedicated line logistics, so the target layer is marked as: T (optimal
plan).

(2) The factors that affect the choice of the optimal plan are availability, reliability,
responsiveness, logistics cost and flexibility, so the criterion levels are marked as:
A1 (availability), A2 (reliability), A3 (Responsiveness), A4 (logistics cost), A5
(flexibility).

(3) The three alternatives are fourth-party logistics, international express and dedicated
line logistics, and the scheme levels are marked as: F1 (dedicated line logistics), F2
(international express) and F3 (fourth party logistics). The AHP model selected by
the company’s CBEC logistics model is shown in Fig. 1.
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Fig. 2. A company’s CBEC logistics model sent to the international market

This article takes a company as an example to study the company’s CBEC logis-
tics model to the international market. As shown in Fig. 2, the postal parcel logistics
model accounted for 12%, the international express logistics model accounted for 24%,
the overseas warehousing logistics model accounted for 7%, the special logistics model
accounted for 19%, and the cargo logistics model accounted for 10%. The fourth-party
logistics model accounts for 28%. It can be seen that the three logistics modes of inter-
national express delivery, special logistics and fourth-party logistics are the company’s
preferred logistics methods.
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4.2 Analysis of Logistics Mode Selection

Table 1. Consistency test of logistics model indicators

F1 F2 F3

A1 0.045 0.02 0.071

A2 0.016 0.037 0.066

A3 0.033 0.028 0.052

A4 0.054 0.045 0.034

A5 0.069 0.036 0.068

Weights 0.217 0.166 0.291

As shown in Table 1, calculated according to YAAHP software: A1, A2, A3, A4, A5,
the consistency indexCRonF1, F2, F3 are all less than 0.1, that is, availability, reliability,
The five logistics model indicators of responsiveness, logistics cost and flexibility have
all passed the consistency test. The method of judging the optimal plan in the judgment
matrix is to compare the weights. From the weight data in the table, we can see that
F1 corresponds to a weight of 0.217, and F2 corresponds to the weight of is 0.166, the
corresponding weight of F3 is 0.291, F3 > F1 > F2, therefore, F3 should be selected,
that is, the company’s logistics should choose the fourth-party logistics model.

5 Conclusion

This paper combines the actual logisticsmodel of a small CBEC company, quantitatively
analyzes the company’s logistics model indicators, and calculates the weight of each
indicator in different logistics modes through the analytic hierarchy process (AHP),
and regards the largest weight as the enterprise logistics the best model, based on AHP
analysis, finally concluded that the fourth-party logistics model is the best solution, and
other logistics models can be used as alternative logistics models. It is hoped that the
research in this article can provide reference opinions for CBEC companies at the same
level when choosing a logistics model.
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Logistics Clearance Information Platform
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Abstract. In recent years, with the rapid development of the Internet of Things
and the deep integration of the Internet of Things and the logistics industry, logis-
tics has gradually become a hot industry. The introduction of RFID technology
into the logistics customs clearance process and the construction of anRFID-based
logistics customs clearance information platform can simplify the work of admin-
istrative departments such as customs, taxation, inspection and quarantine, and
improve work efficiency, thereby improving the efficiency of logistics customs
clearance. Based on this, this article mainly studies the subject of “the design and
realization of RFID-based logistics clearance information platform”. This paper
designs the overall architecture of the logistics clearance information platform,
which is divided into application layer, system interface, data platform layer and
perception layer. This article combines RFID technology to design the core func-
tions of the platform. In order to verify the effectiveness of the platform, it is found
through testing that the average value of the platform’s page jump delay is about
1 s. This shows that the platform is stable, has good response performance and
excellent parallel computing performance.

Keywords: Information platform · Logistics information system · RFID
technology · Target recognition

1 Introduction

With the rapid development of the Internet of Things, the deep integration of the Internet
of Things and the logistics industry [1–3]. In recent years, RFID has receivedwidespread
attention as a key technology for building “Internet of Things + Logistics” [3, 4]. The
logistics customs clearance management introduces RFID technology, which can auto-
matically and intelligently manage the data of each link of logistics customs clearance
cargo information collection, management, container cargo tracking, and distribution [5,
6]. The application of RFID technology ensures the accuracy and effectiveness of data
collection in all aspects of logistics customs clearance management, reduces the error
rate and cost caused by traditional manual operations, and significantly improves the
transparency and management efficiency of logistics customs clearance management.
Therefore, about logistics customs clearance information Research on the platform has
attracted a lot of attention [7, 8].
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Regarding the research of logistics information,many scholars have conductedmulti-
angle discussions. For example, Zhou WH studied the anti-collision algorithm of RFID
tags in logistics systems [9]; Kirch M’s application of RFID technology in logistics and
production mainly research on the application of intelligent logistics area [10]; Soong S
takes medical logistics information as the research object, and studies the application of
electronic paper and RFID/NFC in medical logistics information system [11]. It can be
seen that this article takes the logistics customs clearance information platform as the
research object, combined with RFID technology, can provide a certain reference for
the development of logistics information.

This article first completes the overall architecture of the logistics customs clearance
information platform, and divides it into application layer, system interface layer, data
platform layer and perception layer. Then combined with RFID technology, a logis-
tics customs clearance information platform for information exchange and sharing was
designed. Finally, in order to verify the effectiveness of the platform, this paper con-
ducted a test and concluded that the platform is stable, has good response performance
and excellent parallel computing performance, and can be put into practical applications.

2 Design of RFID - Based Logistics Clearance Information
Platform

2.1 Overall Platform Architecture

The entire logistics customs clearance information platform adopts a four-layer structure,
including the common application layer, system interface layer, data platform layer and
perception layer.

(1) Application layer
The application layer is responsible for all UI, including the functional modules

of the platform, mainly including customs clearance data query, customs clearance
services, port logistics management and other services. The application layer uses
Internet of Things technology, big data technology, cloud processing and other tech-
nologies to realize the collection of logistics customs clearance data information.
At the same time, the logistics customs clearance data will be retrieved from the
data layer, and then the data will be summarized and sorted according to different
modules, and finally the information Passed to the system interface layer.

(2) System interface layer
The logistics customs clearance information platform connects the logistics

management systems of various ports, customs inspection, maritime affairs, and
railway transportation systems through the system interface layer. The data interface
layer is the bridge between the application layer and the data layer. The latter pro-
vides data support for the former, and the former provides functional demonstrations
for the latter.

(3) Data platform layer
The Administration of Foreign Exchange, Entry-Exit Inspection and Quaran-

tine Bureau, Customs, National Taxation Bureau and other institutions will also
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upload data to the data layer through the open interface in the platform, and all data
can be mined in the data layer. The data layer will make preliminary sorting and
analysis of the information collected by the system interface layer, and store the
preliminary sorted information in different small databases according to different
types. Its core business runs through the use process of the entire logistics customs
clearance information platform, from the shipper’s electronic cargo registration to
customs clearance, to the dispatch and supervision of export cargo by the relevant
transportation departments, all of which are inseparable from the data layer.

(4) Perception layer
The main function of the perception layer is to collect data for the informa-

tion platform, relying on modern advanced information technology, using RFID,
barcode, two-dimensional code, video, sensors, GIS/GPS, database, network com-
munication technology and other types of information collectionThe device collects
data, completes the initial collection of data, and tracks the dynamics of customs
clearance logistics in real time, and collects feedback data back to the platform in
time.

InRFID technology, the reader adopts anti-collision technology to realizemulti-
tag identification of goods. Among them, this platform adopts the “Basic Unknown
Tag IdentificationProtocolwithCollision-EmptySlot PairingwithCollision-Empty
Slot Pairing” (BUIP-CE).

The BUIP-CE algorithm consists of a known label inactivation phase and an
unknown label collection phase. In each poll, the reader broadcasts two parameters,
the frame length f and the random number r. After the tag is received, it uses the
hash function to calculate the response time slot index through H(ID||r) mod f [12].

The core idea of the BUIP-CE algorithm is to generate more readable time slots
by adjusting the known tags from the expected collision time slot to the expected
idle time slot, which improves the inactivation probability of known tags and speeds
up the identification rate of unknown tags.

Assuming that there are n known tags in the RFID system, nr represents the
average number of inactivated tags in the original expected collision time slot and
the new matching time slot, then the calculation method for the number of known
tags inactivated in a time slot is as follows: (1) Shown:

E[d ] = (ni/f )e
−nii/f × (1− 1/f )mi + [1− e−ni/f − (ni/f )e

−ni/f ] × nr (1)

Finally, the probability of each known label being inactivated can be obtained
by Formula (2).

Pi
d = (ni × f )/ni (2)

2.2 Platform Function Design

(1) Data query module
The main customers served by the platform include cargo owners, freight

forwarders, supervision centers, customs departments, inspection and quarantine
departments, railway departments, highway companies and financial companies. As
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users of the system, users of these departments can obtain information on logistics
clearance and transportation status in the system.

This functional module provides browsing and downloading services of poli-
cies and regulations, business declarations, applications, registrations, permits, fil-
ings and other materials in customs clearance business, and realizes centralized
inspection of goods and regulatory information query services for platform users.

1) Centralized inspection sub-module

The centralized inspection sub-module mainly meets the requirements of “one
customs and three inspections” for terminal container inspection, customs release
and supervision. Its service objects are “one customs and three inspections”, ship-
pers, freight forwarders, terminals, etc. The platform is divided into bayonet inspec-
tion, here is the comparison of the bill of lading data, if it is a one-time customs
clearance, you can compare the customs declaration data, if it is a batch of customs
clearance, for the barcoded documents, the bayonet inspection and release of the
armed police can be used without input documents, but the electronic data of paper
documents and delivery documents can be compared. The RFID tag information
affixed to the goods is stored on the platform, which can realize automatic bayonet
inspection and release. Only when the data does not match, will manual inspection
and release be started.

2) Supervisory information query sub-module

The supervisory information query sub-module also provides container logis-
tics statistics query functions, including cargo tracking, port aviation and service
functions. The statistical query function of this module can be used by customs
officers and enterprises. The difference is that enterprises can only query and count
their own data. You can customize the fields and related constraints for querying
statistics. Customs officers are divided into two levels. The general level can be used
to view all the functional enterprises and the documents approved by the customs
system. The advanced query can make statistics on the workload of the customs
officers.

(2) Customs clearance service function module
The platform uses data exchange interfaces with customs, national inspec-

tions, maritime affairs and other departments to realize integrated functions such
as port declaration, customs clearance filing declaration, and ship electronic joint
inspection.

The platform provides self-service port declaration for the public and enter-
prises, and realizes the electronic declaration of entry and exit ships, the online
declaration of import and export goods, and the remote declaration of passengers
(crew) entry and exit. The various departments connected by the platform can share
information, so these services only require the company to enter customs clearance
data once, which helps to fully realize the one-stop customs declaration service and
improve the efficiency of departmental collaboration.



Design and Implementation of RFID-Based Logistics Clearance 589

3 RFID - Based Logistics Clearance Information Platform Test

3.1 Test Design

(1) Customs clearance Matlab performs simulation simulation on the platform, and
uses black box testing to find the following errors: incorrect or missing functions,
interface errors, input and output errors, performance errors, database access errors,
etc.

(2) Record the test results after the system test: NG means that the error is large, NT
means that the test cannot be run, OKmeans that the test is passed and run correctly,
and POK means that most of the tests are correct.

3.2 Test Environment

The test environment of the logistics customs clearance information platform adopts
the environment deployed in the enterprise intranet, and the hardware and software
environment is shown in Table 1.

Table 1. Software and hardware test environment information table

Server nickname Configuration information

Application server CPU2 core 2.3 GHz; RAM 8 G; hard disk 300 G; system
LinuxRHEL4.4.7-364 bit

Data server PU2 core 2.3 GHz; RAM 8 G; hard disk 300 G; system
LinuxRHEL4.4.7-364 bit

Client 1 CPU single core 2.3 GHz; RAM 8 G; hard disk 256 G; Windows 10
system; Firefox browser

Client 2 CPU single core 2.3 GHz; memory 4 G; hard disk 256 G; Windows 8
system; Google browser

3.3 Page Jump Delay Test

After the platform is online, user experience is very important. Therefore, it is very
important that the platform can still run smoothly under different concurrent users. Based
on this, a performance test was conducted. This test focused on the page jump delay
time of the platform when the number of concurrent users was 50 to 150 respectively,
and used the Jmeter test tool to analyze the performance of the server. During the test,
different concurrent users were tested 8 times, and theminimum,maximum, and average
page jump delay time were recorded.
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4 Platform Test Results and Analysis

4.1 System Function Test Results

After testing, a small number of error codes and error data appeared on the logistics
customs clearance information platform. The statistical results of the system test are
shown in Table 2: The total test cases are 203 times, 89.66% of the test cases are correct,
and 10.34% have correctable minor errors and display errors.

Table 2. System function test results

Total test case Total number of
tests

Percentage (%)

Actual test case 203 100

Total test case 203 100

NG 0 0

NT 0 0

POK 21 10.34

OK 182 89.66

203

203

0

0

21

182

100

100

0

0

10.34 

89.66 

0 50 100 150 200 250

Actual test case

Total test case

NG

NT

POK

OK

data

to
ta

l t
es

t c
as

e

percentage(%) Total number of tests

Fig. 1. System function test results

It can be seen from Fig. 1 that the construction of an RFID-based logistics clearance
information platformbasicallymeets the demand.At the same time, some incomplete test
results appeared in the test, and the reasons were grammatical errors or small omissions.
After modifying the program, the test results are all normal.
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4.2 Page Jump Delay Test Results

Table 3. Page jump delay test results (s)

Number of
concurrent users

Minimum Average Maximum

50 0.24 0.41 1.04

60 0.41 0.84 0.91

70 0.73 1.13 1.37

80 0.84 1.20 1.34

90 0.87 1.27 1.41

100 0.91 1.16 1.29

120 0.94 1.24 1.36

150 0.96 1.34 1.41

200 0.91 1.35 1.40

250 1.04 1.41 1.43

The page jump delay refers to the response time after the user clicks on the system
page. This is also the main focus of system performance testing. The size of the system
page jump delay largely determines the user’s experience of the system. In the case of
different numbers of concurrent users, the statistical results after the page jump delay
test are shown in Table 3: When the number of concurrent users is 50, the average time
of page jump delay is 0.41 s; when the number of concurrent users is 100, the page
jumps The average transfer delay time is 1.16 s; when the number of concurrent users
is 150, the average page jump delay is 1.34 s; when the number of concurrent users is
200, the average page jump delay is 1.35 s.
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Fig. 2. Page jump delay test results
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It can be seen from Fig. 2 that the average page jump delay of the platform is about
1 s, and the overall page jump delay of the platform is within the acceptable range of
users, which meets actual application requirements.

5 Conclusions

Logistics customs clearance involves diverse and massive data information, including
business data of enterprises, foreign exchange management, inspection and quarantine,
ports, customs and other units and departments. Because these data have the character-
istics of diversity, heterogeneity, open loop, standard inconsistency, etc., it has brought
great inconvenience to the sharing of business information between various departments
and enterprises. Therefore, the introduction of RFID technology to build a logistics
customs clearance information platform for information exchange and resource shar-
ing is conducive to improving the efficient operation of the logistics customs clearance
business. After research, this paper designs a logistics information platform based on
RFID technology, and the platform has a good operating effect, which can meet the
requirements of practical applications.
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Abstract. In machine translation, the evaluationmethod of the translation system
is a very critical link, and it is also critical to the research of machine translation.
The evaluation method helps to evaluate the characteristics of the translation sys-
tem, and find the existing problems, so as to guide the development trend of
the system. The correct evaluation method is the main cornerstone of the soft-
ware system development process, and it is also the main force that promotes the
development of machine translation systems. If there is no correct and effective
evaluation method, it can be said that there will be no development of machine
translation system. In this paper, we will study the deep neural network machine
English translation scoring system under the Internet of Things environment, and
understand the relevant theories of the machine translation scoring system based
on the literature, and then design the machine English translation scoring system
based on the deep neural network, and tested the designed system. The result of
the test is that the score of the system in this paper is not related to the manual
score, and the error range is within 10%.

Keywords: Deep learning · Neural network ·Machine translation · English
translation

1 Introduction

In the era of economic globalization, the links between countries in the world have
become increasingly close, so of course the translation work between various languages
is also very important [1, 2]. From the most basic travel abroad to the translation of inter-
national documents, to the cooperation of global companies such as global e-commerce,
finance, and trade services, cross-language translation problems inevitably exist [3, 4].
However, how to efficiently, accurately and quickly translate text content into different
languages through large-scale real-time changes to solve the urgent need for language
translation is an urgent problem [5, 6]. Although manual translation technology can
overcome this problem to a certain extent, the corresponding labor cost is also quite
high, so the importance of machine translation is self-evident [7, 8].

Regarding the study of machine translation, some researchers pointed out that word-
based automatic translation has limitations. When one word is translated into multiple

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
Z. Xu et al. (Eds.): CSIA 2022, LNDECT 123, pp. 593–600, 2022.
https://doi.org/10.1007/978-3-030-96908-0_74

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-96908-0_74&domain=pdf
https://doi.org/10.1007/978-3-030-96908-0_74


594 L. Xiao

words, the word-by-word translation function does not work. Word translation is infor-
mation that does not combine context, so it is difficult to capture general grammar. In
addition, the word order adaptive model is relatively simple and cannot successfully
capture complex word order adaptive information [9]. Some researchers have proposed
a new model, a structure-based alignment model, which is a new idea to improve the
alignment mode, which is mainly composed of two parts: coarse alignment and fine
alignment [10]. Some researchers said that as deep learning has attracted increasing
attention in the field of natural language processing, many researchers have begun to
study it. However, unlike tasks such as image processing and language recognition, natu-
ral language processing often requires more complex model construction. For example,
language modeling requires serialization, and parsing usually requires tree structure.
Because natural language is an abstract entity of high-level knowledge created in the
process of people’s cognition, and sound and graphics are just primitive symbols for
low-level entry, so although deep learning has made certain achievements in the field of
natural language processing, the achievement are no high in graphics and sounds [11].
There are many research results on machine translation, but less research on machine
translation quality scoring.

This article studies the machine English translation scoring system based on deep
neural networks in the Internet of Things environment, and analyzes the limitations
of machine English translation in the Internet of Things environment and the needs
of the machine English translation scoring system on the basis of literature data, and
then analyzes the machine English translation scoring system. The machine English
translation scoring system of the deep neural network is designed, and then the designed
system is tested, and the relevant conclusions are drawn through the test results.

2 Research on Machine English Translation

2.1 Limitations of Machine English Translation in the Internet of Things
Environment

The translation system is mainly based on statistical methods to determine the meaning
of a word. Because the semantics are flexible and changeable, it is usually determined
by combining the grammar and semantics of the entire sentence, and it is easy to omit
or make mistakes [12]. In addition, some semantics may be located at the beginning,
middle, or end of the sentence. Even if the automatic translation system finds the correct
meaning of theword, it is difficult to determine the position of theword in the translation.
Moreover, online translation systems cannot learn independently. When encountering a
word that does not exist in themain text, the system cannot request the network dictionary
to get the correct translation, resulting in frequent translation shortages and incorrect
translations. The automatic translation statistical system cannot perform common sense
reasoning. Therefore, the translation system has defects in the subject, algorithm and
translationmodel. In translation, prepositions and nouns, nouns (or other parts of speech,
phrases or sentences equivalent to nouns) constitute preposition phrases. If the word
collocation is different, the meaning of the preposition is also different. In most cases,
when the translation system encounters a phrase with a more complex prosthesis or
preposition, it cannot provide a correct translation.
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2.2 Requirements of Machine English Translation Scoring System

(1) Pursue accuracy. The basic goal of automatic evaluation is to be able to achieve eval-
uation capabilities similar to manual evaluation. Therefore, the main goal of auto-
matic translation evaluation methods is always accuracy. In practice, the accuracy
of automated valuation methods is generally reflected in the correlation between
automated valuation results and manual valuation results. In recent years, the pur-
suit of accuracy and the simulation of manual evaluation by automatic evaluation
methods are mainly reflected in the use of deeper language functions.

(2) Pursue speed. Compared with the manual evaluation method, the most important
aspect of the automatic evaluation method is its speed. As an important part of
the system development cycle, the speed of the evaluation process directly affects
the speed of system development. On the other hand, in today’s most common
statistical-based machine translation system, the automated evaluation method is
not only a tool for the final evaluation of the system, but also a part of system
debugging representedbyminimizing error training. In this iterative trainingprocess
the speed of self-evaluation is more important. However, the automated evaluation
method based on deep language ability improves the accuracy of evaluation, but
it often slows down the speed of evaluation. Therefore, in recent years, automatic
evaluation methods based on string similarity have been widely used with obvious
advantages such as fast utilization.

(3) The pursuit of details. As the structure of machine translation systems becomes
more and more complex, the limitations of traditional macro-evaluation-oriented
automated evaluation methods have gradually emerged. The developers of the auto-
matic translation system hope to get more information from the automatic evalua-
tion process, that is, the evaluation information about the details of the automatic
translation system.

2.3 Related Calculations

Replacing the original sentence with a phrase should affect the usability of the sentence.
In order to ensure that the recently written sentences adapt to the grammatical habits of
the language, this article introduces a language model with fluent characteristics. Simply
put, a languagemodel is a function that takes a sentence as input and returns the degree to
which the sentence conforms to language habits. This feature allows the system not only
to create words with the same semantics as the original sentence, but also to combine
these words into a fluent English sentence. This model decodes the candidate translation
set, that is, decodes the automatic translation result again, so this feature can re-evaluate
the availability of the automatic translation result to a certain extent and select a better
result. Based on the above characteristics, the type is defined as follows:

P(e) = exp(
4∑

i=1

λipi(e, f ) + λLM LM (e)) (1)

in,

P1(e, f ) = ϕ(f |e ) (2)
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In the formula, hi is each feature function, and λi is the weight corresponding to the
feature.

3 Design of Machine English Translation Scoring System Based
on Deep Neural Network

3.1 System Architecture

The system can evaluate the translation of texts provided by users and provide quanti-
tative results of similarity calculations. Users can clearly and intuitively understand the
translation quality based on the results provided by the system. According to the key
characteristics of the system, the design system architecture model is shown in Fig. 1.

Translation Scoring System

Text preprocessing Feature item 
processing

Text document Text
segmentation

Go to stop 
words

Feature
extraction

Feature item 
weight

calculation

Fig. 1. System architecture model

3.2 Text Preprocessing

Before scoring the translation of the text, the text must first be preprocessed. Word
segmentation is an important part of word processing. Because the accuracy of word
segmentation directly affects the calculation of similarity. In this article, the NLPIR
word segmentation system of the Chinese Academy of Sciences will be used to segment
the text. The NLPIR word segmentation system is an open source word segmentation
system developed by the Institute of Computer Science, Chinese Academy of Sciences.
The system relies on hiddenMarkovmulti-levelmodel to achieve text segmentation. This
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article uses this system to split the text into individualwords and highlight the fragmented
words as part of speech. Text preprocessing also requires that suspendedwords be deleted
from the text after word segmentation. Some words that appear frequently in the text but
have nomeaning in the actual content and have little meaning for recognizing the content
of the text are called stop words. For example, prepositions in text, these words often
appear repeatedly in the text, but they have no practical meaning and cannot represent
the theme of the text. The existence of stop words will cause large errors in the similarity
calculation process, which can be considered as a kind of noise. Therefore, in order to
improve the efficiency and accuracy of the calculation, the stop words in the text should
be removed before the similarity calculation. The method of removing ending words
in this article is to sort the ending words in the text according to the characteristics of
ending words, create an ending word dictionary, and use the ending word dictionary
to filter the text after word segmentation. If a word in the text appears in the terminal
dictionary, it will be deleted until all ending words in the text are deleted.

3.3 Feature Extraction

The selection of attribute elements is a key component of the establishment of the text
vector space model, and it directly affects the value of text similarity. For text with
small content, although the text can be directly preprocessed, because the number of
words in the text after word segmentation is small, the remaining various terms can
be used as elements to estimate the similarity within the text. For large text, because
the text contains many words. Regarding all preprocessed word elements in the text
as text feature elements, it is difficult to determine the vector model of large text by
calculating the weight value. This will greatly reduce the dimensionality calculation
effect of vector modeling in text. Therefore, if you want to calculate the similarity rate
of large text, you must perform more effective dimensional processing on vector text
modeling, and remove less important or less resolution terms. If theword element appears
more frequently in the text, its weight value will also be very high. Attribute elements
often play a more critical role in the article, because they can be seen as similar to the
content they represent in the article. Therefore, for larger content, the general method
used in the article is to first count the weight value of each word element in the article,
and then arrange the weight value of each word element from large to small. The higher
the weight value of the vocabulary, when the article is used as an attribute element, the
first 68% of the word elements in the weight are selected as the attribute element of the
article, and this selected word element not only represents the majority of the article the
content can also reduce the dimensionality of the vector model of the article.

3.4 Implementation of Deep Neural Network

Each subnet of the deep neural network receives a sentence from the sentence standby
of the main body data as a representation of the fixed-length characteristics of the input.
The two subnets share the same parameters. The model uses text pairs of the form (X1,
X2) as input to the model. Among them (X1, X2) represents the text pair of the text
data sample. X1 is the word sequence of the first text, and T1 is the number of words
in the first text. X2 is the word sequence of the second text, and T2 is the number of
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words in the second text. In order to match the sentence pairs of data samples in the
same vector space, the deep neural network model mainly includes a word integration
layer, a BiLSTM layer, an attention layer, a fully connected layer, and an output layer.

Themodel training process is the process of continuously updating all the parameters
of themodel until themodel converges. If the initialization parameters are not configured
correctly, the model will look inappropriate and overcorrect. The training process of the
deep neural network model mainly includes the following aspects:

(1) The model mainly uses the abandonment principle and the strategy of early ter-
mination to realize the solution, avoid the phenomenon of over-adjustment of the
model and the disappearance of the slope, and accelerate the training speed of the
model.

(2) Use lateral entropy as a function of model loss and back propagation of stochastic
gradient descent to train model parameters, and use Adam Optimizer to optimize
the parameters of the entire model.

(3) Use grid search strategy to find the best parameters for the model.
(4) Use L2 fitting to optimize the loss function, and punish too much parameter weight

during model training.

4 System Test

Table 1 shows the Pearson correlation coefficient between the experimental results of
the Chinese-English data set and the translation quality value predicted by the system
and the actual value. Among them, the Dev and Test columns represent the development
set and test set respectively. Lines 2 to 4 correspond to the translated translation.

Table 1. Pearson correlation coefficient between the translation quality value predicted by the
system and the actual value

Constraint Predictive value Test

1 0.557 0.526

2 0.521 0.509

3 0.533 0.517

It can be seen from Fig. 2 that the predicted value of translation quality is not much
different from the true value of the system score, and the error is within 10%, indicating
that the translation scoring system designed in this article is effective.
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Fig. 2. Pearson correlation coefficient between the translation quality value predicted by the
system and the actual value

5 Conclusions

This article focuses on the deep neural network machine English translation scoring
system under the Internet of Things environment. After understanding the relevant the-
ories, the machine English translation scoring system based on the deep neural network
is designed, and the designed system is tested and tested. The results show that the
predicted value of translation quality is not much different from the true value of the
system score, and the error is within 10%, indicating that the translation scoring system
designed in this paper is effective.
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Abstract. A high precision and output stability of the AC sine wave online unin-
terruptible power supply (UPS), the design is intended to demonstrate the advan-
tages and disadvantages of the circuit design, get relevant data, so the output of
24 V switching power supply instead of the battery. In the selection of power sup-
ply circuit, the characteristics of one-way conduction of the transistor are used.
When the 36 V power supply is supplied, the standby power side voltage is only
24 V, and the subsequent electricity is supplied by the power side.When the power
side is cut off, the 24 V standby power supply (i.e. energy storage device) side
becomes the high voltage side, and the transistor turns on to achieve the purpose of
instantaneous switching. The inverter circuit based on the EGS002 inverter driver
board and the power electronics converter technology, has the functions of sta-
ble output, low distortion rate, visual output data, etc., so that the uninterruptible
power supply can output the single-phase sinusoidal alternating current with the
frequency of 50 ± 0.2 Hz, 30 V ± 0.2 V.

Keywords: UPS · Rectifier · Inverter · EGS002

1 Introduction

With the advancement of China’s energy plan, the stability of the power grid has indeed
been greatly improved, and power cuts have become extremely rare, but the user the
power quality is still will be affected by some factors of force majeure or the influence
of power use non-standard, causes there was a power equipment utilization or harmonic
distortion, etc., seriously affect the user experience.

In addition, in 2013, the Eleventh Five-Year Plan for key projects, key projects for the
development of the western region and the revitalization of the old industrial base in the
Northeast, have expanded the market for UPS. In the UPS application, many STM32-
based AC Sine wave online uninterruptible power supplies output corresponding DC
power through isolation transformer, autotransformer and rectifier module, and access
single-phase full-bridge inverter circuit through boost module to provide stable AC
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voltage for the load [1]. Some instruments equipped with fault indication systems are
equipped with UPS power modules. Compared with traditional fault indication system
instruments, equipped with UPS power module fault indicator detection instruments can
shorten the detection time, save costs, and effectively improve the work efficiency of
on-site inspectors. In the development of computer industry, integrated cooling mobile
computer cabinet and control system with UPS power assembly, improve the efficiency
of computer work, reduce unnecessary power loss, improve the working capacity of
computer [2, 3].

According to the power level, UPSpower supply can be divided intomicro (<3 kVA),
small (3 kVA–10 kVA), medium (10 kVA–100 kVA) and large (>100 kVA). At present,
UPS is crowded in high-end market in China, and the equipment is expensive. However,
UPS minicomputer has been developing slowly for many years, and part of the field and
equipment field need miniature UPS power supply, but it has no result.

Therefore, this paper mainly aims at the characteristics of low power, stable output
voltage, low harmonic distortion and other requirements, and designs a simple micro
single online uninterruptible power supply system.

2 Circuit Design

2.1 System Working Principle

This design uses 220VACpower supply, lead-acid battery energy storage, power system
for flyback power supply.

The rectifier circuit provides stable DC power to the rear inverter module while
charging the battery. Moreover, the rectifier circuit includes PFC circuit, which can
make more efficient use of energy and provide the power supply to the subsequent
circuit stably. After weighing all parties, the inverter circuit chooses EGS002 inverter
driving template. The module is small, flexible and high precision. It can invert the input
DC current into a sinewavewith low distortion rate, and has the functions of over voltage
and over current protection, digital display and so on.

The charging circuit is dominated by UC3842 to charging the battery. The switching
circuit adopts a two-transistor T-shaped parallel structure, which saves products and is
convenient and quick. The lead-acid battery was chosen as the battery. Although the
battery is slightly larger, the lead-acid battery has the advantages of large energy storage
and high cost performance, which makes it finally adopt the lead-acid battery.

The overall design block diagram is shown in Fig. 1. After the municipal power
input, it becomes a relatively stable DC energy through the rectifying circuit, and gives
the inverter circuit function while charging the lead-acid battery, Use the unidirectional
conductivity of the diode to automatically select the voltage source to achieve the purpose
of uninterrupted power supply. The inverter circuit inverts the DC power into 50 Hz
sinusoidal AC power. At the same time, the SG3525 chip monitors the line in real time,
protects against over voltage and over current, and provides stable and accurate power
to the load.
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Mains input

Rectifier circuit

Battery

Inverter circuit

Load

Fig. 1. Diagram of overall design

2.2 Rectifier Circuit

Rectifier circuit, simply is AC into DC circuit.
It has two main functions: First, the Alternating Current (AC) into Direct Current

(DC), after filtering supply load, or supply inverter; Second: Provides charging voltage
for the battery. Therefore, it also acts as a charger [4].

The rectifier circuit is full-bridge rectifier. DB5010P full-bridge module is used for
full-wave rectifier, and stable DC voltage is obtained after second-order filtering. The
relevant calculation formula is as follows:

Ud = 1.414Ua (1)

Where, ud is the voltage after rectification, andua is the effective voltage of alternating
current. The AC electric energy outputs half-wave electric energy after passing through
the full-bridge rectifier chip; Under the control of UC3842 chip, the switch tube works
at high frequency and outputs DC pulse electric energy. The circuit structure adopts the
flyback type, the circuit form structure is simple, the energy efficiency is high, and it is
suitable for this miniature power supply equipment. Its design block diagram are shown
in Fig. 2.

Mains input Filter Switch tube output

PFC circuit

Fig. 2. Diagram of rectifier circuit design
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2.3 Switching Circuit

The power supply switching scheme has single-chip control, relay control, static switch
and transistor control.

Because the single-chip microcomputer control in programming and wiring is more
complex, although it can achieve soft start protection and other functions, but the scheme
is not suitable for micro equipment, so it is not adopted. However, relay has a large delay,
high price, large volume, is also not the best choice [5].

The static switch is a non-contact switch, it is an AC switch composed of two (SCR)
in reverse parallel. The closing and opening of the switch is controlled by the logic
controller, it is divided into conversion type and parallel type. Conversion switch is
mainly used for two power supply system, its role is to achieve automatic switching
from one to the other - road. Parallel switch is mainly used for parallel inverters and
mains or multiple inverters [6].

After comprehensive consideration, a structure control similar to a static switch is
finally selected, that is, a diode automatic switching circuit,which uses a double transistor
to control on and off automatically. The schematic diagram is shown in Fig. 3, where
V2 is the dc after rectification, V1 is the battery, and R1 is the load.

Fig. 3. Switching schematic

When the AC power supply works, D1 turns on, the potential of point A is greater
than the voltage of dc power supply,D2 cuts off, and the subsequent electricity is supplied
by DC power supply V1. When the dc power supply V1 is cut off, the potential of point
A drops. When the node potential is less than the voltage of battery V1, D2 turns on,
and the subsequent electricity is supplied by battery V1. At this time, the potential of
point A is greater than the potential of DC power supply V2 after the power failure, D1
cuts off, and forms protection for the AC power supply side.

2.4 Inverter Circuit

Combine the IGBT single-phase full-bridge inverter circuit (Fig. 4) to illustrate the PWM
modulation method [7].
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Fig. 4. Full-bridge inverter circuit

V1 and V2 on and off complementary, V3 and V4 on and off complementary. Take
positive half cycle of U0 as an example, V1 is disconnected, V2 is disconnected, V3 and
V4 are disconnected alternately. The load current lags behind the voltage. In the positive
half of the voltage, the current is positive in part and negative in part. When the load
current is positive, V1 and V4 are turned on, U0 equals Ud. V4 off, load current through
V1 and VD3 continued, U0 = 0 load current is negative, V1 and V4 are still on, io is
negative, in fact, io from VD1 and VD4 flow, there is still U0 = Ud. After V4 is turned
off and V3 is turned on, io continues to flow from V3 and VD1, and U0 = 0. U0 can get
Ud and zero two levels. U0 negative half cycle, let V2 keep on, V1 keep off, V3 and V4
alternately on and off, U0 can get -Ud and zero two levels.

Fig. 5. Driver circuit of EGS002
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Refer to the schematic design of EGS002 driver board (Fig. 5) provided in “EGS002
Sine Wave Inverter Driver Board User Manual V1.0” [8]. for the peripheral circuit of
EGS002 module.

EGS002 is a pure sine wave inverter driver board, which mainly includes EG8010
and IR2110 chips. EG8010 chip is used to realize the functions of unipolar SPWM
modulation output and dead zone, and IR2110 chip is used to realize the functions of
driving low power MOS tube [9, 10]. The output sampling is to send the data to EGS002
module after the partial voltage rectification. In case of over voltage or over current, the
power can be cut off immediately to protect personnel and line safety.

3 Test Method and Results

During testing, load adjustment rate (SI), voltage adjustment rate (SU) and efficiency
(η) will be calculated according to formulas (2), (3) and (4).

SI = |U0(0.1A) − U0(1A)|
30

(2)

SU = |U0(43V) − U0(29V)|
30

(3)

η = (U0× I0)

(Ud × Id)
(4)

U0 (0.1a) and U0 (1 A) are the corresponding output voltage U0 when the output
current Io is 0.1a and 0.1a, respectively, during the load adjustment rate test; U0 (43 V)
and U0 (29 V) refer to the corresponding output voltage U0 when the input voltage U1
is 43 V and 29 V in the voltage adjustment rate test respectively.

Measurement Scheme:
➀Adjust the voltage converter ratio, so that its output voltage is 36 V. Change the load
resistance value so that the current changes between 0.1a and 1.0 A, and record the
voltage at 0.1a and 1.0 A respectively. The obtained values are recorded in Table 1.
➁Change the transformer ratio so that the output voltage is 29 V and 43 V respectively.
Change the load resistance value so that the current is constant 1 A, measure the output
voltage, and calculate the value using the formula and record it in Table 2.
➂replace the standby power supply (energy storage device) with 24 V power supply,
change the load resistance value to 30ω, measure the dc power supply current, calculate
the η, and record the value in Table 3.
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Test results: (average value is taken for 8 times in each group):

Table 1. Test results 1

Project 1 2 3 4 5 6 7 8

U0(0.1 A) 29.2 31 30.2 29.9 30.6 30.5 30.2 30

U0(1.0 A) 31 31.2 30.2 30.3 29.2 29 30.5 31.2

S1 6.0% 0.7% 0.0% 1.3% 4.7% 5.0% 1.0% 4.0%

Average measured: S1 = 2.21%

Table 2. Test results 2

Project 1 2 3 4 5 6 7 8

U0 = 29 V 30.2 30.1 30.3 29.8 30 29.8 29.8 30.2

U0 = 43V 29.9 30 30.2 30.1 30.2 30 29.4 30.1

SU 1.0% 0.3% 0.3% 1.0% 0.7% 0.7% 1.3% 0.3%

Average measured: S1 = 0.7%

Table 3. Test Results 3

Project 1 2 3 4 5 6 7 8

Id 1.5 1.25 1.6 1.8 1.3 1.5 1.8 1.3

η 83% 0% 78% 69% 96% 83% 69% 96%

Average measured: S1 = 71.75%

The following figure can be obtained after the output terminal is connected to the
oscilloscope.

Fig. 6. Sine curve without load Fig. 7. Sine curve with load
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By comparing Fig. 6 and Fig. 7, it can be seen that the adjustment rate of no-load
output and on-load output of the power supply reaches the standard.

4 Conclusion

On the premise of reaching the use conditions, this design demonstrates the feasibility
of the single online uninterruptible power supply system design with a simple circuit
structure, and proves that small UPS equipment can be used. However, EGS002 module
is used in the inverter control part of the design, which lacks certain autonomy. In the
later improvement, SCM or chip will be used instead to obtain the complete autonomy
of the circuit.
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Fault and Detection of Electrical Control System
Based on Intelligent Algorithm

Ling Liu(B)

Wuhan Railway Vocational Collage of Technology, Wuhan 430223, Hubei, China

Abstract. The electric control system (Electric Control System, ECS) has devel-
oped into the core of the automation control of electrical equipment, and it is also
a necessary system for the control of modern electrical equipment. The advance-
ment, reliability, and sensitivity of ECS have become an important guarantee for
the efficient, stable and safe operation of the power industry. Therefore, it is very
important to improve the ability to control the operation status of ECS and the
ability to detect ECS failures. Through research, this paper uses intelligent algo-
rithms to realize the fault detection of electrical control system and improve the
fault diagnosis level of BP neural network. This article analyzes the source of ECS
failure in detail. Based on intelligent algorithms, this paper proposes an ECS fault
diagnosismodel and fault signal detectionmethod based onBP neural network. By
comparing the experimental data with the reference value, the accuracy rates of the
wavelet change method, graph theory method, hybrid leapfrog algorithm and wolf
pack algorithm are 76.8%, 79.6%, 8,4.2%, and 86.9%, respectively. However, the
fault of the algorithm proposed in this paper the detection accuracy rate is 94.1%.
This proves the feasibility of the algorithm and the accuracy of the calculation
results in this paper, and achieves the goal of ECS fault detection.

Keywords: Fault diagnosis · Neural network · Diagnosis efficiency · Electrical
control system

1 Introduction

With the continuous upgrading of electronic information software and hardware, ECS
has also developed and improved in practice [1, 2]. In the past, low-voltage, small-
capacity electrical equipment has gradually developed into the current high-voltage,
high-parameter, large-capacity, and high-efficiency electrical unit unit. The electrical
operation control is transformed from manual to automatic and intelligent control [3,
4]. During the development of ECS, the system has made great progress in design,
installation, commissioning, operation, maintenance, and overhaul [5]. However, once
the ECS has a problem, it will directly affect the safe and stable operation of related
equipment, so the study of ECS fault detection is imminent [6].

Regarding the research of ECS or fault detection, many scholars have conducted
multi-angle investigations. For example, Chen CY designed a distributed power remote
control system for building power and green power generation [7]; Yasser is based on
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space vector, studied themethod of electrical fault detection of themotor during the speed
change [8]; Kaleybar HJ studied the electrified railway grid controller and proposed an
intelligent control method [9]. It can be seen that, based on intelligent algorithms, this
paper proposes an ECS fault diagnosis method based on BP neural network, which has
practical significance.

This article first conducts an in-depth analysis and sorting of the sources of ECS fail-
ures. Then, based on intelligent algorithms, combined with electrical fault information,
an ECS fault diagnosis model and fault detection method based on BP neural network
is proposed. Finally, through experiments, the feasibility of the algorithm in this paper
and the accuracy of the calculation results are verified.

2 ECS Fault and Detection Based on Intelligent Algorithm

2.1 Source of ECS Failure

This article divides the ECS’s fault sources into four parts: power grid parameters, hard-
ware equipment, communication media, and drivers. The traditional fault monitoring
and diagnosis system only analyzes and processes power grid parameter faults.

(1) Grid parameters

For power supply companies, the impact of grid parameter failures onECS is themost
direct. Once a failure occurs, it will directly affect the safety and reliability of the power
supply system. For power users, power parameter failure will directly affect the normal
operation of the equipment, and even cause the consequences of equipment damage.
Therefore, power grid parameters are important monitoring and diagnosis objects in
terms of fault diagnosis. Grid parameter faults can be subdivided into two types: the
first is basic number faults, such as digital input faults, relay control faults, voltage
deviations, current deviations, frequency deviations, power deviations, power factor
deviations and electrical energy deviations, etc.; the other is a power quality parameter.
Therefore, new energy sources such as wind and hydropower are connected to the grid,
and rectification and filtering technologies benefit mankind. At the same time, they will
also cause great pollution to the grid environment. Therefore, the detection of current
and voltage waveforms, harmonic interference, and current and voltage unbalance and
other faults related to power quality parameters are very important.

(2) Hardware equipment

There are a wide variety of hardware equipment integrated in digital intelligent
substations, such as intelligent electronic equipment such as DC, EPS (emergency power
supply), transformers, thermostats, comprehensive protection devices, and smart power
meters. If these devices are damaged, power-off, and the device model does not match
the driver, it will affect the detection of grid parameter failures and the upload of failure
information. Therefore, the importance of the fault information of the hardware device
itself is becoming increasingly prominent.
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(3) Communication medium

Only after the upper computer in the ECS communicates with the lower computer
equipment can the grid parameter fault information and hardware equipment fault infor-
mation be obtained. Once the communication medium fails and the communication
between the upper computer and the lower computer is interrupted, the fault informa-
tion cannot be obtained correctly and in real time. The failure of the communication
medium can be specifically divided into the interruption of the communication medium,
the communicationmediumbeing interfered, the communication port failure of the upper
computer or the lower computer equipment, and the manual connection error [10].

(4) Driver

In ECS, the fault monitoring and diagnosis system is inseparable. Therefore, the
software program that is most likely to fail is the driver of the hardware device. The
driver obtains the fault information transmitted by the hardware device according to the
communication protocol. If the driver is stuck, memory leaks, abnormal thread count,
and abnormal I/O read/write, it will cause the user to misjudge the fault, or even think
that no fault has occurred. Therefore, it is very necessary to monitor and diagnose the
fault of the driver. In particular, the driver memory leak problem will consume a lot of
memory resources after the system runs for a long time, which is an important reason
for the driver to get stuck.

2.2 BP Neural Network Fault Diagnosis Method

When the ECS fails to operate normally, maintenance personnel need to use relevant
monitoring instruments tomonitor the operating parameters of the system, and determine
the cause of the system’s failure to operate normally based on the analysis of the operating
parameters, but the detection method is slow and inefficient, and it is difficult to achieve
Real-time detection of equipment failures. This article will use the BP neural network
algorithm to analyze ECS faults, so as to quickly troubleshoot ECS faults.

(1) Extraction of fault information

Through the preliminary demodulation of the vibration signal, analysis of the sys-
tem’s vibration signal and three-phase current signal spectrum low-frequency region, it
is found that the energy of the signal is mainly distributed in the low-frequency region;
the characteristics of the four signal channels are extracted from each spectrum. Since
the extracted features change with the change of the motor speed, the rotation frequency
is used as the reference for frequency region division; respectively use S[n], IA[n], IB[n],
IC[n], n = 1, 2, …, N represents the discrete form of vibration and three current sig-
nals, where N is the sampling point of each frame of signal; the frequency spectrum of
these signals are respectively denoted as PS[n], PIA[n], PIB[n], PIC [n], n = 1, 2, …,
N; frequency resolution calculation �f = fs/N. For each fault signal, 10 features are
extracted from the frequency spectrum, and a total of 40 features are obtained, as shown
in formulas (1) and (2):
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], j = 1, 2, ..., 10 (2)

In formulas (1) and (2), 1 is the rotation frequency estimated by the Hall sensor
pre-installed on the brushless DC motor. For deterministic motor conditions, due to the
uncertainty of the signal and the change of frequency, the characteristic value of each
signal group changes within a certain range. However, since the frequency spectrum
distribution is mainly determined by the state of the motor in the ECS, the extracted
features can reflect the operating state of the system. When ECS has different electrical
or mechanical failures, these characteristic values will vary with the type of failure. In
addition, in order to eliminate the influence of signal amplitude, the vibration signal and
three current signals in each motor state are normalized, as shown in formula (3):

{
Vibration signal:F[j] = f[j]/max(F[j]),j ∈ [1, 10]
Vibration signals:F[j] = f[j]/max(F[j]),j ∈ [11, 40] (3)

(2) BP neural network fault diagnosis model

Assuming that n, m, and q are the number of neurons in the input layer, hidden layer,
and output layer of the BP neural network, vij is the weight from the input layer to the
hidden layer, b1 is the threshold of the hidden layer, and wjk is the hidden layer. The
weight from layer to output layer, b2 is the threshold of the output layer, h() and f()
are the transfer functions used by the hidden layer and output layer nodes respectively,
X = (x1, ..., xi, ...xn)T is the input of the network, and O = (o1, ..., ok , ...oq)T is the
output of the network, then The input and output relationship of the neural network can
be as shown in formula (4):

Ok = f [
m∑

j=1

wjkh(i = 1
n∑

i=1

vijxi − b1) − b2 (4)

In formula (4), j = 1, 2, … m; k = 1, 2, …q; the total error function output by the
network is shown in formula (5):

E = 1

p

p∑

p=1

q∑

k=1

(dp
k O

p
k)

2 (5)

In formula (5), p represents the total number of samples contained; d represents the
output value that people expect from the network. The stator current signal of the motor
under different fault states, the current signal contains the information of the fault, and
the fault feature is extracted by means of wavelet packet. The fault feature vector is used
as the input of the neural network model, and the output of the fault diagnosis model is
the fault type.



Fault and Detection of Electrical Control System 613

3 Fault Diagnosis Test

3.1 ECS Fault Diagnosis

In order to verify the feasibility and effectiveness of the ECS fault diagnosis method
based on BP neural network, a fault diagnosis simulation test was carried out on the
MATLAB platform for the simultaneous faults of multiple hardware devices.

At present, deep learning and neural network frameworks represented byTensorFlow
are gradually being applied to machine learning research and become the mainstream.
This article also chooses to build a special ECS fault feature extraction model in the
TensorFlow framework. In practical applications, if the memory environment is tight,
this model can be easily converted to C++ or R language. In addition, Python and
C++ will not have interface problems with industrial reality, and are more in line with
industrial automation standards.

The process of implementing neural network fault diagnosis model training can be
accelerated by GPU, so TensorFlow can choose the CPU version or GPU version, but
for the GPU version of TensorFlow, you need to use NVIDIA’s graphics card and the
supporting GPU acceleration software CUDA.

3.2 Experimental Data

After preprocessing the fault data obtained by ECS, the interference of other factors is
eliminated, and the abnormal heating fault of the ECS thermostat is diagnosed.

All data files are in Matlab (*.mat) format. Digital data collects 15,000 samples per
second. Use torque sensors/encoders to collect speed and power data and record them
manually.

4 Comparison of Experimental Results of Each Method

4.1 Fault Detection Accuracy

Traditional ECS fault diagnosis methods include wavelet transform method, K-means
method, hybrid leapfrog algorithm and wolf pack algorithm. In order to verify the effec-
tiveness and superiority of the algorithm proposed in this paper, the above four methods
are used for ECS fault detection. The experimental results of each method are shown in
Table 1.

Observing Fig. 1, it is found that the accuracy rates of wavelet change method,
graph theory method, hybrid leapfrog algorithm and wolf pack algorithm are 76.8%,
79.6%, 8,4.2%, and 86.9%, respectively, and the fault detection accuracy of the algorithm
proposed in this paper is 94.1%. This shows that the BP neural network fault detection
method proposed in this paper can greatly improve the accuracy of ECS fault diagnosis.
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Table 1. Failure detection results of each method (%)

Experimental method Accuracy Recall rate

Wavelet transform 76.8 83.1

Graph theory 79.6 87.6

Hybrid Leapfrog Algorithm 84.2 89.4

Wolf pack algorithm 86.9 90.1

This paper proposes an algorithm 94.1 96.3
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Fig. 1. Failure detection results of each method

4.2 Different Algorithm Fault Detection Degree and Detection Time

The degree of failure refers to the proportion of the area of the failure area in the
total area of the target. The algorithm calculates the percentage of the target area of
the fault area where the thermostat has abnormal heating, which is helpful to further
determine the degree of the fault and help the inspector make more accurate judgments
and treatment measures. The failure degree and iteration time results of each algorithm
are shown inTable 2: The failure degree of the actual sample data is 17.6%, and the failure
degree calculated by the wavelet change method, graph theory method, hybrid leapfrog
algorithm and wolf pack algorithm are respectively 30.2%, 29.3%, 41.1%, 23.6%, while
the degree of failure calculated by the algorithm proposed in this paper is 16.9%.

It can be seen from Fig. 2 that the difference between the experimental results of this
paper using the improved algorithm and the reference value is 0.7%, and the calculation
error in the above several algorithms is the smallest. And the fault detection of the sample
data only takes 4.13 s, the time is the shortest, and the efficiency is the fastest. This shows
that the accuracy and efficiency of the algorithm proposed in this paper can meet the
requirements of practical applications.
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Table 2. Different algorithm fault detection degree and detection time

Experimental method Degree of failure (%) Time (s)

Wavelet transform 30.2 4.57

Graph theory 29.3 4.29

Hybrid Leapfrog Algorithm 41.1 4.65

Wolf pack algorithm 23.6 4.76

This paper proposes an algorithm 16.9 4.13

Reference 17.6 –
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Fig. 2. Different algorithm fault detection degree and detection time

5 Conclusions

ECS means that after collecting on-site electrical information, sharing information
through the communication network, monitoring electrical equipment at the operator
station, and issuing control instructions to operate the electrical equipment through the
corresponding actuator. Once the ECS fails, it will seriously affect the operation of elec-
trical equipment. This article first conducts an in-depth analysis of the ECS operating
requirements and fault sources, and then proposes an ECS fault detection method based
on BP neural network, which verifies the good performance of the algorithm from the
results.
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Abstract. With the rapid development of computer technology, information tech-
nology and networks have become important functions of our time. Various social
tasks increasingly rely on computer networks to achieve easy, fast, and standard-
ized management goals. As one of the key challenges that the school faces every
year, the admission of graduate students is not only an effective way to improve the
quality of admission, but also provides a wide range of questions and exchanges
for candidates through the provision of information, which is also an important
role. By providing candidates with a full range of services, it helps to effectively
promote the role of publicity and enhance the school’s external image. The pur-
pose of this paper is to study the design and implementation of a graduate student
enrollment management information system based on the Rsync algorithm. Based
on the analysis of the Rsync algorithm process, database tools and options, and
system non-functional requirements, the Rsync algorithm-based graduate student
enrollment management information system is carried out. Design and test the
performance of the system. The test results show that the system designed in this
paper has stable performance and supports no less than 300 concurrent users.

Keywords: Rsync algorithm · Graduate enrollment ·Management information
system · Enrollment process

1 Introduction

The rapid development of information and network technology has brought major
changes to the work of all walks of life in society. Office work is more convenient
and quicker, reducing work error rate and greatly improving work efficiency. In order
to improve admission efficiency, reduce workplace errors, reduce admission costs, and
strictly control the admission process, the University Graduate Admissions Office out-
lined the requirements for establishing a graduate admissions management information
system [1, 2].

With the continuous improvement of school conditions, the number of students
enrolled in the school continues to increase, and the information brought by the regis-
tration process to the exam also increases. Some scholars pointed out that as the amount
of information continues to increase, it is necessary to use the office information system
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to implement enrollment information management and improve the efficiency of enroll-
ment work. In addition, the competition among universities for quality undergraduates
has become increasingly fierce. However, the admissions unit does not have effective
means to obtain information for high-quality students [3, 4]. Especially in the process of
adapting to postgraduate exams, due to the information asymmetry between candidates
and colleges, there are many uncertainties in the re-examination work. The information
system can effectively implement standard information management mode, statistical
scientific data technology and effective data retrieval mechanism, and reduce the burden
on registered personnel. Some scholars pointed out that “enrollment informationiza-
tion” is an innovative practice of “Internet information management + enrollment” that
combines Internet technology with college registration management [5, 6]. From a tech-
nical point of view, some researchers believe that enrollment informatization has two
main characteristics: digitalization and networking. Digitization transforms educational
information into accurate digital information, and performs advanced information clas-
sification management. Networking can realize the sharing of information resources.
Using the Internet as a means to reduce the time and space constraints of sending
and sharing information, making it more convenient for employees to share. At the
same time, eliminate the negative impact of information asymmetry on candidates and
enrollment units [7, 8]. There are also some researchers’ traditional campus information
management methods involving information transfer between different departments and
institutions, mainly through face-to-face communication, telephone voice communica-
tion, paper document submission, etc. The information processing efficiency is low, and
the information that is difficult to understand is effectively classified. And management,
the integrity and reliability of the data cannot be guaranteed when transmitting infor-
mation, and there are certain risks, so the cost of information management will increase
significantly [9, 10]. By introducing information management methods, it is possible to
solve the efficiency problems caused by information transmission media and avoid the
weaknesses of traditional working methods.

On the basis of consulting a large number of relevant references, this paper designs a
postgraduate enrollment management information system based on the Rsync algorithm
process, database tools and options, and systemnon-functional requirements. The system
mainly includes four modules, namely the registration management module and the
enrollmentmanagementmodule, retestmanagementmodule and admissionmanagement
module. Finally, the performance of the system is tested to verify whether the system
meets the requirements of this article.

2 Design and Implementation of Graduate Student Enrollment
Management Information System Based on Rsync Algorithm

2.1 Rsync Algorithm Flow

The Rsyne algorithm is currently the most mainstream remote file synchronization
algorithm. The file synchronization rate is also quite fast, because we use incremen-
tal synchronization [11, 12]. The Rsync synchronization algorithm can count the num-
ber of messages that need to be sent in a short time. The general process of Rsync
synchronization calculation includes:
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Suppose that the same files A andB are synchronized between two computer systems
u and v, computer system u accesses file A, and computer system two accesses file B.
Now, we want to synchronize file B and file A, and assume that the network bandwidth
between host u and v is too small. Then use the rsync algorithm to complete the following
five processes:

(1) v Divide file B into a set of unique data blocks, the size of which is specified in L
bytes, and the last block may be smaller than L;

(2) vhost calculates two control sums for each divided data block. One is the total
number of weak 32-bit control cycles, and the other is the total number of strong
128-bit MD4 controls;

(3) v sends these verification results to u;
(4) Host u calculates a 32-bit cyclic checksum of L blocks from the beginning of file A,

and checks whether it is the same as the weak checksum of file B. If it is the same
as the OMD4 code, the data block exists in B, and the file index of A is moved by
L bytes. Otherwise, move 1 byte. This task can be completed quickly by using the
characteristics of the loop detection algorithm.

(5) Host u sends a series of commands to host v to create a backup B’of file A in u.
Each command here either proves that a specific A data block already exists in file
B without resending (send the command shortly after the strong checksum is the
same), or in file A. It is a data block that exists but is not in file B.

The 32-bit loop control used in the algorithm and its inspiration comes from Mark
Adler’s adler-32 control total algorithm. The calculation formula includes formula (1),
formula (2) and formula (3):

a(k, l) =
(

l∑
i=k

Xi

)
mod M (1)

b(k, l) =
(

l∑
i=k

(l − i + 1)Xi

)
mod M (2)

s(k, l) = a(k, l)+ 216b(k, l) (3)

Where s(k,l) is the checksum of bytes from Xi to Xl .

2.2 Database Tools and Options

At present, the main database development tools mainly include Access database, SQL
Server database, and Oracle database.

(1) Microsoft Access is one of the main components of the automated management
software in the Office system. A small database system. It has the advantages of
large resolutionmode, strong versatility, and simple use. But the disadvantage is that
it is a single-user operating system, which may be accessed by many applications,
so it can only be used on the Windows platform.
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(2) SQL Server is currently the most popular relational database. It not only inherits the
powerful functions of the BackOffice series of products, but also extends it appro-
priately. It is welcomed by the general public for its graphical user interface, rich
programming interface tools, strong scalability, and support for large-scale web-
sites and enterprise information processing systems. In addition, the client/server
architecture divides the application intomultiple tasks, which can be run as separate
programs.

(3) OracleDatabase is a database product released byOracle, with strong compatibility,
portability, high connectivity and flexibility.

In contrast, the SQL Server database not only meets the needs of the graduate enroll-
ment management information system, but also has low development costs, short cycles
and easy maintenance. Taking the graduate school as an example, the total number of
applications for various graduate students can reach about 50,000 each year. Therefore,
the graduate school management information system is not a management informa-
tion system that requires a very large database. Therefore, this system uses SQLSverer
database for development.

2.3 System Non-functional Requirements

(1) Security
Important information such as student personal information and control information
needs to be kept confidential for most users, so security requirements are high. CSRF
(intermediate request), XSS (intersite scripting attacks), batch injection of SQLActions,
DDos attacks and other issues need to be resolved.
(2) Reliability
The system contains a large number of users. According to the registration data of the
past few years, the number of users is estimated to be around 10,000. The peak visits of
student pages (such as registration pages) can reach hundreds of students. On the review
page, you need to query dozens to thousands of student information at the same time,
so you need to choose a web server suitable for multi-threading.
(3) Fault tolerance
The users of the system include not only students, but also teachers of all ages. Therefore,
the system also needs a certain degree of fault tolerance, and can be rolled back on some
non-critical steps, or the same rollback effect can be achieved through certain operations.
(4) Scalability
The service object of this system is the registration unit of the master degree, and the
registration difference of each unit is required. The system should also have an inter-
face that adapts to the situation of different registration units, and proposes secondary
development. A set of process recommendations and some flexible configuration system
settings.
(5) Ease of use
Asmentioned earlier, simplicity and ease of use is one of the non-functional requirements
of the system, because the system has a large user population, with many students and
users. Therefore, the system needs to provide a humanized interactive interface andmore
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complete prompts and guidance information. At the same time, error feedback informa-
tion is removed, and feedback channels are provided for administrators to facilitate user
interaction and solve problems in a timely manner.

3 Experiment

3.1 Registration Management Module

Candidates fill in detailed information about candidates based on this year’s registration
list,whichmainly includes basic information, degree and academic information, registra-
tion information and contact information, to provide a reference for secondary colleges
to monitor the number of candidates. Due to the uncertainty of object-oriented records,
the recorded data often contains missing or incomplete information. This information
is not available to the admissions staff. The system only needs to save the complete
information of the candidates, so the system needs to filter this part and collect it. After
completing the candidate data, you need to activate the application and create a registra-
tion number, which will later be used as candidates for on-site verification. At the same
time, only the candidate who created the registration number can accept the information
review by the admissions office and the college secretary. Then manage the key points of
completing the information, including important links such as undergraduate colleges,
transfer students, transfer professional score limits, and student registration numbers.

3.2 Admissions Management Module

The enrollment management module is mainly used to collect candidate information
and publish enrollment information. This module will be managed by the Admissions
Office of the Graduate School, and will be completed in conjunction with the secondary
schools and departments and all candidates. The enrollment management part includes
three parts: the establishment of the professional enrollment list, the recommendation
and acceptance of excluded candidates, and the management of candidate registration.
The Admissions Office will announce and compile the enrollment list for the year before
enrolling graduate students. The enrollment list is mainly designed for relevant exami-
nation information, such as enrollment majors, number of students to be enrolled, exam-
ination subjects, etc. The recommendation and acceptance of non-promotional students
mainly includes the self-recommendation of non-promotional students, the review by
teachers of colleges and departments, and the acceptance of school opinions, etc., to
generate an information database of non-promotional students. Candidate registration
management is mainly to collect candidate information and create database information
such as candidate registration database and picture library.

3.3 Retest Management Module

The head of the Research and Admissions Office determined the school’s ranking line
based on the subject category and the number of students enrolled in this year’s exam.
The department reviews the list of candidates above the school score, and determines
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the list of candidates who can participate in the review based on the number of students
who can be admitted to their majors. At this stage, transfer students from other faculties
and schools can be accepted. Candidates with special circumstances will be highlighted
in the review list. The location of the comprehensive written examination is determined
by the Research Admissions Office, the time and location of the re-examination subject
examination are uniformly determined by the department, and the re-examination venue
is the responsibility of the department. Candidates can download the re-examination
notice and physical examination form online after arranging the re-examination. Each
department then organizes the candidates to retest under their own department. After the
re-examination is completed, the department secretary enters the re-examination results
of the department candidates and selects the final weighted score. The secretary of the
department will determine the type of admission based on the student’s final grades,
score admission, and the Office of Research and Admissions will review the admission
list. Students who have not been admitted can adjust. The process is shown in Fig. 1:

Start

Draw the score line according to the subject category

adjust

List of retaliatory testers

List of reviewers

Re-examination of written examination teachers for each 
department

Time and place for reporting, interview, speaking, and listening

Row examination room

Carry out retest work

Enter the retest score

Determine the admission category and mark the proposed admission

adjust

Finish

Fig. 1. Flow chart of retest management module
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3.4 Admission Management Module

The basic procedures and operations of the admission management module for master
enrollment and exemption admission are basically the same.The education unit enters the
candidate admission information through the preliminary admission management, and
indicates and stamps it, creates the student number, and after the approval is completed,
the official reply is submitted to the Ministry of Education, but the master’s admission
management is one step beyond the national admissions inspection.

The function of saving the input information. First enter the candidate’s approval
related information, then send and receive the entered related information through the
controller, assign the data to the Examinee_enroll_info object, store the data in the
database through logic and data levels, and get the result.

Submit input data and create student ID. Candidates who have passed the admission
assessment can prepare student numbers for thosewho have passed the admission assess-
ment, and compile information such as the examination method and professional code
of the candidate admission information that requires candidate admission information.
Therefore, you need to obtain this information before numbering.

4 Discussion

System performance testing is mainly to evaluate the performance of the system under
extreme environments. In this way, it is obvious whether the developed systemmeets the
required performance goals. In the test, multiple users are simulated to access the same
view page through LoadRunner Controller, and performance indicators are recorded.
The results are shown in Table 1 and Fig. 2.

Table 1. Performance test results

Registration
management module

Admissions
management module

Retest management
module

Admission
management module

50 0.243 0.347 0.351 0.210

100 0.574 0.655 0.633 0.457

150 0.861 0.952 0.826 0.791

200 0.958 1.262 1.314 0.964

250 1.651 1.533 1.853 1.543

300 1.985 1.864 2.071 1.798

It can be seen from the test results in Table 1 and Fig. 2 that the system is stable and
supports no less than 300 concurrent users. When 300 people were tested concurrently,
the test passed.
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5 Conclusions

The postgraduate admissions management system is not only convenient for admissions
officers, but also for students to apply for graduate school entrance exams. The postgrad-
uate enrollment management system improves the efficiency of the school’s enrollment
work, reduces the manpower and material resources of the school’s enrollment, and
allows the school to promote postgraduate enrollment during the annual enrollment
period.
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Information System of Constructive English
Teaching Platform Based on RBF Algorithm
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Abstract. With the rapid development of information technology, network tech-
nology has become an indispensable part of human survival and progress. In
teaching, the use of computer-aided teaching system can well solve the problems
of large amount of information and limited knowledge for teachers and students
under the traditional education mode. The information construction of English
curriculum based on RBF algorithm is an important and innovative work. Firstly,
this paper first introduces the objectives of constructive English teaching and
the connotation of learning view of constructivism theory, then introduces the
characteristics of English teaching informatization, and designs and develops the
information system of constructive English teaching platform according to RBF
algorithm. Finally, the running performance of the system is tested. The test results
show that the maximum response time and minimum response time of the system
are about 1 ms. The maximum response time and minimum response time when
processing sessions are maintained at about 1–2 ms. From the overall point of
view of the system, this platform realizes the management of student informa-
tion, course courseware and teacher users, and can effectively interact data in the
network environment.

Keywords: RBF algorithm · Constructive English · Teaching platform ·
Information teaching

1 Introduction

With the deepening of China’s basic education reform, the teaching mode and content
of schools have changed greatly. In information construction, information technology
has become a new and scientific technology. It is one of the main tasks for students to
choose and acquire information resources as learning subjects. Therefore, it is of great
significance to construct an efficient classroom platform [1, 2].

Many scholars at home and abroad have conducted relevant research on the informa-
tization of constructive English teaching platform. In foreign countries, some coun-
tries have combined information technology with other disciplines for integrated devel-
opment and achieved some results. In China, the research on the informatization of
teaching platform mainly focuses on network technology and computer application.
Among them, network technology includesmultimedia, virtual reality and othermethods
[3, 4]. However, China makes an exploratory research on the construction of educational
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resources by learning from foreign advanced experience. In the information technology
and subject curriculum standards, some scholars believe that education reform should
be student-centered and teacher led [1, 5]. The domestic research on the informatization
construction of English teaching platformmainly focuses on the following aspects: first,
it puts forward some requirements for teachers, students and school managers, such
as building an information sharing center. The second is to build a distance education
environment based on the combination of multimedia network technology and computer
hardware resources. The third is to establish a set of system functional modules with
strong pertinence and high operability to meet the learning needs of different types of
college students. The fourth is the software program developed according to the infor-
mation design principle of English teaching platform, including data memory, database
management system and application service system [6, 7]. The above research has laid
the foundation for this paper.

Firstly, this paper analyzes and summarizes RBF, and then designs a logical structure
framework that meets the actual needs and operation requirements and meets the user
functions according to the specific situation to realize the systematic management of the
platform, build the operation environment and improve the maintenance work. Finally,
through the case study method, it verifies the feasibility of its application in English
teaching, And put forward some feasible schemes to improve its development prospects.

2 Discussion on the Informatization of Constructive English
Teaching Platform Based on RBF Algorithm

2.1 Constructive English Teaching

2.1.1 English Teaching Objectives

English learning is a complex process. Students have a certain cognitive foundation in
English knowledge and skills. In teaching, we should have clear and specific training
objectives. Themain goal of English learning is to improve students’ ability to use knowl-
edge, obtain information and solve practical problems in language learning, help them
establish a lifelong development consciousness, establish a correct and solid outlook on
life and develop good living habits [8, 9].

2.1.2 Connotation of Constructivist Theoretical Learning View

There are many schools of constructivism, and there are many different views, but the
basic views of cognition and learning are basically the same. In terms of learning,
constructivists have the following views:

Active constructiveness of learning: learning is not a process inwhich learners simply
mechanically and passively absorb external knowledge, but a process in which learners
actively understand and create learners’ internal and external experience. Learning is a
process in which learners actively acquire knowledge. In the high-level problem-solving
brainstorming activities, learners should constantly obtain the information related to the
ongoing problem-solving activities, and constantly activate the original knowledge and
experience to explain the current related phenomena. In such activities, we can give full
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play to the interaction between old and new knowledge and experience, and it is an ideal
medium for building knowledge.

Social interaction of learning: learning is a process in which learners internalize
relevant knowledge and skills and gradually master relevant tools in the process of
participating in a specific social culture. This process is usually completed in the collab-
orative interaction of the learning community. Constructivists believe that human innate
potential is the basic condition of language learning, and social and cultural interaction
is the key condition of human language learning.

Situational Learning: situations are always specific and changing. Learning the
abstract concepts and rules of “de contextualization” cannot make a fair judgment on
a specific and changing situation. Therefore, it is often difficult for learners to flexibly
and effectively use the knowledge learned in school to solve practical problems in real
life, and it is difficult for learners to effectively participate in life activities and social
activities. Classroom design should pay attention to the important role of direct experi-
ence in students’ learning process, and pay attention to improving students’ independent
exploration ability and self-monitoring ability.

2.2 Informatization of English Teaching

Information-based teachingmeans that teachers digitize teaching resources through com-
puter network to enable students to obtain more timely and accurate information. It can
not only improve classroom efficiency and quality, but also promote the learning and
comprehensive application of English professional knowledge. The process of English
learning is a series of dynamic changes from information processing, knowledge con-
struction to problem solving. It has the following characteristics: (1) real time. Teachers
and students can know the courses and teaching progress of the school anytime and
anywhere, while others can also obtain the latest online education resources or materials
through the Internet for their reference. At the same time, it can alsomonitor the teaching
process and feed back to students, teachers and parents in time, so as to make the rela-
tionship between teachers and students more harmonious and friendly. (2) Interactivity.
After class, using electronic information, teachers and students can discuss the learned
knowledge on the teaching platform at intervals [10, 11].

2.3 RBF Algorithm

Artificial neural network is an information processing system developed by simulating
the structure andmechanismof humanbrain.By imitating the structure and some reaction
mechanisms of human brain, artificial neural network shows some basic characteristics
of human brain as follows:

(1) Artificial neural network is connected by many simple processing units to form a
highly nonlinear system, which can deal with large-scale parallel problems. The
biggest feature of the system is high parallelism and the function of each processing
unit is very simple, but the connection of many simple processing units makes
the whole system have rich functional characteristics. The information storage of
artificial neural network is mainly distributed. The information does not exist in a
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unit of the whole system, but is distributed in the whole artificial neural network
system. Depending on the mechanism and human brain, the necrosis of some brain
cells does not affect the overall function of the brain. Because there are many
kinds of information in the artificial neural network system, and these information
are distributed in each unit of the whole system, that is, each unit of the system
intelligently stores some information, so that the whole system has the following
functions: the “association” when receiving external information. It can correctly
identify the incomplete information initially received through “Lenovo” by relying
on the information stored in the database, and correct the incomplete information
according to “experience”.

(2) Another important feature of artificial neural network is its strong self-learning
ability. If the external conditions change, the artificial neural network can give
people the desired results of the modified external stimulation - results through a
series of artificial retraining. RBF algorithm is a network-based, object-oriented and
ubiquitous processing model. It decomposes a complex problem into multiple sub-
categories and intelligently analyzes these subcategories. The biggest disadvantage
of the global approximation neural network model is that each adjustable param-
eter in the whole network model will affect the output results. One input and one
output in the network have a connection weight adaptation to them. Therefore, the
learning speed of the whole network model is very slow and easy to fall into local
minimization, which not only affects the accuracy, but also takes a long time. The
difference of RBF neural network model is that it is a local approximation neural
network model. It only generates connection weights for a local area of input data
and affects the output. In other words, it affects each input and output. RBF neural
network only needs to adjust several connection weights. Unlike BP, for each input
and output data, The connection weight of the whole neural network is adjusted.
This feature of RBF accelerates its learning speed and avoids the problem of local
minimization. Because of this characteristic, RBF neural network model has been
applied to many fields, such as image processing, fault diagnosis, function approx-
imation, prediction data and so on. At present, there are mainly two types of neural
networks with radial basis function, namely regularized RBF neural network and
generalized RBF neural network.

The operation idea of neural network model is from n-dimensional input space to
one-dimensional output space. The vectors of these two spaces are mapped, that is, the
input vectors in n-dimensional space are mapped to one-dimensional space and become
output vectors. We assume that there are n input vectors xn, n = 1,2,3,…, n in an n-
dimensional space. The corresponding values of these input vectors in one-dimensional
output space are YN, n= 1,2,3,…, n. In this case, such n inputs and outputs constitute the
basic training sample set of artificial neural network. The main purpose of the so-called
interpolation is to determine a mapping function f (x) to satisfy the condition of Eq. 1:

F
(
xn

) = yn, n = 1, 2, 3, ..., n (1)
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In the above formula, function f describes an interpolation surface. This interpolation
surfacemust pass all training samples. In the radial basis function, themethod to solve this
interpolation problem is to replace the interpolation surface in the above formula with n
basis functions. The data in all training samples will have a basis function corresponding
to it. The form of each basis function is shown in formula 2:

φ
(∥∥
∥X − XN

∥∥
∥
)
, n = 1, 2, 3, ..., n (2)

Where, the basis function ϕ is a nonlinear function, and the training data point x n
is ϕ. The independent variable of the basis function is the distance between the point X
in the input space and the center XN. Because the distance is radial, the function ϕ is
called radial basis function.

3 Experiment

3.1 Requirements for Constructive English Platform

In the traditional teaching mode, students accept knowledge passively, and the teacher’s
lecture is blackboard writing. Although this method can make it easier for teachers and
students to understand and communicate, there are also many problems. In the tradi-
tional teaching mode, teachers are completed by students independently, and it is impos-
sible to help them solve problems and solve problems like information technology. In
information-based teaching, both teachers and students need to share resources through
the network. As a language, learners should not only be the recipients of knowledge, but
also learn how to understand themselves with the information they have learned. There-
fore, the constructive education platform is to meet the high-level needs of learners for
knowledge.

3.2 Information System Structure of Constructive English Teaching Platform

The structure of English teaching system is shown in Fig. 1. It is mainly composed
of learners, teaching resource database and network support. For the construction of
learning environment, teachers establish various forms of classrooms on the platform
for students to practice independently, and adjust the relevant course contents according
to the actual situation. Set up some auxiliary areas in the class to help them complete the
after-school test task. Explain or display video materials for English knowledge points
on video resources. Through these platforms, teachers can prepare teaching resources,
network support, application software and other information for each class in advance.
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Fig. 1. System structure diagram

4 Discussion

4.1 Performance Test of English Teaching Platform

Table 1 is the platform operation performance test data.

Table 1. Test data

Number of tests Processing
connection
maximum
response time
(ms)

Processing the
connection
minimum
response time
(ms)

Processing session
maximum response
time (ms)

Processing session
minimum response
time (ms)

1 0.741 0.523 2.357 1.385

2 1.521 0.957 1.473 1.140

3 1.745 1.024 1.854 1.247

4 1.574 1.042 1.037 0.782

5 2.476 1.254 2.387 1.574
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Fig. 2. System performance test

Figure 2 is the system operation performance test data chart. As can be seen from
the above figure, the maximum response time and the minimum response time of the
system when processing connections are about 1 ms. The maximum response time and
minimum response timewhen processing sessions aremaintained at about 1–2ms. From
the overall point of view of the system, this platform realizes the management of student
information, course courseware and teacher users, and can effectively interact data in
the network environment. Through the test, students can browse, modify and delete the
platform information normally.

5 Conclusion

Themain function of this platform system is to realize the sharing of teaching information
resources through the communication between teachers and students, provide a good
environment for English learning and improve the interaction between teachers and
students. This paper mainly studies the learning platform information system based on
RBF, by constructing a student-centered, teacher-led, teacher-student joint participation
and interactive teaching mode.
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Abstract. With the development of economy and the improvement of people’s
living standards, leisure sports have developed rapidly inChina. As a sports project
with strong interest, high participation, high flexibility and certain ornamental
value, leisure sports have attracted more and more attention and gradually become
an important part of the national fitness plan. Therefore, it is of great significance
to study the dynamic grouping design of leisure sports based on computer intel-
ligent algorithm. This paper first introduces the background and significance of
leisure sports dynamic selection, and then expounds the requirements of dynamic
grouping design. According to the application of computer intelligent algorithm,
a dynamic grouping system based on computer intelligent algorithm is designed.
Finally, the model is tested to study the possible errors in the process of dynamic
grouping. The test results show that the random matching result error generated
by the system in dynamic grouping is very small, which shows that it can meet
the needs of users.

Keywords: Computer intelligent algorithm · Leisure sports · Dynamic
grouping · System design

1 Introduction

Compared with the developed countries in the world, there is still a certain gap in
the development level of China’s sports field, and there are still many problems in
competitive events. One outstanding performance is that athletes lack knowledge and
theory of leisure technology [1, 2]. Under the traditional teaching mode, students are
often unable to learn independently, and the intelligent and virtual networking system can
effectively help them master sports skills and realize information exchange and sharing
faster. By constructing a dynamic grouping model to improve the teaching efficiency of
physical education teachers, it provides new ideas and methods for the development of
China’s physical education field [3, 4].

Many scholars have done relevant research on computer intelligence algorithms. The
research and development of intelligent technology abroad has been quite mature and
gradually applied to various fields. Among them, the developed countries represented by
the United States and Germany have applied the sports virtual networking system earlier
[5, 6]. Some domestic scientific research institutions and universities have also carried
out in-depth research as an important topic. The relevant literature in China mainly
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focuses on intelligent grouping algorithm. For example, some scholars have proposed
a motion control strategy based on neural network technology. Other scholars analyzed
and discussed how to realize interactive cooperation between intelligent devices from
the perspective of dynamic and static [7, 8]. The above research has laid the foundation
for this paper.

Starting with the development status of leisure sports, this paper analyzes the devel-
opment and existing problems of leisure sports in China, and puts forward intelligent and
personalized design.Mainly through the research of intelligent algorithm, combinedwith
the relevant theoretical knowledge of computer technology, network communication and
artificial intelligence, the system is designed.

2 Discussion on Dynamic Grouping Design of Leisure Sports Based
on Computer Intelligent Algorithm

2.1 Leisure Sports

The term “leisure sports” derives from “leisure”. The word “leisure” appeared earlier.
Although people’s understanding of leisure has a long history, so far, it has not formed an
accurate and unified definition. Under the influence of different times and cultures, the
understanding of this concept is also different. The word leisure in English is expressed
as leisure, which comes from “licere” in Latin and the French noun “loisir” evolved
from it [9, 10]. It is not difficult for us to see that the original meaning of leisure
contains the meaning of freedom and no coercion. In Chinese, “Xiu” means “Jiqing” in
Kangxi dictionary, andmodern Chinese dictionary also has a similar meaning. “Leisure”
generally refers to the scope. More often, it refers to the fields of morality and law.
Therefore, from thewordmeaning, leisure expresses the dialectical relationship between
work and rest, and is a spiritual activity. Leisure sports is a kind of physical activity,
which can improve people’s form and reduce unnecessary pressure. Leisure sports refers
to people-oriented activities that provide entertainment and services for the development
of individual physical and mental health. It has two remarkable characteristics: one is to
emphasize participation. Second, pay attention to personalization. It is not only a way
of fitness and exercise, but more importantly, it can meet people’s physical and mental
needs.

2.2 Dynamic Grouping Design

In the process of dynamic grouping, because users have high time requirements, there
must be a real-time control mechanism to ensure that the data can be analyzed and
processed accurately and timely when the system is running. The principle of dynamic
grouping is to use computer technology to transmit random signals to intelligent nodes
through the network, and then process and analyze the data. The basic idea is to divide
randomness and aperiodicity into several different groups, adjust them according to their
actual situation, analyze the problems or deficiencies in each group and give correspond-
ing measures. In the process of dynamic grouping, we must consider the problems of
randomness, unpredictability and complexity. In this process, a certain number and time
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interval need to be set to ensure the accurate operation of the system. The classification
needs to be divided according to the leisure sports time period used by different users.
At the same time, combined with the improvement and perfection of the sports informa-
tion collection method on the current smartphone software development platform, it is
divided into dynamic grouping, that is, random grouping within a time period [11, 12].

In the traditional grouping control, a fixed time interval is usually used to judge and
determine the randomness. But this method has some defects: first, when random fac-
tors change, it is easy to produce confusion. Second, because people are social animals,
the interference can not be predicted. Third, non-standard actors compete and influence
each other, resulting in unpredictable situations. Fourth, it is impossible to ensure the
stable operation of the system, so the dynamic grouping must be controlled by means
of non synchronization and high controllability. First of all, it is necessary to determine
the mutual restriction relationship between various factors in the system according to
the actual situation. Then the optimal scheme is obtained by analyzing each constraint
condition. For two combinations of different constraint values, if an optimization func-
tion is 1, the optimal solution can be obtained, otherwise, the optimal result can not be
obtained, and a new feasible function needs to be redesigned to meet the requirements
of the algorithm and achieve the final goal.

2.3 Computer Intelligent Algorithm

2.3.1 Concept

Computer intelligent algorithm is a new technology based on traditional grouping tech-
nology and virtual networking. It takes computational reasoning as the core, and uses
knowledge representation layer, rule analysis layer and hybrid discrete random process
to build a dynamic grouping system. It has high predictability, real-time performance
and robustness. It can simulate the random behavior generated when there are certain
rules and uncertain factors in the thinking process of human brain to process complex
system information. It can be applied to the field of sports. The intelligent algorithm
realizes the optimal control by comparing and analyzing the user input information and
output results. When there is a large difference in data or there is a certain deviation in
the output signal, it will automatically judge whether the person is in the best state. If
there is no error within the set time, the working mode of the system will be adjusted
according to the current actual situation to promote the optimization of the whole motion
process.

2.3.2 Algorithm Introduction

The process of particle swarm optimization algorithm is as follows: firstly, multi particle
swarm optimization is carried out, and then the optimal solution is obtained iteratively. In
the iterative process, follow two extreme values, the global extreme value gbest and the
individual extreme value pbest, and finally find the optimal solution. The speed update
formula and position update formula 1 and 2 are shown.

VK+1 = vk + c1r1(pbestk − xk)+ c2r2(gbestk − xk) (1)
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xk+1 = xk + vk+1 (2)

In the formula, XK is the position of the current particle; VK is the velocity vector of
the particle; Gbestk is the location of the optimal solution currently found by the whole
population.

3 Experiment

3.1 System Objectives

The system applies the virtual sports dynamic grouping technology to the process of
leisure sports, and realizes the analysis, prediction and judgment of random number
sequence through intelligent algorithm. The research goal is leisure sports dynamic
grouping technology. Using computer network can quickly, efficiently and accurately
process data, improve work efficiency and prediction ability, and improve the problems
of many complex redundant nodes, large path dependence, lack of self-organization
ability and self-management in the previous manual division methods. At the same
time, the application of the system can provide users with rich and diverse information
acquisition platforms and good visibility operation. Through real-time monitoring of
users and comparing the feedback informationwith the actualmotion state, it can provide
effective, accurate and timely data support for decision makers.

3.2 System Framework

Intelligent
configuration

module

Navigation function 
module

Login registration 
module

Leisure
sports

dynamic
grouping
system

Fig. 1. System module composition

In this system, the main design idea is to group based on computer intelligent algo-
rithm, and achieve the prediction goal through the data interaction between users and the
information exchange between different types of user groups. From Fig. 1, the system
is mainly composed of three modules: intelligent configuration, navigation function and
login registration module. (1) The core of intelligent dispatching management includes
user information collection and processing unit, data analysis and mining, etc. (2) Navi-
gation, positioning and display interface: dynamic grouping settings are made according
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to different sports types, which are set to query sports information and select positions
in multiple channels. At the same time, the nearest and relatively close crowd in the
corresponding area after reaching the designated place within the required time period
is taken as the target object through the mobile terminal. (3) Login registration mod-
ule: in this paper, we need to enter the account password information to enter the login
page. When you click the “confirm” button, the system will automatically jump to the
corresponding prompt state, and give specific answer options and corresponding time
reminder values.

3.3 System Experiment Parameter Setting

Before the experiment, we first simulate the selected leisure sports dynamic grouping,
first set the relationship between the parameter value and the location of the test point,
and then start the next step. The randomly generated data is imported into the running
environment through the database and state space analysis module in the system, and
the degree of cooperation between the intelligent algorithm nodes in the corresponding
time period between the corresponding data is calculated. Then, according to different
strategies given by the system, the performance advantages and disadvantages of the
experimental scheme are compared. In the process of setting experimental parameters,
the random error and the influence of various factors on the results are mainly consid-
ered. In order to better realize the simulation effect and accuracy, the corresponding
relationship table is established to represent the correlation between the two random
variables. Finally, all possible problems in the functional module of the experimental
system are programmed with MATLAB and set to the minimum error. On this basis,
the instability of the maximum initial value of the algorithm is solved by designing a
function A series of problems such as unreasonable peak flow distribution.

4 Discussion

4.1 System Performance Test and Analysis

Table 1 is the performance test data of leisure sports dynamic grouping design system
based on computer intelligent algorithm.

Table 1. System performance test data

Number of tests Test the estimated value Actual test value Error value Error rate

1 253 258 5 0.019

2 236 234 2 0.008

3 257 254 3 0.011

4 241 240 1 0.004

5 296 287 9 0.030
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Fig. 2. System test error values for comparison

In the test process, the system error mainly comes from two aspects. One is the
error caused by hardware factors. The second is the systematic error caused by improper
human operation or other reasons. Software factors refer to the defects and deficiencies
caused by failing to consider various problems in design and development, as well as
the incompleteness caused by debugging and modification of the program, or the high
degree of impact on the damaging results. As can be seen from Fig. 2, the result error
of random matching generated by the system during dynamic grouping is very small,
which shows that it can meet the needs of users.

5 Conclusion

The design of this system is mainly to dynamically group leisure sports. In the traditional
random process, there are large errors due to everyone’s time, place and other factors.
This paper puts forward a dynamic scheduling strategy to solve this problem. Based on
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computer intelligent algorithm, this paper develops the mutual switching between real-
time and non artificial types. Secondly, it realizes intelligent control by constructing
network model. Finally, it establishes a complete system structure diagram by using
virtual reality technology, so as to provide a certain degree of guidance for leisure sports
in operation.
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The Frame Display of the Digital Clothing
Display Design System Based on Intelligent

Man-Machine Cooperation
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Abstract. In recent years, as people’s requirements for economy and culture
have become higher and higher, the demand for digital store displays has become
increasingly urgent, and the research on clothing display design systems has also
entered an unprecedented high period. The purpose of this article is to study
the architecture display of the digital clothing display design system based on
intelligent human-computer collaboration. The research status of clothing termi-
nal display under clothing display and intelligent man-machine collaboration is
described, and the functional requirements for the digital clothing display design
system software are put forward. Taking the principle of system theory as another
theoretical basis, the concept of clothing store system is proposed. Closely com-
bining with the reality of clothing marketing, try to propose a quality evaluation
system for clothing stores. An overall evaluation of the display of the clothing
store system is made. The experimental results show that when the total score
F< 60, the clothing store is a substandard structure display. In order to study and
solve the complex display quality of the structure of the clothing display design
system the problem provides an effective method.

Keywords: Human-computer collaboration · Digital design · Clothing display ·
Architectural display

1 Introduction

With the acceleration of my country’s modernization and internationalization, people’s
requirements for high-tech information transmission technology, high-efficiency trans-
mission methods, and high-quality transmission methods are becoming more and more
urgent [1, 2]. Demonstration, as a behavior, is the expression of the original ecologi-
cal beauty of biological vitality [3]. The display design is the sublimation and brilliant
development of human conscious thought and behavior. After more than ten years of
development, design works based on digital platform creation and dissemination have
gradually formed their unique manifestations, internal characteristics and dissemination
acceptance modes, and the expression methods of digital media design have developed
towards multi-media integration and multi-dimensional development [4]. The mixing
and superposition of image, text, video and sound will produce audiovisual effects dif-
ferent from graphic design, especially digital images, image processing technology and
3D animation technology provide more dynamic expression methods [5].
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After hundreds of years of development, the ingenious design and unique charm
of Nantong yarn-dyed earthen cloth in structure and pattern have been formed [6].
Roh J proposed a full-color complex holographic display system design, consisting of
three R/G/B amplitude-only spatial light modulators and an achromatic Fourier filter.
It is used for robust axial R/G/B color matching, so that the R/G/B holographic image
light field can be three-dimensionally aligned. The synthesis algorithm for generating
a full-color computer-generated hologram for the system is described, and the full-
color optical reconstruction of the designed holographic three-dimensional image is
proved through experiments [7]. Zhu X J proposed an interactive clothing design and
a personalized virtual display with the user’s own face. Taking suits as an example,
this paper analyzes a customer interactive clothing design method based on genetic
engineering ideas. Therefore, customers can rearrange clothing style elements, choose
available colors and fabrics, and propose their own personalized suit styles. Based on
Unity3D and VR technology, a Web 3D customized prototype system for personalized
clothing has been developed. Combining the process of the system, the layout of structure
and function is given. It also solves practical problems such as 3D face scanning, suit
style design, fabric selection and accessories selection. Tests on the prototype system
show that it can display realistic clothing and fabric effects, and provide users with an
effective visual and customized experience [8].

This article has the following innovations: Combining the professional technology
of clothing store design with computer intelligence technology, it is the first time that the
intelligent design of clothing store based on knowledge engineering is proposed. Com-
bining clothing display and display, store design knowledge with computer application
technology, the software function is designed, and the information consulting function
allows the system to flexibly and effectively read the information necessary for store
design, making the system more targeted and intelligent In the process of selecting the
value of knowledge, not only the frequency of the use of the knowledge conclusion
value, but also the number of continuous use are considered, so that the system can
dynamically update the knowledge base according to the user’s intention.

2 Research on the Frame Display of the Digital Clothing Display
Design System Based on Intelligent Man-Machine Cooperation

2.1 Clothing Display

Display is to use some visual expressions and lighting techniques, including some sup-
ports and materials, to present information that will appear in public places, and have
a greater impact on the audience’s thoughts and behavior [9]. In order to achieve this
goal, creative work was carried out. For example: overall design, layout design, display
stand, color scheme, logo design, etc. In the design of clothing stores, display design is
an important part of visual identity and a direct manifestation of clothing image. More
and more brands are beginning to establish their brand image through terminal sales
in various gate stores. Easy to publish and promote, it is not only widely accepted by
operators, but also loved by customers [10, 11].
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2.2 Apparel Terminal Display Under Smart Man-Machine Collaboration

In actual display design, the combination of several technologies is very important to
improve the display effect and display landscape [12]. Effective control of multi-track,
lighting, video playback time and method, and power changes are the key factors to
create the best display effect. Among various control technologies, computer control is
the most effective method, which can save a lot of manpower and time. On the basis
of the computer control system, according to the requirements of the model, the intel-
ligent computer system starts the corresponding music, lighting and video playback on
time, and controls the intensity of the music and lighting according to the transmitted
data. Through smart elements. Weaknesses, etc. save a lot of energy and protect the
signal. In fact, these control technologies are not very cutting-edge technologies, but
under the control of a computer system, the effects of multiple devices, such as fire
and smoke, are combined to achieve event effects. Only by creatively applying these
advanced technologies to clothing design can magical effects be achieved.

Now designers have begun to use scientific methods to analyze and determine the
advantages and disadvantages of the physical and scientific environment of the exhibition
space, and use computer technology to assist in design and drawing. The computer can
accurately draw right angles and positional correlations, and present the visual images
of the display space in a very detailed and realistic way. In many ways, the application
of new technologies has greatly promoted the development of clothing store display
design.

2.3 Software Function Requirements

2.3.1 Information Consultation

The system has a large-capacity, high-quality three-dimensional model database, which
is updated regularly. Important information (mainly three-dimensional models) pur-
chased from various relevant websites or institutions at home and abroad is stored in
the corresponding database. Perform maintenance processing. Users can get the latest
popular information at any time and download new shelves. At the same time, agents and
retail management personnel in various places can inquire about the display specifica-
tions formulated by the company, the selling point information of the goods, the concept
description of the store design and other information in the information database, which
is convenient for display management and shopping guide training.

2.3.2 Space Design

Users can quickly design the store under the guidance of the store design wizard, or
enter the store design module to design the store guide by themselves. According to the
designer’s positioningof the store, the systemprovidesmultiple series of reference stores,
which users can choose to use according to their needs. Provide convenient tools to help
users draw the basic space of the store, and plan the layout of the store (determine the
flow direction of the store owner, the yin and sun faces, the clerk space, the goods space,
and the configuration of the customer space). Users can choose from a large number of
models stored in the database, drag and drop them in the custom store space, and carry
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out display design. For the selected model, the user can change the size, material, add
parts, recombination, etc.

2.3.3 Prop Design

The system provides lofting algorithm modeling function, users can make simple three-
dimensional models such as shelves. At the same time, users can also modify and assem-
ble existing shelves, including shelf design modification and editing, and individual
modifications to parts.

2.3.4 Clothing Data Input and Goods Management

The software can call users’ self-photographed clothing pictures and provide special
module processing for display in stores. The user can input clothing information in the
software and enter it into the database to facilitate the query and management of this
batch of goods and the configuration of single-store goods.

2.3.5 Display

In the designed store, select clothing from the database for matching and display. In
the design of display, the display design is often carried out from the perspective of
only oneself, while ignoring the customer’s feelings. This system provides a real-world
roaming preview function to set up a walking route in the plan. After confirming, it will
simulate the line of sight whenwalking along this route, walk in three-dimensional space
freely and control the angle of view freely.

3 Research and Investigation on the Frame Display of the Digital
Clothing Display Design System Based on Intelligent
Man-Machine Cooperation

3.1 System Development Environment

Visual Basic was developed by Microsoft Corporation. Contains an event-based pro-
gramming language that helps the development environment. It is widely used, easy to
learn and use. The visual features of VB allow users to easily write a large amount of
code to describe the interface, and simply drag and drop prefabricated objects into the
interface to easily design the system interface. A database is a knowledge base for storing
data. The data in the database is organized, described, and stored according to a specific
data model, which has high data independence and scalability. This article chooses ADO
data access as the way for VB to access database. ADO is a major development direction
of Microsoft database technology. It has the advantages of simplicity and ease of use,
no hierarchical structure, fast speed, low memory consumption, less disk space, and less
code required.
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3.2 Evaluation Index System

This article divides the rationality of clothing sales into 5 levels, and each level is
assigned a score. The judges score item by item according to the degree to which the
desired comment or requirement is met. The scores of individual indicators are shown
in Formula 1:

Fi−k = a∗
j Wi−k (1)

Among them, aj is the grade score and Wi-k is the weight coefficient.
The total score is shown in Formula 2:

F =
∑

Fj (2)

Among them, Fj is the score of the first-level indicator.

4 Research and Analysis of the Architecture Display of the Digital
Clothing Display Design System Based on Intelligent
Man-Machine Cooperation

4.1 Clothing Display Frame Display Design Module

Terminal display includes display products, colors, accessories, etc. The display of prod-
ucts adopts the design of general store space, cleverly combining unique design, inge-
nuity, beauty and charm. This series of products is completely unique in design and
product design, and requires rich experience. This is the key for exhibition experts to
solve complex and complex problems efficiently and with high quality.

If the system is to well present design ideas and practice expert thinking processes
and techniques, the knowledge base must adopt and describe knowledge, rules, and
experience in a balanced manner, as well as the experience of local problem-solving
experts. The basic steps of shop display are: (1) Sub-region, product classification.
(2) Perform display and display matching in accordance with display standards. (3)
The appearance of the booth (pay attention to the theme, relevance and richness of the
category. (4) Models wear themes to ensure that the styles of the models in the same
group are consistent. (5) Adjust the focus accordingly, clarify the total area of the store
and attract the attention of customers The top products are shown in Fig. 1:
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Fig. 1. Flow chart of display design

4.2 Evaluation of Digital Clothing Display Design System

Absolute evaluation, also called objective evaluation, is based on the purpose of evalu-
ation, using a certain clothing store system as the basis for evaluation, that is, judging
whether a ≥ A is established (where A is the expected goal). This evaluation is based
on the quality of the evaluation object (the clothing store system).

Assuming the expected goal in advance, a score of 60 or less is considered a failure,
a score of 60 to 80 is considered to be passing, and a score of 80 or more is considered
to be excellent. Absolute evaluation: when the total score F > 80, the clothing store is
an excellent structure display; when the total score 60 < F < 80, the store is a qualified
structure display; when the total score F< 60 pairs, the store is an unqualified structure
display. A simulation evaluation of a certain store, as shown in Fig. 1. With a total score
of 68.7, it is considered that the store is a qualified structure display as shown in Table
1 (Fig. 2).

For a specific clothing store, it is necessary to judge whether it is effective according
to its store goal. If the goal of a clothing store is tomake a profit, then as long as the output
of the store (the sales profit of the store) is greater than the investment in development
and maintenance, it is a profitable store. If the goal of a clothing store is an advertising
image, then as long as it can help display products, promote brand and corporate image,
it is an advertising store.
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Table 1. General table of the quality evaluation index system of the clothing store system

Evaluation index Single index First level indicator

Window display 3.5 10.4

Shelf display 5.4 15.7

Booth display 3.4 7.5

People stand display 3.2 6.7

Cargo space configuration 4.3 8.6
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Fig. 2. System quality evaluation index of clothing store

5 Conclusions

With the improvement of the economic level, the people’s consumption consciousness
is increasing, people are shopping more and more times, and people’s shopping envi-
ronment has also undergone tremendous changes. And now shopping is not only about
buying goods, butmore about appreciating The form of beauty, the lifestyle of experienc-
ing beauty, and the culture of experiencing beauty are a pleasant spiritual cultural journey.
This paper uses the functional requirements of clothing terminal display software under
intelligent human-machine cooperation to study clothing display from the actual point
of view, which makes up for the lack of theoretical research on structural display. At
the same time, this article summarizes the basic components of structural display by
integrating literature and Created a digital clothing display design system evaluation, in
order to provide the display personnel with the theoretical basis and practical application
guidance of the clothing structure display.
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Abstract. With the rapid spread and development of the Internet, Internet text
has also become the main source of information and receiving source in human
daily life, and how to obtain more valuable information and knowledge from this
information has also become an urgent problem to be solved. This article has
carried out research on the classification and recognition of Internet literature text
based on data mining technology. It understands the relevant theories of Internet
literature text classification and recognition on the basis of literature data, and then
designs the classification and recognition of Internet literature text based on data
mining technology. In order to increase the accuracy of the analysis, the weighting
method in classification and recognition was improved, and then tested to prove
it. The result showed that the improved weighting method is more accurate in
the same dimension than before the improvement, and it is in the four types of
weighting. Among the methods, the accuracy is the largest and the classification
effectiveness is better.

Keywords: Data mining · Network literature · Text classification ·Weighting
method

1 Introduction

As more and more users participate, the Internet has become like a giant spider’s nest
surrounding the world. Human communication is no longer limited by time and space.
Traditional text and communication data storagemethods are alsomigrating on the Inter-
net [1, 2]. In this way, the text data on the Internet has become the largest data resource,
and the text data on the Internet is growing in the form of geometric progression, which
makes the Internet a treasure house of knowledge, containing huge useful information [3,
4]. On the one hand, more and more Internet users communicate and share through the
Internet, creating more and more text data. These data come from all aspects of society
and are closely related to human life and production. On the other hand, the growth rate
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of these data far exceeds the capabilities of humans and computers [5, 6]. Text mining
on the Internet is based on text mining, and text data on the Internet is used as the mining
object, making it an important research application in the field of text mining [7].

According to the research results of document classification, some researchers have
provided a semantic text graph model that combines vocabulary context and semantic
information. This model uses actual words in the article as nodes in the graph, uses the
positioning of words in sentences as directed edges, and uses word frequency signals
such as nodes. Some researchers have also proposed methods for distributed expression
of words. This type of word expression can effectively overcome the shortcomings and
make similar or related words more similar to each other through word frequency cal-
culation. Some researchers have proposed to use keywords as an important element of
functional text to achieve text sorting tasks. The above-mentioned various methods are
divided by traditional machine learning algorithms, and the performance of the sort-
ing result depends to a large extent on the automatically generated text function, and
the quality of the function directly determines the performance of the classification. In
addition, it is not simple to adjust the modeling parameters, resulting in the entire pro-
cess being time-consuming and laborious. Moreover, the way of artificially establishing
features is based on a large amount of engineering domain knowledge, so the formed
features are not fixed [8].

This paper studies the classification and recognition of network literature texts based
on data mining technology. It analyzes the necessity of classification and recognition of
network literature texts and the difficulties of network literature text classification and
recognition on the basis of literature data, and then analyzes the network literature texts
based on data mining technology. The classification recognition is designed, and the
weighting method is improved in the design to improve the classification accuracy rate,
and experiments are used to verify whether the improved method is effective [9, 10].

2 Research on Classification and Recognition of Online Literature
Text

2.1 The Necessity of Text Classification and Recognition of Online Literature

The expression of user needs in the network environment is usually presented through
the text network, which has many influences on the expression of user needs, such as the
user’s educational background, the user’s knowledge level, the user’s expressive ability,
and expression needs. There are many factors. Text data mining technology is a good
way to analyze user needs in the network environment, because there are many factors
that affect the expression of user needs in the network environment, and it is impossible
to manually identify these factors.

Text data mining technology is mainly to extract valuable information from complex
text information. As an important field of semi-structured and unstructured data mining,
text mining technology is compared with the existing popular user demand analysis
technology. The application in the field of user demand analysis mainly includes four
aspects of real-world reliable analysis results: fast acquisition of dynamic user demand,
continuous acquisition of low-cost, real-time user demand information, and some unique
advantages in collection.
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(1) The analysis result is true and reliable. Mainly because of reliable source of user
demand and reliable text data mining technology. It is embodied in the equality
and transparency of the Internet, so everyone is free to believe in real ideas. On the
other hand, technological progress can eliminate useless information and unearth
the most valuable and real user needs.

(2) Quickly obtain the dynamic needs of users. With the rapid development of text
data mining technology, not only can the web page receive the latest user demand
information in real time, but it can also be processed and analyzed quickly to
understand the dynamic needs of users.

(3) Low-cost continuous acquisition. One is that the source of user needs is low in cost,
and Internet information resources are shared, making it easy to collect user needs
information for free. Second, the cost of technical analysis is low, and the existing
technology is relatively mature.

(4) Collect user demand information in real time. The dynamic nature of the Inter-
net allows users to update their needs in real time. Companies can also use text-
related technologies such as web crawlers to detect Internet-related information in
real time and track user needs in a timely and accurate manner.

2.2 Difficulties in the Classification and Recognition of Online Literature Texts

(1) High-dimensional text objects

Even after pre-editing, the text set still contains thousands or hundreds of thousands
of feature words, and the feature word dimension directly corresponds to the text table
dimension. In view of the high dimensionality of text tables, common data mining
methods are computationally expensive or costly, or some mining algorithms work well
for low-dimensional data in terms of performance and output. Therefore, the existing
methods for adapting to the word processing problem of high computational load and
high resource consumption need to be improved, and new text representation methods
or effective dimensional methods can be studied at the same time.

(2) The authenticity of the text object

When using the vector space model to represent text, each text is described by an
attribute word contained in the entire text set. Since a text set usually contains many
topics, each topic is represented by a different subset of feature words. Therefore, in
this case, the non-zero elements of the text vector are usually very few, and the text
representation is significantly diluted, because the attribute words contained in the text
are only a small part of the attribute words in the entire text, so the difference between
the text objects. The similarity is very low, close to 0, and the similarity tends to be the
same. These have a significant negative impact on similarity-based clustering algorithms
and have a direct impact on classification accuracy.
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(3) Semantic issues

Chinese texts also have their ownnatural languagephenomena, such as synonyms and
synonyms. The phenomenon of synonyms and synonyms means that the same subject or
content can be described in differentways. Their existence significantly reduces the accu-
racy and efficiency of text grouping. By using the latent semantic index method to edit
text objects, the purpose of reducing the dimension of feature words and strengthening
semantic relevance can be achieved.

(4) Complicated description problem

The cluster description aims to explain the results of the grouping, making it easier
for users to understand the results of the clustering, and allowing them to quickly see
whether the document categories they created are relevant.

2.3 Classification Algorithm Improvement

The TF-IDF weight combines the absolute word frequency method and the inverse
document frequency method to correct the incorrect distribution between the category
of the ignored word frequency method attribute and the frequency of the IDF ignored
attribute in the text. In fact, it is simple and easy to understand. It can be seen from
formula (1) that the value of TF-IDF is directly proportional to the number of times the
attribute element appears in the document, and inversely proportional to the number of
times the attribute element appears in the document set. However, its disadvantage is
that it ignores the distribution of data and the position of attribute elements in the class
document.

wij = tfij × log(
N

ni
) (1)

Variable description: N is the total number of texts, 1 is the weight of the feature item
t appearing in document d, 2 is the word frequency, and 3 is the number of documents
in the training set that contain t.

Due to the shortcomings of TF-IDF, the document frequency needs to be added to
the TF-IDF Eq. (1) to change the weighting method of the original TF-IDF. It creates a
frequency factor for the document. The formula for the reflection coefficient α and the
formula for the end class coefficient b are as follows.

α(tj|Ci ) = fij
fi

(2)

β(tj|Ci ) = fu
ni

(3)

Where 1 is the number of documents with feature t in category 2, and 3 is the number
of texts with t in the training set.
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3 Network Literature Text Classification and Recognition Based
on Data Mining Technology

3.1 Schematic Diagram of Text Classification Process

The text classification in this article has twomain stages. One is the training process, and
the other is the testing process (the process of classifying unknown text). The training
stage is the process of learning classifiers, and the formed classifiers are used to test
unknown categories of text in the next stage, and then the classification results are ana-
lyzed through the evaluationmodel. The preprocessing steps includeword segmentation,
end word deletion, attribute weighting, attribute selection and vector representation. The
overall text sorting box is shown in Fig. 1.

Training
documentation set Pretreatment Vectorized

representation
Learning and 

training Classifier Classification
result

Evaluation model

Training
documentation set Pretreatment Vectorized

representation

Fig. 1. Schematic diagram of the overall process of text classification

3.2 Classification Model

Random forest is an ensemble model that uses a general classification tree (decision
tree) as the basic classifier. In this classification method, the data sample is randomly
modified many times, and some variables are randomly selected from the sample data.
Since the sorting tree is created for each node of the sorting tree, the samples are randomly
generated, and the node variables are also randomly generated, so the class tree of each
category can growwithout pruning. Finally, vote for each data point through these sorting
trees. Random forest is an ensemble model based on classified data. The advantage
of the ensemble model is that it can effectively solve the problem of unbalanced data
classification. Therefore, the classification model of this article chooses a random forest.

3.3 Data Dimensionality Reduction

There are many ways to reduce dimensionality, but the most common one is feature
extraction. Feature extraction is actually to map and transform the original data set, and
map the original data in the high-dimensional space to the low-dimensional space to
reduce the loss of information after the transformation. This document uses the singular
value decomposition (SVD) method to reduce the size of the original data.
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4 Detection of Classification Algorithms

4.1 Data Selection

The data selected in this article was developed by the natural language processing team
of Fudan University, which is widely used in Chinese text classification research. In
this work, 15 categories of news data sets with few documents will be deleted, and 8
categories will be selected for investigation. That is, art, space, computer, environment,
agriculture, economy, politics, sports, a total of 9090 texts.

4.2 Experimental Design

Validation experiments are performed on the same classifier KNN to verify the effec-
tiveness of the improved feature weighting method TF-IDF-C based on between-class
and intra-class factors in this chapter. Table 1 shows the experimental data of using the
KNN classifier to use four weighting methods (Boolean, TF, TF-IDF and TF-IDF-C) on
various feature dimensions.

Table 1. KNN classifier uses four weighting methods (Boolean, TF, TF-IDF and TF-IDF-C) on
various feature dimensions of classification experiment results

300 800 1300 1800 2300 2800

Boolean 0.74 0.69 0.67 0.62 0.57 0.55

TF 0.81 0.82 0.82 0.82 0.81 0.79

TF-IDF 0.82 0.81 0.79 0.78 0.79 0.78

TF-IDF-C 0.85 0.88 0.89 0.89 0.88 0.88

0.74 0.81 0.82 0.85 
0.69 0.82 0.81 0.88 
0.67 0.82 0.79 0.89 0.62 

0.82 0.78 0.89 0.57 
0.81 0.79 0.88 0.55 
0.79 0.78 

0.88 
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Fig. 2. KNN classifier uses four weighting methods (Boolean, TF, TF-IDF and TF-IDF-C) on
various feature dimensions of classification experiment results
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It can be seen from Fig. 2 that for the Boolean weighting method, the larger the
feature size, the lower the accuracy, and the larger the feature size, the accuracy of other
weighting methods is slightly higher, but due to the accuracy of TF, TF-IDF, and TF-
IDF-CThere is no significant improvement since 1300 dimensions, so it is recommended
to choose a dimension around 1500. This preliminarily confirms the superiority of the
improved TF-IDF-C weighting method, which is superior to the accuracy level before
the improvement, is the most accurate of the four weighting methods, and has excellent
classification results.

The following three indicators are used to compare the four weighting methods
in Table 1 to obtain Table 2. It is further found that the improved weighting method
TF-IDF-C has a good classification effect in most of the eight categories.

Table 2. Evaluation index value of each category of four weighting methods

Weighting method Index 1 2 3 4 5 6 7 8

Boolean P 0.76 0.41 0.91 0.87 0.84 0.91 0.51 0.85

R 0.30 0.95 0.62 0.62 0.50 0.61 0.52 0.72

Fl 0.44 0.54 0.72 0.73 0.63 0.73 0.60 0.66

TF-IDF P 0.76 0.62 0.92 0.86 0.82 0.92 0.81 0.92

R 0.57 0.93 0.83 0.76 0.81 0.81 0.73 0.80

Fl 0.64 0.76 0.90 0.81 0.81 0.86 0.77 0.86

TF-IDF-C P 0.94 0.79 0.98 0.88 0.97 0.88 0.98 0.97

R 0.30 0.97 0.98 0.91 0.85 0.97 0.94 0.93

Fl 0.45 0.88 0.98 0.89 0.87 0.91 0.94 0.95

TF P 0.85 0.43 0.93 0.91 0.80 0.94 0.92 0.95

R 0.43 1.00 0.90 0.64 0.74 0.76 0.74 0.72

Fl 0.58 0.61 0.91 0.76 0.82 0.83 0.81 0.81

It canbe seen fromFig. 3 that among the fourweightingmethods, theBooleanweight-
ing method is the lowest in the second and seventh categories, and the TF weighting
method is better than the Boolean weighting method. Compared with TF-IDF, TF-IDF-
C has improved accuracy in most categories. The first and second categories have the
largest increase of about 18%, followed by the fifth category, with an increase of about
10%. In the sixth category, it has dropped by about 10%. In general, the correct rate is
higher than before the improvement.
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Fig. 3. Evaluation index value of each category of four weighting methods

5 Conclusions

This paper studies the classification and recognition of Internet literature texts based on
data mining technology. After analyzing related theories, design the classification and
recognition of Internet literature texts based on data mining technology, and improve the
weighting method in the classification to improve. The performance of the text genre
is then verified through experiments to improve the effectiveness of the method. The
experimental results show that the accuracy of text classification is improved after the
weighting method is improved in this paper.
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Abstract. With the rapid development and popularization of modern informa-
tion technology, many colleges and universities have used their own linguistic
MOOC system, which has achieved remarkable results in management teaching,
which has facilitated the learning of students. However, at that time, most systems
were limited by the performance of software and hardware at the development
and technical level, and did not consider how to develop and use the functions
of the set-up system so that each student can learn easily. This article introduces
the relevant theories of feature extraction algorithms, combined with the practical
application of the university selection system, and applies the feature extraction
algorithms to the MOOC system of applied linguistics. Analyze students’ histor-
ical academic performance on various topics, help students choose courses with
the most potential, avoid students blindly choosing courses, so that all students
can have their own satisfactory learning resources. Experimental research shows
that this paper chooses 0.6 as the early probability of feature extraction algorithm,
which is conducive to the realization of this process from global search to local
search.

Keywords: Feature extraction algorithm · Applied linguistics ·MOOC system ·
New teaching mode

1 Introduction

Comparedwith the traditional teachingmode, theMOOCsystembased on feature extrac-
tion algorithmhas its unique advantages. The first is the refinement of teaching resources:
MOOC videos are generally meticulously arranged and repeatedly scrutinized, and can
only be launched after multiple audits. The method and order of knowledge teaching
are all selected to the best state, making users’ learning efficiency the most [1, 2]. The
second is the differentiation of the teaching process: In traditional classrooms, teachers
can only use a single teaching method to deal with many different individual students,
which will inevitably cause differences in teaching effects. In the learning process of
MOOC, students can Pause and retreat at any time, think over and re-think unfamiliar
knowledge points, and strengthen memory.
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In the research on the design of applied linguistics MOOC system based on fea-
ture extraction algorithm, many scholars have studied it and achieved good results. For
example, Shen Y proposed a course scheduling process based on Lagrangian algorithm,
using The branch and bound method is used for solving and so on [3]. Aarti explored the
issue of the scheduling of graduate students’ timetables, and proposed that the schedul-
ing of timetables should be arranged as a unit of human-level curriculum, and the way
of resolving conflicts is consistent with the SAPHIR system [4]. It can be seen that the
advantage of applying algorithms to teaching system education compared to traditional
online education lies in the refinement of the content of the course, taking knowledge
points as the teaching object, and adding the interaction and testing links between teach-
ing and learning during the learning process. This is an ordinary online What education
does not have, thus expanding the teaching methods, improving the quality of teaching,
promoting students’ learning attitude, and enhancing students’ learning enthusiasm.

By comparing and researching the feature extraction algorithmwith other algorithms,
the mathematical model corresponding to the lesson scheduling problem is designed and
constructed, the traditional feature extraction algorithm is improved and experimental
verification is carried out, and the improved algorithm is applied to the final course
selection in the system. In this paper, the experimental use cases are determined, and
then the algorithm’s convergence speed under different parameters is tested, and then
the feature extraction algorithm is compared with the experiment, and the performance
evaluation and result analysis are carried out.

2 Research on the Design of Applied Linguistics MOOC System
Based on Feature Extraction Algorithm

2.1 Demand Analysis and Research on MOOC Teaching Platform of Applied
Linguistics

(1) Analysis of user management needs
After investigation, research and analysis of the teachers and students of the

college, the users in theMOOC teaching platform are finally divided into three roles,
and have different role permissions, namely, administrator permissions, teaching
teacher permissions, and online student permissions. This distribution method can
not only ensure the normal operation of the MOOC platform, but also reasonably
plan the college personnel who use the MOOC platform, ensuring the combination
of personnel and the system [5, 6]. The administrator’s authority is to manage the
accounts of instructors and online students, including user management settings,
login user authority settings, and system settings. In the platform system, it is the
role of a super administrator. The authority of the instructor is the analysis and use of
the teaching function and test results in the teaching and learning interactivemodule
for the release and management of the lectured course video. The permission of
online students is to choose their favorite courses and learn the selected courses and
use the learning function in the teaching and learning interactive module.

(2) Demand analysis of course information management
Curriculum information management is mainly to conduct reasonable and stan-

dardized management of the released curriculum resources by the teachers of the
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college, including the management of overall curriculum information and chapter
information. Among them, the administrator has the authority to set the course
professional catalog and course information, as well as the management authority
of the course [7, 8]. The instructor has the authority to operate the course chapters
and the authority to publish course videos and exercises. This authority is only for
the courses published by the person, and cannot operate other courses that are not
published by the person. Students have the authority to query course information
and course learning, and do not have the authority to modify any operations. The
administrator enters the course professional catalog. After the teacher logs in, he
can select the professional category that has been entered, and add the released
course video to the category. After logging in, the students can search through the
category when they choose the course. Find through the information of the instruc-
tor. After the course is released, the instructor also has the function of modifying
the released course information, including modification, deletion, and re-addition.

1) Course information release
The release of course information mainly refers to the new creation of

MOOC courses by the instructor, including the introduction of the courses
and the operation of the course news release function. Course message is the
management of important information for related courses. The corresponding
recipient of the message is all users, including teachers and students. The form
of the message includes text format and hyperlink format [9, 10]. The instructor
has the right to publish,modify anddelete the relevantmessages of the published
course, and the students only have the right to view the news of the selected
learning course.

2) Course management
Course management includes the operations of adding, modifying and

deleting course chapters. The instructor only has the authority to perform the
above operations on the courses published by him, and he cannot exceed his
authority. The management of courses in the platform is operated by chapters
as the basic unit. Course management implements a three-level management
model, namely courses, course chapters, and course sections. Online videos
and practice questions are categorized by chapter.

(3) Demand analysis of course video management
Course video management includes two functional modules: course videoman-

agement and course interaction management. Course video management is based
on course informationmanagement tomanage course videos. The course videos are
added, modified, and deleted according to chapters, and the courses are released for
learners to study. The course video management module performs authority man-
agement. Only the instructor has the above authority for the course videos posted
by him, while other users have only the authority to watch the video, which can
protect the security of the video and prevent destructive operations [11, 12].
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2.2 The Basic Idea and Algorithm of Feature Extraction Method Design

Calculated as follows:

aij = tfij × (1−
∑

j

(tfij/gfi) log(tfij/gfi)

log(N )
) (1)

Among them, tfij and gfi respectively represent the frequency of search term i in
MOOC system j and the entire system set;

In order to eliminate the inconsistency in the number of words caused by the incon-
sistency of the text length and bring the inconsistency of discrimination to the weight
evaluation, the author sets the weight aij. After normalization, the calculation formula
is:

aij = aij√
M∑
i=1

a2ij

(2)

Among them, aij represents the weight of the i-th word in the j-th MOOC system,
and M is the number of search words.

2.3 Requirement Analysis of the Course Examination System Based on Feature
Extraction Algorithm

(1) Demand analysis of the system’s volume subsystem
Traditional methods and test paper management methods have been unable

to meet the development of this field in the new era. The demand analysis of
the test paper composition subsystem of the feature extraction algorithm course
examination system is as follows:

1) Teachers can manage the questions in the question bank accordingly, including
display, delete, add, and modify;

2) Be able to set various parameters of the new test paper to be composed, such as
the overall difficulty, the scope and proportion of knowledge points or chapters;

3) Capable of keeping pictures and texts for the test questions to be entered into
the system. Including: diagrams, formulas, etc.

4) The test questions can be edited separately to add, or unified import can be
realized. When adding the question bank, each index of the test questions must
be added;

(2) Architecture design of online applied linguistics MOOC examination system
Ajax layer: This layer performs processing similar to middleware, and then

the “middleware” accesses the database to perform data storage operations. The
data is returned immediately after the storage, so that asynchronous data can be
transmitted between the browser and the Web server. This layer The results of
database operations are returned to the top layer for asynchronous updates and
displayed to users. It is a common technique for creating fast and dynamic web
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pages, which can update part of the web page without reloading the entire web
page. User layer: In this layer, it is responsible for displaying the interface to the
user. The displayed data only needs to be beautiful and easy to use. The accuracy
of the data is guaranteed by the user layer.

Research on the overall front-end and back-end technologies of the system.
The jsp and php languages can be easily implemented and developed. The platform
cooperates with the https protocol and user md5 data flow authentication to ensure
high data encryption, so we choose to use the JAVA development language. The
system adopts the B/S structure, the user interface is friendly, and the professional
requirements for the final user are low. The operator can easily perform common
operations on the question bank and test papers through the interface.

2.4 Build a Situational Simulation Support System

(1) Domain knowledge base
The domain knowledge base is based on the curriculum goals and the needs of

the system to realize the situational simulation. The main function is to facilitate
the retrieval and sharing of knowledge by teachers and students, and to improve the
efficiency of knowledge retrieval. It is the basic component of the situational simula-
tion support system. The domain knowledge base in the C3S system is composed of
a knowledge system library and a teaching material library. The knowledge system
library includes subject definitions, theories, formulas, etc., such as the theoretical
knowledge of the journey problem in junior high school mathematics. The teaching
material library is the relevant courseware corresponding to each knowledge point.

(2) Context creation module
The situation creation module is a component that reconstructs the problem

situation and problem-solving situation when teachers and students are “teaching”
and “learning”. Its main function is to create a simulation of courseware. Drawing
lines, etc.) and simulation components, and can combine various components with
each other. The user can set the attributes, events and actions of the component,
and form and output a situational simulation file (XML file structure) after creating
the component. The module is simple to operate and can better facilitate teachers
to create courseware.

(3) Simulation analysis module
After the simulation analysismodule creates scenarios for teachers and students,

the system performs simulation analysis and execution on the scenario simulation
files. The main function is to perform simulation analysis and execution programs
on the scenario simulation files after the scenario creation, and output computer
programs.

The MOOC system is based on the B/S structure. On the server side, it estab-
lishes aWebService under theNET framework, and requests a simulation file (XML
file) for receiving user learning resources.

(4) Situational awareness module
Context aware module (Context aware), this module is to better let teachers

understand the behavior information of students in the process of restructuring
problem situations and solving problem situations. The main function is to obtain
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students’ learning situation information, including learning Preferences, mouse
clicks and movement trajectories, keyboard input, order of answering and other
contextual information, the obtained students’ preference behavior information is
based on a period of time, not preference information at a certain point in time.

3 Research on Experimental Design of MOOC System Based
on Feature Extraction Algorithm

3.1 The Purpose of the Experiment

Experiments on the MOOC course selection system based on feature extraction algo-
rithms to verify the feasibility of the feature extraction algorithm to solve the scheduling
problem, determine the best value of the algorithm parameters in the system, and the
improved feature extraction algorithm for the efficiency of the course selection system
the promotion.

3.2 Experimental Test Data

The classes to be scheduled are the first and second grades, a total of 21 classes, of
which there are 8 subjects in each class in the first year, 10 subjects in each class in
the sophomore year, and a total of 60 classes in the two years, arrange 23 teachers and
14 classrooms. Select some courses, teachers, and classrooms to set non-arrangeable
courses and priority courses.

4 Experimental Analysis and Research of MOOC System Based
on Feature Extraction Algorithm

4.1 Crossover Probability Experiment Analysis

The choice of crossover probability is mostly between 0.35–0.91. This article selects
0.4, 0.6, and 0.8 for experiments. The test case adopts experimental data one, and each
group of experiments is run multiple times and the running time of 5 times is randomly
recorded. The results obtained are shown in Table 1:

Table 1. Comparison of running time with different crossover probabilities

Experiment number Crossover probability
0.8 (s)

Crossover probability
0.6 (s)

Cross probability 0.4
(s)

1 25.73 31.50 34.16

2 27.91 33.18 36.99

3 25.16 29.71 36.12

4 27.33 31.26 37.83

5 24.58 32.72 36.75
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Fig. 1. Comparison of running time with different crossover probabilities

It can be seen from Fig. 1 that the greater the crossover probability, the shorter
the program running time, and the higher the execution efficiency of the algorithm,
but in order to prevent premature convergence, it cannot be selected too much. The
effect of crossover probability on efficiency is not very obvious. After many tests and
comparisons, this paper selects 0.6 as the early probability of the algorithm, and 0.6 as
the mid-late probability of the algorithm.

4.2 Experimental Analysis of Mutation Probability

This paper selects 0.01, 0.05, and 0.09 for corresponding experiments. The test case
uses experimental data one, and each group of experiments is run multiple times and the
running time is randomly recorded 3 times. The results obtained are shown in Table 2:

Table 2. Comparison of running time with different mutation probabilities

Experiment number Probability of
mutation 0.02 (s)

Probability of
mutation 0.04 (s)

Probability of
mutation 0.06 (s)

1 24.61 30.15 37.99

2 25.67 31.29 38.52

3 27.31 32.47 37.69

4 26.82 30.18 36.84

5 26.73 31.19 35.75



Design and Realization of Applied Linguistics MOOC System 667

24.61� 25.67� 27.31� 26.82� 26.73�
30.15� 31.29� 32.47�

30.18� 31.19�
37.99� 38.52� 37.69� 36.84� 35.75�

0

10

20

30

40

50

1 2 3 4 5

Pa
ra
m
et
er
�v
al
ue

Probability�of�mutation�0.02(s) Probability�of�mutation�0.04(s)

Probability�of�mutation�0.06(s)

Experiment�number

Linear�(Probability�of�mutation
�0.02(s))

Fig. 2. Comparison of running time with different mutation probabilities

As shown in Fig. 2, it can be concluded that in the early stage of the algorithm
operation, the fitness of the individual is generally low, so the degree of search must
be increased. At this time, a larger crossover probability should be selected and a
smaller mutation probability should be selected to make the algorithm more effective.
The population fitness has been rapidly improved.

5 Conclusions

The research on the applied linguistics MOOC examination system based on the feature
extraction algorithm is of positive significance. This research is a new breakthrough in
the algorithm of the traditional question-making software system. The specific advan-
tage of the new algorithm is that the stability is better. The convergence speed is fast,
the performance is also good, and the teacher’s labor is saved. The algorithm in this
paper can not only play a very good research significance and guiding significance for
training assessment, but also can be applied to other professional course assessment and
assessment, so as to improve the efficiency and quality of teaching assessment.
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Abstract. In recent years, the application of online courses is becomingmore and
more widespread, and the analysis and mining of education big data is becoming
a new research direction. Based on the analysis of the characteristics of students’
needs in the distance education of piano MOOC, this paper systematically studies
the factors and rules of guiding students in the distance education, and tries to
design and construct an effective distance learning mechanism for students, so
as to realize the purpose of improving the teaching quality of distance education.
This study aims to study the design of learning demand characteristics analysis of
piano MOOC based on data mining algorithm. This document first introduces the
theory of data mining. In addition, it also analyzes four parts of the learning needs
of PIANO MOOC. Secondly, the model is designed based on the questionnaire
survey of students, taking the questionnaire survey results of these students as a
variable. Finally, the characteristics of learning demand characteristics are ana-
lyzed according to the actual situation. According to the data mining algorithm,
the number of people using MOOC accounts for nearly 32% of the total, and the
results show that the characteristics of learning needs can be divided into four
dimensions.

Keywords: Data mining technology · Piano MOOC learning · Demand
characteristics analysis

1 Introduction

In recent years, new knowledge production methods represented by online teaching and
MOOChave becomemore andmore popular among educational institutions and students
[1]. At the same time, other technologies such as data mining and cloud computing are
maturing [2]. In the past two years, due to the outbreak of COVID-19 at home and abroad,
the concept and practice ofMOOC has becomemore andmore popular teachingmode at
home and abroad [3]. MOOC are used by a variety of students, each with a very different
learning purpose, age and knowledge background, their learning styles and interests are
different [4]. Therefore, on the basis of mathematical statistics and data mining for piano
MOOC learning demand characteristics analysis, through the analysis of a large number
of data, we must provide effective data support analysis between the learning behavior
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and demand characteristics in the survey report, and develop customized personalized
learning functions [5].

With the development of data mining technology, massive open online courses are
more and more widely used [1]. The discussion on MOOC has become a hot topic in
recent years [6]. By analyzing the data set of MOOC, the learning behavior of users with
the time characteristics extracted by Gao L and calculating the similarity of the time
characteristics, k-means, SpectrClustering and Agglomerate clustering were used to
analyze the experimental data. The experimental results under different cluster numbers
and different data sizes were compared [7]. We use the silhouette coefficient to evaluate
the validity of the clustering algorithm [8]. His research direction is very much in line
with the current needs, but the experimental process is too complicated and practical
[9, 10].

The innovation of this paper is to analyze the characteristics of students’ learning
needs according to the results of the questionnaire survey, which points to a new direction
for data mining. The analysis results put forward some suggestions for the platform,
schools and teachers to improve the level of piano MOOC education.

2 Data Mining Algorithms for Piano MOOC Learning
Requirements

2.1 Data Mining Algorithm

Traditionally, datamining is defined as the process of extracting potentially useful knowl-
edge and information from a large amount of incomplete, fuzzy and random data. It just
means extracting some useful data from confusing information and data. Some units
in China usually use data mining technology to deal with some businesses. The com-
pany analyzes a large amount of data by computer not only for research needs, but
also to analyze and extract some valuable information from these data. The source
of data mining methods is mainly the development of machine learning and artificial
intelligence, combined with traditional statistics and imaging technology of scientific
information technology, the formation of data mining technology. Data mining is the
application of data information systemand frontier defense. It is the development of com-
plete database, expert system and network visualization in the field of interdisciplinary
technology integration and various new fields.

2.2 CHAID Decision Tree Algorithm

There are many ways to obtain effective classifiers from existing large amounts of data,
and decision trees are one of them. It is widely used in data mining, especially in data
classification. Decision tree algorithm is amethod to induce decision tree through a set of
sample input data. The representation of a decision tree is an inverted tree structure dia-
gram, and the probabilistic results are usually connected to the nodes of the branches. It
is an intuitive graphical representation that uses statistical probability to analyze objects.
After the decision tree model is established, it is necessary to give the evaluation value
of the model to judge its advantages and disadvantages. Learning algorithm models
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use training sets to build models so that models can be evaluated against calibration
sets. The decision tree is evaluated after checking the total score. Evaluation indicators
should include accuracy of classification, conciseness of description and complexity of
calculation. CHAID decision tree algorithm is a common algorithm. To judge whether
decision tree algorithm is used correctly, it depends on whether the difference between
the two groups of decision tree grouping is large enough. The greater the difference in
attributes, the more suitable the algorithm is.

CHAID decision tree provides a scheme to automatically search the variable most
correlated with the dependent variable among various independent variables. The cor-
relation measure adopts the chi-square value of significance degree, which can be
calculated by formula 1 as follows:

∂2 = n(ab − cd)2

(a + c)(d + b)(a + d)(b + c)
(1)

2.3 Piano MOOC Learning Needs

With the advent of the Internet era, the connotation of piano teaching has been enriched.
For piano teaching there is no on-site practice, for students or want to cultivate the sen-
timent of adult learning, feeling is not so profound. Therefore, it is necessary to analyze
online learning needs of piano MOOC. First of all, what students pay most attention
to is practical ability. Students’ learning needs tend to pursue practicality. We find that
distance learning learners hope to get practical benefits from distance learning as soon
as possible, such as job hunting and re-employment, and pay attention to the correlation
between learning content and career development and personal value realization. The
current education does not fully meet the actual needs of distance learning learners,
indicating that there is a difference between the actual ability and the actual needs of
students, which needs to be further improved. Coupledwith the lack of face-to-face com-
munication with teachers, many piano academic knowledge can not be flexibly applied
in practice.

Secondly, the conflict between students’ work and study time. In distance education
courses, most students have to bear the dual pressure of career and study, so they can’t
have as much time to work as they study, and they face more learning difficulties than
ordinary full-time students. Most distance learning students see a clear conflict between
study time and work or other activities. How to arrange the time of study and MOOC
reasonably is also a problem that the MOOC platform needs to adjust.

Finally, students’ need for effective communication. Educational activity is a two-
way movement between “teaching” and “learning” with knowledge and ability culti-
vation as the core. Distance education students need to communicate effectively with
teachers in order to understand the key points of the piano. Among them, the structure
diagram of the four parts of students’ learning needs of PIANO MOOC is shown in
Fig. 1:
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Fig. 1. Demand Analysis framework for Piano MOOC

3 Demand Analysis Framework for Piano MOOC

3.1 Model Design

This study focuses on assessing students’ attitudes towards piano MOOC and online
learning through questionnaires and data screening. This paper will comprehensively
evaluate students’ attitude towards course evaluation and learning behavior, as well as
systematic and objective indicators such as learning time and duration. The first question
to define the study was what were the behavioral patterns of students on the assessment
platform, and what ideas were given to them to improve the assessment. What are the
differences between students who study piano in MOOC and those who study offline,
and what are the different reasons for their choice.

Through the specific arrangement and questionnaire survey of the PIANO MOOC
course, the state of learning different types of behavior and different behavior states
are repeatedly analyzed: the course lasts for 3 months, during which students have to
complete online video training and unit tests, and then students have to complete the
final exam online. In addition, students must attend a 4-h course and orientation teacher
must prepare a final thesis. At the end of the course, a total of 1000 questionnaires
were collected, and 937 valid questionnaires were collected. In this study, the k-means
clustering model is constructed, and the sample survey results are used as variables to
cluster the samples. The purpose is to further subdivide the samples according to the
personality characteristics of each sample. After CART soft calculation, the decision
tree algorithm is established as formula 2:

〈1 − 3〉FACTOR − 2〈= 0.137[Mode : cluster − 3](21; 0.667) (2)
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3.2 Demand Analysis Experimental Data of Piano MOOC

According to the questionnaire of students, the most attractive reasons for the mooC
course are the low price or even free teaching resources, the freedom of learning, the
novel teaching methods and the teaching by famous teachers, which can almost meet
the learning needs of students. When choosing the piano MOOC, students are more
motivated by their personal interests and the idea of learning more piano playing skills.
They hope to learn knowledge, master a knowledge and skills, expand their knowledge
through the piano MOOC, and hope that the knowledge they have learned can be help-
ful to their future work and life. Through the course, students learned that knowledge
contributes to real life, increased communication with teachers and students from all
over the country, and a deeper understanding of their own professional courses and pro-
fessional courses. At the same time, some learning needs are not met. For example,
teachers sometimes fail to timely solve the problems of students’ piano playing skills
and rhythm, seldom participate in online discussions, and lack of learning atmosphere
and motivation without studying together with students.

4 Demand Analysis of Piano MOOC Learning Based on Data
Mining Algorithm

4.1 Status Quo of Online MOOC

Compared with other subjects, online courses have many advantages: it can provide
students with cheaper learning opportunities, make the teaching environment richer
teaching resources and so on. Network curriculum is the field of education and the disci-
pline system, create a kind of advanced science and technology information technology
development and the diversification of the network environment, the education system
and education content improved, also greatly improve the teaching quality, the educa-
tion system will be one of the most open and the development direction of the most
dynamic, the teaching content is the most timely and targeted, widening the education
on the network course platform can open The vision of students and teachers to improve
the quality and level of scientific research.

In our country, many experts and scholars have been attaching great importance
to the development and provision of online course construction and have done a lot of
research and practice. In ensuring the concrete development of online course, the country
has implemented financial and political support for online course construction, so that it
can be easier to develop online course. Considering the results of online course design,
which includes elementary, high school, college and other areas of online courses, the
quality and quantity of its courses are rapidly increasing, and its scope is also expanding.
However, for the study of piano, which is especially practical, the development of piano
MOOC is developing rapidly, but it is not as fast as other courses. The data in Fig. 2 can
be clearly compared with the development rate.
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year

Fig. 2. Comparison of MOOC development from 2018 to 2021

4.2 Overall Demand for Piano MOOC

In this paper, the overall demand for online piano MOOC includes learning freedom,
free course resources, innovative teaching methods and teaching by famous teachers.
The overall demand analysis of online piano MOOC education is the data statistics and
analysis of the characteristics of the four categories of overall demand.

Table 1. Characteristics of learning needs

Demand characteristics The number of votes Proportion (%)

Learning freedom 839 89.5

Free course resources 649 69.3

Innovative teaching methods 367 35.2

Famous teachers teaching 343 36,7

As can be seen from Table 1, among the 937 subjects interviewed, the number of
people who want to learn freely and the demand is the highest, 839 people want to learn
freely, accounting for 89.5%, followed by course resources free, accounting for 69.3%,
and the demand for teaching by famous teachers, accounting for 36.7%, indicating that
students want to learn more piano playing skills through MOOC. Be able to learn the
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knowledge that you are interested in, master a knowledge and skill, and broaden your
knowledge.

5 Conclusions

Based on the survey data, this paper selects 937 research samples and carries out data
mining analysis on the characteristics of the samples. Based on the results of students’
questionnaire survey, this paper provides areas for the school, MOOC platform and
teachers to improve. As a remote mu originators of class education, should be equal
treatment to each student, try our best to create a relatively fair for them and comfortable
learning environment on the basis of analyzing the characteristics of the remote education
student demand, proposed the research factors and laws of long-range teaching guide and
motivate students outlook, strive to design and construct the effective distance learning
students incentive mechanism, To improve the teaching quality of distance education.
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Abstract. With the development of economic globalization, economic global-
ization has significantly promoted global economic growth, strengthened the eco-
nomic ties between countries in the world, and improved the efficiency of global
resource allocation. But on the other hand, economic globalization will also cause
domestic economic fluctuations along with the economic impact of other coun-
tries, bring uncertainty to economic growth, and exacerbate the growth imbalance
between developed and developing countries. This article takes GDP growth as an
example, and inputs the signal generated by the gray model algorithm as a special
excitation signal source into the PSPICE software. Taking Monte Carlo analysis
as an example, the growth model PSPICE prediction results are imported into the
gray model algorithm, and the data is post-processed to realize the data analy-
sis between the PCPICE software and the gray model algorithm. Therefore, the
combination of gray model algorithm and GDP growth for joint calculation can
improve the accuracy of GDP growth. It can also post-process the forecast results
to improve the accuracy of CDP simulation forecasts to a certain extent, thereby
providing national GDP forecasts. The final research results show that through
data analysis and numerical calculation of economic GDP growth, an economic
growth prediction model has been established, the total GDP of a specific place
from 2013 to 2020 has been studied, and the trend of local GDP has been predicted
more accurately.

Keywords: Monte Carlo analysis · Grey model algorithm · Calculation model ·
GDP growth

1 Introduction

Economic globalization and the development of scientific and technological information
technology have brought new opportunities and huge challenges to our country’s eco-
nomic development. In themodern information age, general programs for calculating the
reliability of GDP growth are written using Matlab software. The reliability calculation
program is divided into four parts: data input part, program calculation part (including
random number creation part, reliability calculation part), output output and storage part
for writing [1]. Based on the theoretical research of GDP forecasting model, this paper
proposes a combination forecasting model with better application and better forecasting
performance, which is of great significance to the research of GDP forecasting theory
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and combination forecasting theory. This article adopts a newGDP forecast model in the
actual forecast, which provides an effective method for the application of GDP forecast
and opens up ideas for the choice of GDP forecast method.

In recent years, in the research of Matlab software economic GDP growth forecast
model, many researchers have conducted research on it and achieved good results. For
example, Gu Y believes that the economic development of a country’s socio-economic
structure covers the entire process of changes in material production resources. On
the one hand, it is the accumulation of product quantity; on the other hand, it should
also include improving product quality, improving production efficiency and increasing
consumption [2]. From the perspective of harmonious development, Chanh K believes
that the quality problems in the development process must be fully resolved. Forced
growth is at the expense of consumption, ignoring the dynamic relationship between
quantity and quality. The process of economic growth must be balanced and coordinated
in the medium and long term, and the econoour of quality and quantity must go hand in
hand [3]. At present, there are many researches on economic GDP growth forecasting
modeling. These predecessors’ theories and experimental results provide a theoretical
basis for the research of this article.

This article analyzes the Matlab software, further demonstrates the far-reaching
impact of GDP growth, and proposes a series of systematic studies on economic GDP
growth, which pushes the Matlab software to a new height [4]. Matlab integrates many
powerful functions in an easy-to-use window environment, such as arithmetic analysis,
matrix calculation, scientific data display, and modeling and simulation of nonlinear
dynamic systems. It is useful for scientific research, engineering design and people who
need to perform arithmetic efficiently. Useful: many scientific fields provide complete
solutions, andMatlab has convenient data display functions from the date of production.

2 Theoretical Basis of GDP Growth Calculation Model

2.1 The Theoretical Logic of the Quality of Economic Growth

(1) Economic growth maintains stable development
Economic growth must not only focus on technological contributions and

progress, but also emphasize the sustained stability of economic growth and a
coordinated and harmonious economic growth model. Among them, the stability
of economic growth is reflected in two aspects: first, when economic fluctuations are
caused by non-random factors in the economic system, the internal self-regulation
and self-repair capabilities of the system are strong, and it has strong stability. The
economic system can absorb this fluctuation in a relatively short period of time and
return to its original stable state [5, 6]. The second is that when the economic system
is unexpectedly impacted by the external econoour, it will break the initial steady
state and produce a series of fluctuations caused by the impact, causing the inter-
nal economic function to face forced recession or false prosperity. If an econoour
is stable, it refers to that the econoour has a strong ability to withstand external
shocks when facing external shocks, and the effect of maintaining the stability of
the internal operating state of the econoour is better.
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(2) Inspection of the quality of macroeconomic growth
In the context of monitoring the quality of macroeconomic growth as the goal,

the selection of monitoring and early warning methods often adopts the compre-
hensive prosperity index method. The comprehensive method of prosperity index
monitoring and early warning is to divide the indicators according to the respec-
tive rate of change and time difference correlation rate of multiple indicators and
the reference indicator period, divide them into the front group of indicators, and
select a set of synchronization indicators with relatively complete and concentrated
information. Among them, the selection of benchmark change indicators for early
warning purposes is very important [7, 8]. The benchmark should be based on eco-
nomic theory, that is, the choice should be based on economic theory. At the same
time, the choice of benchmarks should truly and accurately reflect the changes and
development directions of the early warning targets over the same period. When
selecting indicators, one must choose a set of indicators that are real-time, sensi-
tive, and can reflect the importance of the main economic growth quality. This is
determined by the specific theoretical framework, derivativemonitoringmechanism
and early warning theory. The ultimate goal of monitoring and early warning is to
provide regulatory guidance for policy adjustments based on the current dynamic
timeline and possible macroeconomic quality trends in the future, which requires
efficient indexed data selection.

(3) Theoretical support for economic growth forecast modeling
Based on the mechanism research and value judgment of the quality of eco-

nomic growth in this article, the quality of a country’s economic development is a
complex system with comprehensive changes, characterized by nonlinear, unstable
and unbalanced characteristics. Concerned about the coupling of economic devel-
opment systems and social systems with natural resource systems. Therefore, the
theoretical construction of the quality of macroeconomic growth includes many
aspects and different dimensions [9]. The macroeconomic growth quality monitor-
ing and early warning system is constructed from four aspects: the conditions of
economic growth, the process of economic growth, the results of economic growth,
and the benefits of economic growth.

2.2 Analysis of Predictive Control of Economic Growth

Forecasting includes 3 basic elements: forecasting model, rolling optimization and
feedback correction.

(1) The model used for prediction is called the prediction model. Many systems have
the characteristics of nonlinearity, time variation, uncertainty and long time delay.
It is very difficult to obtain an accurate mathematical model [10]. Predictive model,
because the model can use previously known data to predict unknown information,
it can be used as a predictive model instead of being stuck on the structure of the
model, which greatly reduces the requirements for the model.

(2) Predictive control is an optimized control algorithm that determines control vari-
ables through specific performance indicators. The optimization goal in prediction is
not an offline execution, but an online repeated execution. At the sampling moment,
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the optimized performance index only covers a limited range in the future. At the
next moment, the range moves backward to achieve scrolling optimization.

(3) Because there aremany uncertain factors in the real system, the invariantmodel can-
not accurately describe the real system. This requires additional prediction methods
to make up for the lack of model prediction. Therefore, in each control cycle, the
forecast will determine a set of future control effects by optimizing performance
indicators. However, in order to avoid model distortion and environmental inter-
ference, all these control effects are not applicable, only the current control effects
are applied, and the optimization is continued again [11]. MatlabMPCToolbox pro-
vides a series of functions for designing and analyzing predictive models. Using
these characteristics, it is convenient to designGDP calculation program, and obtain
intuitive system prediction results through GDP calculation program [12].

3 Research on Experimental Preparation of GDP Growth
Calculation Model

3.1 Experimental Method

At present, prediction accuracy is used tomeasure the effectiveness of predictionmodels,
which can avoid the influence of dimensions in different sequences. The prediction
efficiency of the model is measured by the expected value of the prediction accuracy and
the mean square error. In this work, efficiency indicators are used to look at individual
forecasting models before combining forecasts.

(1) Forecast validity index method
Let the time series be {xt,t,= 1,2,……,n}, {xit,t,= 1,2,……,n} is the prediction

value of the i-th prediction model at time t, if there is m single prediction models,
namely i = 1,2…m; t = 1,2,…n. Define the prediction relative error of the i-th
prediction model at time as。

εit = xt − xit
xt

(1)

The prediction accuracy ait of the i-th prediction model at time is as follows.

ait = 1 − |εit |when|εit| ≤ 1 (2)

(2) Then the prediction validity M f (f) of the i-th prediction model is defined as

E(Ai) = 1

n

n∑

t=1

ait (3)

In the above formula, I = 1,2,… M, e (a) is the expectation of the prediction
accuracy sequence of the ith prediction model, which reflects the mean value of the
prediction model at each time.
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3.2 Experimental Data Collection

This article mainly uses Matlab2.0 software for data analysis and processing. Collected
the GDP growth data of a certain city from 2013 to 2020, GDP growth rate = the cur-
rent year’s new gross product value/the previous year’s gross product value. Generally
speaking, with the development and progress of science and technology, people’s living
standards The increase in consumption, thereby increasing the level of consumption and
income. The GDP will gradually rise, showing a positive growth trend. However, due
to some special events or economic turmoil and other reasons, GDP may also experi-
ence negative growth. This article analyzes GDP growth to predict the city’s economic
development level.

4 Experimental Analysis of GDP Growth Calculation Model

4.1 Estimated Results of GDP Growth Model

According to the statistics of the total value ofGDP in each year of 2013–2020 in a certain
place, the relationship between GDP and standard deviation and P value is obtained, and
the growth trend of GDP is analyzed according to the growth trend of GDP. The analysis
data is shown in the figure below.

Table 1. Analysis results of GDP growth model for a certain place

Year GDP (Trillion) Standard error P value

2013 0.2361 0.0612 0.0010

2014 0.3517 0.2131 0.1150

2015 0.4144 0.2104 0.0010

2016 0.6436 0.1180 0.0530

2017 0.8292 0.2410 0.6850

2018 0.7872 0.0846 0.3150

2019 0.8651 0.0114 0.0000

2020 0.9842 0.1524 0.0050

As shown in Table 1, from the analysis results of the GDP growth model for this
region, it can be seen that the parameter estimation results of different time series under
different regional states are mostly significant, and the regression parameters of each
series are obviously different, indicating the two stages of construction in this article.
The Markov band transition model can more accurately describe the dynamic change of
economic growth in the zoning system. GDP has basically maintained a steady growth
trend from 2013 to 2020. However, the growth trend from 2017 to 2018 shows a down-
ward trend. Other than that, it is in an upward phase. Local GDP growth forecast has
little impact. The results are shown in Fig. 1.
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Fig. 1. Analysis results of a certain place’s GDP growth model

4.2 GDP Growth Trend Analysis

The GDP of this place has generally shown a growth trend in the past 8 years. The GDP
growth rate analyzed in Fig. 2 is used to predict the approximate value of the total GDP
of this place in 2021. The analysis is shown in the following figure.
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According to the data in Fig. 2. It can be seen that from 2013 to 2017, it maintained
a good positive growth trend, and there was a slight decline in 2018, which may be due
to the avian influenza virus at that time which caused the GDP of the poultry industry to
decline, thus This has led to a decline in the local GDP. The GDP growth rate of 0.1376
in 2020 exceeds 0.0990 in 2019. It can be roughly predicted that the growth rate in 2021
will continue to rise, exceeding the ratio of 0.1376, and it is hoped that it will exceed
1.2 trillion. GDP total.

5 Conclusions

This article uses the powerful graphical editing function of Matlab software to provide
graphical support for GDP growth trend analysis, and conducts visual and intuitive data
analysis to facilitate the establishment of GDP growth models. This article focuses on
the use of Matlab technology to link GDP growth models. This article mainly analyzes
the GDP growth trend and explains the actual application of Matlab in detail to make
the GDP growth forecast as close to the real value as possible. Finally, based on the
characteristics of Matlab software forecasting that can improve forecasting accuracy, a
method of applying forecast validity index method to study our country’s GDP forecast
is proposed. Aiming at the problem of less research on the projection of individual
prediction models when constructing predictive effectiveness index method models, a
complete model selection process is proposed. This article is based on the relevant
knowledge of time series, taking GDP data of specific cities from 2013 to 2020 on the
National Bureau of Statistics website as a sample. First, using all the data, with the
help of Matlab software, research the development law of GDP data suitable for the site
model. After a comparative analysis of the changes in annual GDP data, the predicted
value is also close to the true value.
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Abstract. With the development of society, people’s living standards have been
greatly improved, and there are higher requirements for medical services. Nursing
big data platform is a new efficient, convenient and personalized nursing technol-
ogy platform. This paper designs a data mining technology based on data mining
technology, combinedwith the amount of nursing big data formining and analysis,
and puts forward a scheme to improve the existing problems in hospital nursing
and the impact of solving these problems. Finally, the performance of each mod-
ule of nursing big data platform is tested. The test results show that the average
response speed is basically about 5.0 m/s. The delay time is about 2S, accounting
for about 3100K ofmemory, and accounting for about 2% of the CPU of the whole
device. This shows that the performance of the nursing big data platform designed
in this paper basically meets the needs of users.

Keywords: Data mining · Nursing technology · Big data · Platform design

1 Introduction

With the development of network technology, the traditional nursing big data platform
can no longer meet the information needs of users. People put forward higher require-
ments for the quality of life and nursing level, especially in medical treatment, which
brings new opportunities to the hospital [1, 2]. Therefore, it is urgent to use data mining,
machine learning and other methods to solve practical problems [3, 4].

Many scholars have done relevant research on data mining technology. Based on
medical Internet big data, some scholars have completed the development and design
of the analysis platform based on internet medical big data by using visualization, data
mining and other technologies, and realized the functions of hospital importance related
index analysis, regional expert doctor recommendation, regional key hospital ranking
and so on [5, 6]. There are also scholars’ basic methods of analyzing medical big data
based on data mining technology, and give specific application examples [7, 8]. The
above research has laid a certain foundation for the research of nursing Digitization
Based on data mining technology.
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This paper first introduces the design process of nursing academic platform, and then
analyzes the nursing academic architecture, functional principle and database model.
Finally, through practical examples to verify its feasibility, availability, security and
other performance indicators and result stability analysis, the results show that nursing
big data mining technology can provide more efficient and convenient services for the
majority of users.

2 Discussion on Nursing Big Data Platform Based on Data Mining
Technology

2.1 Nursing Data

Nursing computerization is a part of hospital computerization, and there is no clear con-
cept at present. Some only define it as the use of modern network technology, computer
technology, communication technology, etc. The traditional nursing work mode should
constantly respond to the improvement of the overall level of nursing and speed up the
process of modernization [9, 10].

At present, nursing big data is mainly reflected in nursing big data system, which
is an important part of hospital information system. It mainly includes two platforms:
nursing management and clinical nursing. It is divided into mobile monitoring system,
intensive care system, electronic medical record system, anesthesia monitoring system,
shift planning system, personnel management system and other subsystems. Its main
functions include clinical nursing, medical prescription management, medication man-
agement, disease monitoring, project management, appointment management, quality
control, etc. [11, 12].

Nursing big data is to use Internet of things, big data, cloud computing and other tech-
nologies to intelligently meet users’ diversified daily medical needs and provide users
with convenient and fast medical services. Medical and health will build intelligent and
logical links of medical information and build a big data-driven medical ecosystem.
With the big data of nursing, users can not only meet their medical needs, but also
benefit from preventive health care services. Medical and health services are a com-
plex group, including disease prevention, health care, disease diagnosis and treatment,
surgery, rehabilitation, scientific research and so on. Intelligent medical intervention has
brought great opportunities and challenges to medicine and medical field. Intelligence
is the most important feature of medical big data.

2.2 Impact of Big Data on Nursing Industry

With the rapid development of the information internet, the importance of big data tech-
nology has been paid more and more attention by the whole industry. Wikipedia points
out that big data is a large amount of complex data that traditional data processing meth-
ods can not handle. Big data can accurately analyze user behavior, provide basis for
decision-making, and carry out targeted business activities. The integration of big data
and nursing industry can help nurses make better use of their professional knowledge,
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skills and learning, so as to reduce nursing links and finally improve nursing quality.
With the continuous acceleration of computerization, the medical and health field has
gradually entered the era of big data. Big data has great potential to improve health
and solve various complex problems, such as infectious disease prevention and manage-
ment, collaboration, people-oriented care and the prevention of chronic diseases through
personal lifestyle and knowledge.

2.3 Data Mining Technology

2.3.1 Definitions

There are many contents in data mining because it involves a wide range of disciplines
and is developed based on statistics, applied mathematics, machine learning and other
disciplines. In the broadest sense, the knowledge that can be extracted from data can be
called the content of data mining. Data mining has the following three characteristics:

Firstly, the amount of data in data mining is often huge. Therefore, how to access
data effectively and how to determine the relationship between data according to specific
application fields. Efficient algorithms to find and use all data or random or intentionally
selected data subsets become very important for data mining workers.

Secondly, the data generated in data mining is often collected for other purposes.
When collecting data, one or more important variables may not be collected. These
variables will be useful and even important for exploring data in the future.

Third, another feature of data mining is that data miners are usually reluctant to
include a priori knowledge into the algorithm, because it is equivalent to performing
hypothesis testing (but statistical hypothesis testing is not excluded as part of it).

2.3.2 Data Mining Process

Figure 1 is the basic process of data mining.
Datamining processmodel providesmacro instructions and engineeringmethods for

datamining. A reasonable processingmodel can organically combine various processing
steps and guide users to better develop and use data mining systems. Figure 1 shows
the data mining process from a technical point of view. It focuses on optimizing data
preprocessing and omits many complex steps required in the nursing industry. This data
mining view shows how to export useful models from raw data.

2.3.3 Data Mining Algorithm

For data record D, I= {i, i2, is,…. im} is a set of M different elements. Each transaction
D is composed of these elements, that is, D∈ I. Themined association rules have the form
of X → Y. The X → y rules are established only when the minimum support threshold
minsup and the minimum trust threshold minconf are reached. The probability of the
rule is represented by P (XUY) and P (Y | X). Support is the probability that the set of
elements a and B will appear when they contract, and confidence is the probability that
the set of element X will also appear in the transaction in which element Y appears. The
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Fig. 1. The process of data mining

problem of mining association rules is to find the minimumminsup support and minconf
trusted association rules set by the user in transaction database D. Association rule X →
Y has a degree of support for sup, that is, sup is the percentage of X and Y transactions
in D, that is, probability P (XUY), that is:

Sup(X ⇒ Y) = Sup(XUY) = P(D) (1)

Rule X → Y has credibility C in the database, which means that C is the probability
of including both itemset A and itemset B, which is the conditional probability P (Y|X),
that is:

Conf(X ⇒ Y) = Sup(XUY)_ Sup(x) = P(Y|X) = P(XY)P(X) (2)

The research of association rules can be divided into the following two processes:

(1) Find all common element collections: the occurrences of these element collections
must be greater than or equal to the predefined minimum occurrences.

(2) Obtain association rules based on common itemsets: these rules must also meet the
minimum support and trust set.



688 D. Liu et al.

3 Experiment

3.1 Nursing Big Data Platform Module

3.1.1 Mobile Nursing Staff Information

Collection and calculation functions (including access volume, body mass index, infu-
sion speed, due date, etc.), doctor’s order query, execution and statistics functions, bar
code reading, consumables input and loading, test result query, etc.

3.1.2 Nursing Workload Statistics Module

The nursing stress statistics reporting systemcan use various index generation algorithms
to analyze and calculate directly from the his systemdatabase, and automatically generate
various nursing stress statistics, so as to reduce the workload of clinical nurses and
nursing managers and achieve better results. The 254th Hospital of PLA used PDA
to record every nursing operation, and then calculated the workload according to the
channel, which improved the accuracy and speed.

3.1.3 Nursing Adverse Event Reporting Module

The reporting system of nursing adverse events is an important method and means of
nursing safety management. The reporting procedures vary from mandatory, sometimes
mandatory to voluntary, with their own advantages and disadvantages.

3.1.4 Nursing Product Management Module

The article management system fully discloses all links such as procurement, warehous-
ing, outbound, inventory, quantity and price. The required quantity and specifications of
various articles are clear at a glance to realize the efficient management of articles in the
whole hospital. Some hospitals have also introduced bar code technology to improve the
accuracy of management.

3.1.5 Nursing Staff Management Module

Nursing human resource management system realizes personnel recruitment informa-
tion management, nurse learning, training, assessment, performance management and
comprehensive management, so as to reduce labor intensity and improve management
efficiency. Performance appraisal is an important part of human resource management.
The computerization of performance appraisal can improve the management level and
make it more practical, faster, more objective and more real.

3.2 Data Architecture

The data architecture is responsible for organizing data tomeet various data requirements
of the application system. It is an important part of building a flexible and powerful big
data platform and the basis of analysis.
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(1) Temporary data area

Temporary data area is the part used to load data. It is usually composed of data files
and database objects. The definition of buffer layer should be coordinated with upstream
and downstream areas. The data in the temporary data area is generally temporary and
is only for system use, not for company employees to query.

(2) Publish source data area

The back source data area is a data area stored in the population data analysis plat-
form, which is very consistent with the upstream source system and manages history.
The data collected from the source system is in the post source data area, but not nec-
essarily in the main data area. The post source data layer generally has three purposes:
one is to manage the data from the source system for audit and monitoring requirements.
Second, processing simple reports to improve application speed. Third, keep the original
data to facilitate data verification. Fourth, retain the original data to facilitate later data
integration.

(3) Feedback data area

The feedback data area is located between the release source data and the application
area and serves as a bridge for the big data platform. Based on the business perspective,
the feedback data area extracts the commondata access and statistical requirements of the
unified data platform, creates public data supporting applications, and provides services
for accessing public data that can be processed multiple times at the same time. Organize
data according to business analysis topics, conduct data integration and denormalization
of specific granularity, and save historical snapshot data in important time.

(4) Application domain

The application domain is the main component of the external service of the uni-
fied data management platform. The application domain shall process the data of base
domain, source domain, label domain and domain according to the requirements of their
respective applications, and provide it to users or external applications. The application
area includes application computing area and application access area. The purpose of the
application computing area is to use the powerful computing power of the big data plat-
form to calculate the consistency of data. The application access area is used to enable
access to applications. Because the access speed of Hadoop platform is slow and can not
respond to the functions of the application, the calculation results of the application area
are synchronized with the relational database to facilitate the access of the application.

(5) Unstructured data area

A large amount of unstructured data carried by unstructured database is efficiently
managed and centrally managed through big data to meet the real-time full-text retrieval
needs of coupons, web pages, licenses, documents and other documents.
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(6) Historical data area

It is used for long-term storage of historical data to realize parallel computing and
real-time query of massive data. In addition to storing historical snapshot information
of data, it also stores associated data, knowledge graph data, etc.

(7) Index area

An index of information used to store unstructured data, where the information is
generated in a reverse structure. The so-called inverted line is to change the original
structure of Document → Word into inverted word structure Word → Document. The
advantage of inverted structure is that it can quickly create documents after localized
word search, which is the basic work of full-text recovery.

4 Discussion

4.1 Performance Test of Nursing Big Data Platform

Table 1 shows all aspects of performance test data of nursing big data platform.

Table 1. Performance testing

Number of tests Reaction speed
(m/s)

Delay time (s) Memory footprint
(k)

The CPU
occupancy rate is
(%)

1 5.3 3 3125 2

2 6.3 2 3214 1.5

3 3.5 1 3253 2

4 4.3 3 2314 3

5 4.2 4 3625 2

6 4.6 5 3102 2

7 5.3 2 3410 3

8 4.1 6 3250 2

9 4.0 3 3142 3

10 4.5 2 3152 2

As can be seen from Fig. 2, in the performance test of the nursing big data platform,
allmoduleswere tested 10 times, the average response speedwas basically about 5.0m/s,
while the delay time was basically about 2S, accounting for about 3100K of memory,
and accounting for about 2% of the CPU of the whole equipment. This shows that the
performance of the nursing big data platform designed in this paper basically meets the
needs of users.
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Fig. 2. Performance test comparison diagram

5 Conclusion

With the advent of the era of big data, nursing service has become a huge and valuable
field. This paper mainly studies and analyzes the problems existing in the application
of nursing technology in the large platform. Firstly, the database system based on data
mining mode is introduced. Then, according to the model, medical information man-
agement is combined with other modules to realize its functions and performance indi-
cators. Finally, a design method based on background management system architecture
and related algorithm implementation scheme are proposed to solve the above problems,
in order to provide users with better and faster service experience and meet their nursing
needs.
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Abstract. With the continuous improvement of social informatization and the
increasingly fierce competition in the tourism industry, tourism English services
have become an important means of communication. Online corpus is formed
and established on the basis of language and text, which can realize the sharing
of language information. With the vigorous development of the tourism industry,
the service function of tourism English has become increasingly prominent. In
order to meet the needs of social development for high-quality talents, China has
continuously reformed its education. Therefore, domestic colleges and universities
have set up courses such as online learning and remote access. At the same time,
intelligence has become the target and direction of one of the research hotspots
in the future information age. In this context, how to make better use of modern
information technology to build a corpus of intelligent online tourism English
models has become a topic worthy of discussion. This paper adopts questionnaire
survey method and data analysis method to study the establishment of an efficient,
practical and compatible intelligent online travel English model corpus based on
ESP technology, and at the same time better meet the user’s personality demand
of the corpus resources. According to the survey results, most of the interviewees
believe that the construction of the intelligent online travel Englishmodel corpus is
necessary, and it occupies an important position in the development of translation
work and other fields.

Keywords: ESP corpus · Corpus construction · Tourism English · Intelligent
model

1 Introduction

In today’s society, people are increasingly developing and utilizing information
resources. With the increasing market demand of the tourism industry and the increasing
pressure of competition in the tourism industry,manydomestic enterprises have launched
intelligent construction projects to improve service quality and efficiency and gain com-
petitive advantages. The traditional tourism industry can no longer satisfy consumers’
demand for high-quality and diversified consumption. The construction of an intelligent
online English corpus based on ESP can solve the above problems well. Based on ESP
technology, this article explores the construction of intelligent online corpus, which can
enable users to obtain the required information resources and reference objects more
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quickly, accurately and quickly, and can effectively help solve the existing problems of
current intelligent services.

From the current point of view, the research results on the construction of ESP
corpus and English corpus in academia are very rich. For example, Liu Ping proposed
to conduct teaching experiments for academic English vocabulary learning based on
the ESP corpus, which proved that the corpus is very effective in academic vocabulary
learning [1]. Wang Wenhua believes that by studying the status quo of ESP and corpora
at home and abroad, we have discovered the deficiencies of existing corpora in teaching.
Therefore, the construction of higher vocational English corpus and sharing platform
based on ESP is very necessary [2]. Yao Yao pointed out that the effective integration
of professional English vocabulary teaching and corpus technology enhances students’
confidence in vocabulary use in writing, and also improves the initiative of vocabulary
learning [3]. Therefore, this article is based on ESP-based intelligent online tourism
English model corpus construction research, which caters to the actual needs of English
corpus construction, has certain practical significance and research value.

This article mainly explores from these aspects. First, it explains what ESP theory
is and expounds its research status. Then it discusses the construction of the intelligent
online tourism English model corpus. In addition, the application of ant colony opti-
mization algorithm in the construction of intelligent online travel English model corpus
is also introduced. Finally, a questionnaire survey is conducted onwhether it is necessary
to build a corpus of intelligent online tourism English model, and the survey results and
analysis are obtained.

2 Research on Corpus Construction of Intelligent Online Tourism
English Model Based on ESP

2.1 ESP Theory and Research Status

ESP, or English for Specific Purposes, began in the 1960s. It refers to English related to a
specific job, profession, or purpose, which is the so-called English for Specific Purposes.
As a new subject field, its emergence is an inevitable social and historical development,
and it has many reasons for it.

ESP theory is based on the learner-centered teaching thought, and promotes the
development of teaching content and methods and learners’ learning goals and needs in
a harmonious and unified direction. It also emphasizes the authenticity of the content
of the teaching materials, the importance of the needs of learners, and the centrality of
students. Therefore, this theory has systematic and scientific guidance for the use of
English for specialized language teaching.

Many scholars agree that ESP should start from the needs of learners, and that ESP
should be related to specific occupations. At the same time, we can see the importance
of needs analysis in ESP teaching. Tourism English is produced in order to meet the
requirements of tourism development for the English level of tourism practitioners.
Therefore, understanding the needs of society and students is an indispensable link in
improving the level of tourism English teaching [4, 5]. The ESP is divided according to
the learning process of the learner, and the specific classification is shown in Fig. 1.
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Fig. 1. Classification of ESP

Through the various efforts of domestic and foreign scholars and experts, ESP has
achieved fruitful results in theoretical research and teaching practice, which has greatly
promoted the development of ESP, and ESP has becomemore andmore popular. Inmany
English-speaking countries and non-English-speaking countries, various educational
institutions have gradually formed a relatively complete ESP teaching and research sys-
tem, which not only provides ESP courses, but also focuses on ESP theoretical research
and English teaching, and awards corresponding diplomas [6, 7].

2.2 Construction of the English Model Corpus of Smart Online Tourism

The intelligent online travel English model, through the retrieval of relevant keywords
in the corpus, in the process of analysis and research, the language information required
by language learners is converted into recognizable sentence content, and converted into
readable, understandable expression to express Chinese with high accuracy. At the same
time, you can use the network platform to communicate with language learners online.
In addition, it also meets the user’s online translation and other functional requirements.

The corpus refers to the collection, sorting and classification of travel English infor-
mation required by users according to certain standards. Corpus construction is the core
content of Tourism English. It extracts textual information of items with the same char-
acteristics from the database according to the language needs of different users, and
on this basis, integrates and analyzes all data sets. The construction of the corpus is an
important link in the direction of intelligent development of tourism English. It mainly
includes the collection, sorting and storage of existing data, and thus the establishment
of related databases [8, 9].

The ESP-based intelligent online travel English model corpus is mainly divided into
three parts, including these parts. The first part is the database storage layer. The second
part is the process of data collection and analysis, involving basic knowledge of related
field classification and statistics. The third part is the keyword search module, data stor-
age, online retrieval and automatic update. Data storage means that users can query the
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corresponding content in the required file by entering relevant information; online trans-
lation includes operation processes such as text format conversion; automatic publishing
means that the document is sent to the database server after the system is completed, and
then Real-time tracking on this platform and feedback to the corresponding personnel.

The establishment of an intelligent tourism English corpus is a complicated process.
In the constructionof the intelligent tourismEnglish corpus, all items shouldbe classified,
and then the content should bemarked according to the functions that need to be provided
under different categories. The following methods can be used in the translation process.
First, the semantic method, since there is a certain relationship between the user input
information and the output information or has some similar attributes, a database table
and field set is constructed. Second, keyword retrieval, that is, analyze and organize the
corresponding keywords in the query table, and then store them in the corpus [10, 11].

On this basis, the user can query the desired content by entering relevant information.
The corpus then automatically extracts and online translation based on the information
entered by the user, and then sends the document to the database server after completion,
and finally converts the original text into a format that meets the requirements and can
be used for users to read or apply.

2.3 Application of Ant Colony Optimization Algorithm in the Construction
of Intelligent Online Tourism English Model Corpus

The ant colony optimization algorithm simulates finding the path of ants. In pathfinding,
ants leave pheromone on the path, and the pheromone generates positive feedback under
certain conditions, accelerating the formation of the optimal path. The ant colony algo-
rithm uses this principle to create positive feedback on the global level from individual
local information to speed up the optimization process. The ant colony optimization
algorithm is also a part of the intelligent optimization algorithm. By imitating natural
and biological phenomena, these optimization mechanisms are applied to optimization
calculations, and a new algorithm optimization is developed. This algorithm is derived
from random search, but it also has the ability to adapt to the environment [12, 13].

The intelligent embodiment of the algorithm has a certain degree of adaptability,
which can continuously adjust the search strategy according to the algorithm during the
search process to improve the search effect.Create different search strategies according to
different simulation situations. The information collectionmodel of ant colony algorithm
ismainly a strategy tomodify pheromone.With the development of ant colony algorithm,
the strategy of modifying pheromone has become more diversified. The ant colony
algorithm also has the intelligent characteristics of the intelligent optimization algorithm,
which helps the intelligent online travel English model corpus to improve the search
function section, continuously optimize, and promote the further development of the
corpus construction work. The specific calculation formula is as follows.

ψ l+2
ug = ψ l

ug · � + A/M (1)

O(y) =
b∐

u=2

Oyu (2)
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Among them, M is the path, ψ l
ug is the pheromone on the edge ug of the first

generation. � is the evaporation coefficient, which means that the pheromone will
decrease over time. A is a constant used to control the amount of pheromone change. yu
is the u-th component of y.

3 Questionnaire Survey on the Construction of the Corpus
of the Intelligent Online Tourism English Model

3.1 Questionnaire Design Process

The subjects of the questionnaire survey are 120 citizens of city B. Through the issuance
of online questionnaires or paper questionnaires, the collection and quantitative anal-
ysis of the information filled in by users are carried out to draw conclusions of the
questionnaire.

(1) In the preliminary preparation of the questionnaire, the number of questions should
be as concise as possible to avoid fatigue of the interviewees.

(2) Questionnaire delivery The questionnaire is distributed through online question-
naires, on-site questionnaires, and inviting friends to help ask friends and students
around them. A total of 120 questionnaires are distributed, 120 valid questionnaires
are returned, and the questionnaire recovery rate is 100%.

(3) Questionnaire analysis The collected questionnaire information will be sorted out
and the required information data will be obtained. Analyze the results of the ques-
tionnaire. The analysis results include citizens’ opinions on whether it is necessary
to construct a corpus of intelligent online tourism English models. Some of the
results obtained from the questionnaire are as follows.

3.2 Questionnaire Survey Content

The first part is the selection of 120 citizens of city B. The interviewees are divided into
teachers, students, translators and travel enthusiasts according to their work and hobbies,
and the necessity of constructing an intelligent online tourism English model corpus is
investigated.

The second part is to sort out the information collected in the questionnaire and
understand the attitudes of 120 citizens towards the construction of the intelligent online
travel English model corpus. Part of the questionnaire survey results are as follows.

4 Questionnaire Survey Analysis on the Construction
of the Intelligent Online Tourism English Model Corpus

This questionnaire survey divided the interviewed citizens into teachers, students, trans-
lators and travel enthusiasts according to theirwork and hobbies.A surveywas conducted
on whether it is necessary to build an intelligent online travel English model corpus. The
results of the survey are shown in Fig. 2 (Table 1).
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Table 1. Necessity of the construction of intelligent online tourism English model corpus

Project Teacher Student Translator Travel enthusiast

Very necessary 10 9 12 8

Necessary 12 10 10 11

General 7 8 6 7

Unnecessary 1 3 2 4
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Fig. 2. Necessity of the construction of intelligent online tourism English model corpus

It can be seen from Fig. 2 that among the 120 interviewees, a total of 82 people
indicated that it is necessary to build a corpus, while only 10 people indicated that it is
unnecessary. Among them, 22 of the translators expressed the need for corpus construc-
tion. It can be seen that most of the interviewed citizens believe that the construction
of the intelligent online travel English model corpus is necessary, and it occupies an
important position in translation and other fields.

5 Conclusion

In recent years, the tourism industry has developed rapidly, and tourism English has
become the focus of attention. With the popularization of Internet technology, tourism
English, as a new type of service language, has more and more applications, involving
all aspects of people’s daily lives. The construction of online corpus is to better improve
the service quality of online platforms. This article summarizes the application status
of the online travel English corpus and related materials. In addition, a questionnaire
survey was launched and the conclusion was reached: it is very necessary to construct
a corpus of intelligent online tourism English model. Therefore, this article builds an
intelligent online tourism English model based on the ESP corpus, studies the process
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of corpus construction, and is of great significance to the development and construction
of English translation work.
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Abstract. In the era of big data (BD), consumer behavior information is easier
to collect. Therefore, as a popular e-commerce (EC) industry, it is necessary to
use data mining (DM) technology to fully understand the needs of customers
and make related product recommendations. Therefore, from the background of
BD, this article uses DM methods to study user preferences that can increase the
sales and benefits of EC companies. The main methods used in this paper are
data collection method and experimental method. The application of DM in user
preferences and the personalized recommendation system of EC enterprises are
studied. The experimental results show that the design accuracy and coverage of
this system can reach data above 0.9 under a certain threshold, but there is still
an unstable phenomenon, and it is necessary to choose a good DM method for
further improvement.

Keywords: Big data · E-commerce companies · User preferences · Data mining

1 Introduction

In the context of BD, the mining of user preference data is becoming more and more
important. User preference refers to the user’s choice and decision after subjective judg-
ment on things or phenomena. Mining the needs and pursuits of users frommassive data
can effectively improve the sales performance of EC companies. Therefore, research on
user preference DM is a hot topic. This can not only promote the development of EC
enterprises, but also promote the best use of resources and achieve the effect of saving.

There are many theories on the application of DM in EC companies in the context
of BD. For example, Han Ying said that in the new era, the rapid development of the EC
industry can be said to provide EC companies with good opportunities and challenges
[1]. Geng Yang explores from the perspective of EC platforms, EC users and operators,
and analyzes online and offline EC [2]. Song Hao said that in the development of EC,
its commercial value has gradually become important [3]. Therefore, it is necessary to
study the DM of user preferences, which is beneficial to the development of business
and economy.

This article first studies the theories and technologies related to BD. Secondly, it
describes the function and process of DM. Then the user preferences were modeled and
explored, and finally a personalized EC recommendation system was designed, and a
test experiment was carried out to obtain the accuracy and average coverage.
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2 Data Mining Application of E-Commerce Enterprise User
Preference in the Context of Big Data

2.1 Big Data Theory and Technology

(1) BD theory

According to more and more research findings, corporate managers’ demand for BD
is gradually reflected in the control of competitive advantages, judgment of future trends,
personalized experience of products and services, and the co-construction of corporate
ecological environment. It can be seen that BD has a certain influence on the future
development of enterprises. In the face of massive data, data cleaning and data sorting
have become more complicated and diversified, which has given birth to the application
and development of BD technology. In the era of BD, finding complete data makes real-
time data extremely important. This is not only reflected in the data collection stage of
the BD processing process. With the support of cloud computing, stream processing and
memory analysis, a number of new algorithms have realized the real-time analysis and
processing of massive data. In addition to processing massive amounts of data, compa-
nies can also optimize analysis results through incremental data. With the use of BD
technology, the cost of data analysis has been reduced, and data processing resources
have become more abundant. The reports given by data analysis have timeliness, con-
tinuity and virtual visibility. Enterprises give full play to the advantages of low cost
of BD analysis, thereby obtaining more business model innovation opportunities and
increasing the commercial value of enterprise products and services. BD has realized
the efficient conversion from data to value [4, 5].

(2) BD technology

Companies can use BD as a massive information asset, and we can also artificially
think that BD is data with huge scale and complex format. From a technical point of view,
BD can generally use a computing framework with a hybrid architecture of Hadoop and
MPP distributed databases. BD technology has the characteristics of intelligence, self-
learning, visualization, virtualization, and dynamic distribution. BD can integrate data,
so that under specific circumstances, data modeling can be used to simulate and predict
the purchase habits of customers under different variables. BD technology can analyze
the reasons for customer loss, analyze customer behavior, analyze cost composition,
conduct financial analysis and risk prediction, and then based on the analysis results,
companies can provide professional and personalized products and services, using their
own data accumulation and external mass data, Carrying out targeted precision market-
ing, so as to meet the individual needs of customers at this stage with the relatively low
cost of data analysis in the era of relatively small data, and further realize the economic
value and social value of the enterprise. BD technology has become faster and more
accurate in processing massive data, and the cost of data analysis is lower. BD visu-
alization technology makes the operation and decision-making process of enterprises
more streamlined, accurate and visual. The introduction of BD technology can make
companies more efficient in resource allocation. Dynamic real-time data analysis can
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enable companies to balance the ratio of production and sales, reducing or even avoiding
business risks and product backlogs. On the whole, the impact of BD technology on the
business model of enterprises is all-round, involving all aspects of the business model
of enterprises [6, 7].

2.2 Data Mining

(1) DM function

DM is used to discover implicit and meaningful knowledge from the database. It
can discover broad knowledge through concept description, related knowledge through
association analysis, classification knowledge through classification and grouping meth-
ods, prediction knowledge through prediction methods, and gap knowledge through gap
detection [8, 9].

(2) DM process

1) Ask questions and clarify assumptions.
2) Data collection. The first is when the data generation process is under expert

control. In the second case, when experts cannot influence the process of data
generation, this method is called the “observation method” [10, 11].

3) Data preprocessing. In the observation environment, data is usually collected
from existing databases, datawarehouses, and datamarkets. Data preprocessing
usually includes at least two common tasks.

4) Model evaluation. Choosing and implementing the appropriate DM technology
is the main task at this time.

5) Explain the model and draw conclusions. In most cases, DM models should
help decision making.

(3) Application of association rules in user preferences

Association rules P ⇒ Q can be described in the form of expressions, where P and
Q are both non-empty itemsets. Two indicators are used to measure whether the rules are
interesting. The support of the rule P ⇒ Q is defined as the percentage of transactions
P ⇒ Q included in the database S. It can be expressed as:

Suppor(P ⇒ Q) = g(P ∪ Q) (1)

The confidence of the rule P ⇒ Q is defined as the percentage of transactions that
contain both P and Q in the transaction database S:

Confidence(P ⇒ Q) = G(Q|P) = support_count(P ∪ Q)

support_count(P)
(2)

Determine whether the items are related according to the confidence of the associa-
tion rules. That is to judge whether the user’s preferences are directly related from the
record of the user’s online purchase of goods.
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2.3 User Preference Modeling

In the context of the rapid development of big data, user preference data mining, as
an important e-commerce product development direction, has attracted more and more
attention. There are still many problems in e-commerce websites due to the fact that
the e-commerce market in our country is not yet fully mature and the analysis of user
behavior is not perfect. So how do we get user preferences?

(1) How to obtain

Explicit collection refers to a process that requires the use of user input to build a
model to capture user preferences. Behavior tracking requires users to log in for real-
time behavior interaction. Log crawling evaluates the pages that users aremost interested
in by analyzing the number of clicks on the website. Although this method cannot get
complete information, it can still get a lot of valuable things from it [12].

(2) Influencing factors

There are many factors that affect user preferences, such as the environment, social
networks, and perceived risks. Themost important of these is cost. 1) Economic capacity.
A person buying goods will consider his own economic strength and debt capacity. So
before shopping, you must consider the issue of funds before proceeding to the next
step. It is also necessary to understand the benefits of the product to consumers. This
is one of the prerequisites for online shopping. 2) Age, gender, etc. Different ages and
genders have different things you want to buy. Young people are more seeking brands,
and older people are more seeking benefits and health. Boys like to buy shoes, girls like
to buy cosmetics, clothes and so on.

(3) User modeling

1) User manual modeling
Users actively participate in modeling, enter information that expresses the

characteristics of the content or fill in a personal preference form, and view
topics of interest to them. The user participated in the entire modeling process.
This method is used when there is more demand for personalized services.

2) User example modeling
Compared with manual modeling, this method reduces user involvement

and the degree of need. After browsing the page, indicate whether the user is
interested in the page and how much he likes it. The system then collects the
comment pages and extracts keywords to create a user preference model.

3) Automatic user modeling
Many websites are currently using this modeling method. According to the

implicit exploration method, the user’s online behavior and online content are
tracked, and the user’s preferences are extracted.
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2.4 E-Commerce Personalized Recommendation System

(1) Classification
Due to different personalized requirements, the types of EC recommenda-

tion systems are also different. According to different levels of personalized EC
recommendation systems, they can be classified as follows:

1) Non-personalized recommendation system: The recommended content is the
same for each user.

2) Semi-personalized recommendation system: Recommendations are generated
based on different behavior records of each user. This type of recommendation
system generates a recommendation set based on the user’s purchase record
information or the user’s browsing record information. The technology usually
used is the association rule, and the content recommended to each user is also
different.

3) Fully personalized recommendation system:The systemwill automatically save
different historical information of each user, such as registration, rating, brows-
ing information, etc. The recommendation system will combine the historical
information between the current user and other users for analysis and compar-
ison, and finally produce a completely personalized recommendation result.
This type of recommendation system is the most complete and has the highest
degree of personalization.

(2) Effect
EC recommendation system can provide customers with product information

intelligently. It is a new form of service that can simulate the process of sales
staff helping customers complete the purchase. Its functions include: promoting
website viewers to become buyers, enhancing user loyalty of EC sites, enhancing
cross-selling capabilities between various sites, and optimizing EC sites.

(3) Recommended system design
The mining part is performed offline and is mainly divided into two stages.

The first stage is data preprocessing. The raw data passes through the data prepro-
cessing system. After data cleaning, user identification, session recognition, path
supplementation and other steps, the original large amount of rough data is sorted
into clean, accurate, and helpful data for mining. Then store it in the database. The
second stage is pattern mining. The classification system classifies the data in the
database, and then stores the mined patterns in the pattern library.

The recommendation part is carried out online and is mainly divided into three
parts: data collection, pattern matching, and pattern recommendation. Data collection is
to collect and store the interactive information between users andEC sites in the database.
Pattern matching is to match the current user’s behavior model with the model in the
pattern library according to the user’s browsing behavior information, so as to find the
best pattern. Finally, the recommendation system makes intelligent recommendations to
the user according to the matched pattern. The specific process is shown in Fig. 1:
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Fig. 1. Recommendation structure of E-commerce system based on data mining

3 E-Commerce Personalized Recommendation System Test

3.1 Test Data Set

The data set is the data set used to train and test the new system. As actual system data, it
is important to verify and verify data records before actual system use. The type of data
set depends on the type of application and the selected domain. The data selected for
testing in this article is information from users who purchased books online. Therefore,
the data comes from the book cross. The demonstration of the data set provides graphical
information, and the data part of user privacy is anonymous.

3.2 Recommendation System Evaluation Indicators

Accuracy, the accuracy of scoring prediction is calculated by the root mean square error.
TopN is a personalized recommendation list provided to users when the website provides
recommendation services. Coverage describes the ability of the recommender system to
extract items.

3.3 Test Process

Click the settings menu, set User Similarity Threshold to 0.8, Item Similarity Threshold
0.8, Predicted Scoring Threshold 1, Scoring Matrix Spasity 0.79, nearest neighbor num-
ber 10, item category number 10, user category 10, recommended N Top 3, and save
the settings. Then click on the recommended test, select the predictive analysis method,
enter the user ID and project number, and click on the project’s estimated score. In order
to verify the accuracy of the association rule algorithm that combines item pooling and
user pooling, various thresholds are set to test the accuracy and average coverage of the
test recommendation system.
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4 Test Analysis

4.1 Accuracy and Average Coverage Data Analysis

According to the test results of the system, this paper obtains the accuracy and coverage
under different thresholds. This article uses the first 8 sets of data for analysis, and the
specific data is shown in Table 1:

Table 1. Accuracy and average coverage data

Accuracy rate Average coverage

0.1 0.91 0.95

0.2 0.87 0.88

0.3 0.76 0.81

0.4 0.72 0.74

0.5 0.68 0.67

0.6 0.61 0.64

0.7 0.54 0.57

0.8 0.49 0.5

0.91 0.87

0.76

0.720.680.61

0.54

0.49

0.95
0.88

0.81

0.74

0.67

0.64

0.57

0.5

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Accuracy rate

Fig. 2. Accuracy and average coverage data

As shown in Fig. 2, we can see that the highest accuracy is 0.91 and the lowest is 0.49,
and it decreases as the threshold continues to rise. The average coverage rate reached
0.95 at the highest and 0.5 at the lowest, and it continued to decrease as the threshold
changed. Accuracy is also related to changes in coverage, and the two complement each
other.
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5 Conclusion

WhenDMstudies user preferences, itmainly analyzes and processesmassive and regular
data based on a large amount of incomplete and unstructured information. In the con-
text of BD, EC companies conduct effective demand surveys on massive commodities
and consumer consumption intentions, discover potential problems that may exist, and
then determine marketing strategies based on this information. Through these means,
the healthy development of EC companies can be promoted. According to the system
designed in this paper and the test results, it is found that the accuracy and coverage of
the system designed in this paper have a strong correlation with the threshold, so it is
necessary to improve the function of the system to ensure the accuracy and coverage of
the system.
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Abstract. In vocational education, English education plays an increasingly
prominent role and significance. Analyzing the data generated in English edu-
cation through data mining technology can help teachers carry out targeted teach-
ing better and help students find problems in learning. This paper focuses on the
impact of datamining onCollege English teaching. Combinedwith the datamodel
of the cloud platform, four types of data are extracted from the platform, namely
the initial scores of the students, the test scores of the students after the experi-
ment, the control group and the experimental group before and after the test, the
degree of preference for English courses, learning interest, independent learning
ability and cooperative learning. The survey data of ability, etc., and the survey
data of the experimental group’s adaptability to the teaching model of “learning
by learning” supported by educational big data. Classroom teaching observation
provides a guarantee for the reliability of the experiment. During the observa-
tion, the subjects were not informed in advance. Therefore, the subjects behaved
naturally, reflecting the real phenomenon of ordinary English listening classes.
Under the assumption that the variances are equal, the P value of the mean T test
is 0.117 far greater than 0.05, indicating that there is no significant difference in
the performance of the two classes. The results show that improving the college
public English teaching syllabus and formulating college public English educa-
tion policies that conform to the trend of the times have very important practical
significance.

Keywords: Data mining · Data analysis · College English · Teaching data

1 Introduction

China has entered an era of rapid development, and its economic and cultural develop-
ment is at the advanced level in the world. It will also bring a variety of contradictions
and problems, and complex. As college students in this new era, their world outlook,
outlook on life and values have not yet been formed. If they do not have the correct
concept of right and wrong and the ability to distinguish, they can not distinguish a
variety of mutual impact values, and can not make the right choice and choice.

This paper investigates the current situation of professional English Teaching in
Colleges and universities, and studies the teaching plan of professional English reform
according to the theoretical guidance of pedagogy, so as to make it meet the needs of
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agricultural development [1]. It also puts forward that in the process of professional
English teaching reform in higher vocational colleges, new methods should be used
to improve the teaching level of professional English and make students have good
quality, So as to cultivate compound talents [2, 3]. There is a close relationship between
language and culture, and the differences of knowledge in different cultural backgrounds
will lead to students’ difficulties in oral output [4, 5]. Only by understanding the cultural
background of these countries can we have a profound understanding of their life style,
religious belief, way of thinking, values and aesthetic taste [6, 7], which will also help
to improve their language ability [8]. Combined with the analysis of relevant scales, this
paper discusses the value of this model in stimulating students’ learning motivation and
improving academic performance, and demonstrates the feasibility and necessity of this
model [9, 10].

As an important part of China’s education system, vocational education itself has
strong practical requirements, but in the actual teaching work, it plays a relatively small
role in improving students’ practical ability. Through the current English teaching reform
in higher vocational colleges, we can solve the problems of passive learning and passive
learning of higher vocational students, and let students master the learning mode of inte-
grating professional skills and English knowledge. To a great extent, it can enhance the
enthusiasm of students to participate in English practice teaching, improve the partici-
pation of vocational students in English learning, and effectively improve their learning
efficiency.

2 English Teaching in Colleges and Universities

2.1 Data Mining Technology

In the Internet, each user can create and send their own information through the human-
computer interface, forming a flow of information, which can be transferred, processed,
analyzed and stored in the Internet through the invisible flow way. This is a kind of
information exchange with individual users as the information source; other users who
can establish a network connection relationship with the information source in the Inter-
net can receive this information through the information presentation of the information
flow interface. The traditional teaching mode mainly focuses on Teachers’ explanation
and students’ acceptance. Teachers play a leading role while students learn passively.
Education big data makes it possible for teachers to obtain all kinds of process data
information of each student. Teachers can understand the characteristics of each student
and have insight into the needs of all students under the support of platform data, so as
to effectively guide students’ learning, diagnose and solve students’ problems, and truly
realize personalized learning.

The motion equation of the general linear model multi-agent system is:

ẋi(t) = Xxi(t) + Yui(t), i = 1, 2, ..., n (1)
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The specific form of control input is:

ui(t) = −
∑

j∈Ni(t)

∇qiψα

(∥∥qi − qj
∥∥
σ

)
−

∑

j∈Ni(t)

aij(t)(pi − pj) + c1(qr − qi) + c2(pr − pi)

(2)

Among them, c1, c2 > 0, qi and pi are the position vector and velocity vector of
agent i, respectively.

In order to generate repulsive force between the two agents, a new artificial potential
function is redefined, and its expression is:

ψβ(z) =
∫ z

dβ

φβ(s)ds (3)

Among them, φβ(z) is the force function.

2.2 Industry English

In the whole process of education, we need to integrate the relevant professional vocab-
ulary and professional knowledge with the major. It is also a feasible way for the public
English teaching objectives to meet the needs of social talents. Through English practice
teaching, it can effectively provide a broader development space for higher vocational
students. Teachers’ professional development is not only teachers’ personal behavior,
because it is not the ability of individual teachers to achieve, so we should start from the
school level, realize mutual learning and unified management, at the same time, all kinds
of learning and training need financial support, which also requires the school leaders
to adjust the management mode and give certain financial support.

3 Industry English Teaching Experiment

3.1 Data Collection

Supported by education big data, the teaching mode of “teaching by learning” has been
practiced in junior high school English class for one semester, and about 100t of data
has been stored on the cloud platform. Combined with the data model of cloud platform,
four types of data are extracted from the platform, which are the students’ initial scores,
students’ test scores after the experiment, the survey data of the control group and the
experimental group on their liking for English courses, learning interest, autonomous
learning ability and cooperative learning ability, and the survey data of the experimental
group on the adaptability of the teaching mode of “teaching by learning” supported by
big data.

3.2 Statistical Analysis

Classroom teaching observation provides a guarantee for the credibility of the experi-
ment. The observation did not inform the subjects in advance, so the subjects behaved
naturally, reflecting the real phenomenon of English listening class.
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4 Discussion

4.1 Teaching Effect

The difference test of the final scores between the control class and the experimental class
is shown in Table 1. Under the assumption of equal variance, the p value of meant test
is 0.117, which is far greater than 0.05, indicating that there is no significant difference
between the two classes. But the average score of the students in the control class is
75.31 and the average score of the students in the experimental class is 81.28. Enterprises
and training classes should participate in practice, integrate professional knowledge in
the process of language learning, and attach importance to practice in the process of
classroom teaching, so as to help students and solve their practical problems in English
language application.

Table 1. Difference test

Class N Mean value Standard deviation Standard error of mean

Pre test of experimental
class

51 71.780 15.559 2.196

Post test of experimental
class

51 81.280 12.659 1.796

4.2 Analysis of Teaching Mode

The students’ interest in learning English is shown in Fig. 1. From the figure, we find that
some vocational college students are willing to learn English subjectively, and realize
the importance of English learning, which has practical significance in academic and
employment. But there are still 18% of the students do not want to learn English, com-
pletely lost interest. There are significant factors in English achievement and auxiliary
tool of film and television materials in English learning, film and television resources
in English teaching and the improvement of English teaching environment, and English
learning methods. There are no significant differences between gender and instrumental
factors of film and television materials in English learning, between film and television
resources in English teaching and the improvement of English teaching environment,
and between ways and methods of English learning. There is no significant difference
in the auxiliary tool factor of film and television materials and the method factor of
English learning between major and English learning, but there is significant difference
in the promotion factor of English teaching equipment and environment. The scientiza-
tion of college foreign language education policy is reflected in the fairness of foreign
language education policy-making process, the rationalization of language planning and
the conformity of curriculumwith the law and performance of language development. In
different links, modern science and technology should be used as far as possible to ensure
that the operation and function of each link can be brought into full play. This is an edu-
cation system based on the socialist planned economic system and social management
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mode. In the early stage of large-scale economic construction, this strict government
plan can better ensure that education is in line with the development of economy and
society, so as to better realize the goal of education public interest.
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Fig. 1. Students’ interest in learning English

The time for students to learn English every week is shown in Fig. 2. According
to the data, 92.3% of the students study English less than one hour a day, of which
70.3% study English less than five hours a week; only 7.7% study English more than
nine hours a week. These data show that students generally do not pay attention to
English learning, and only less than one tenth of students are willing to spend time
and energy on English learning. Many English teachers actively learn the theoretical
knowledge of English listening strategies. In English listening training, many teachers
begin to enter the classroom and guide students’ listening practice. And actively explore
effective measures to improve students’ English listening level. In addition, a campus
English corner can be set up to provide students with extra-curricular activities related
to English, such as watching original movies, watching English programs and listening
to English songs, so that students can have more opportunities to contact English and
build a platform for them to learn and use English. The anxiety of college students in
the process of English learning is an important factor affecting the development of their
language ability and the improvement of their English level. Therefore, teachers should
not attack students, but be full of love, fully respect students’ personality, try every
means to stimulate students’ learning enthusiasm in teaching, and strive to cultivate
their self-confidence, so that students can find and play their potential.
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Fig. 2. Time of students learning English every week

5 Conclusions

The era of big data has brought huge opportunities and challenges to social media.
Guide and promote the subject to establish reasonable value orientation, deconstruct
and eliminate unreasonable value orientation. Improving the quality of English teaching
and adapting to the needs of the vocational education system for talents in the new era is
the fundamental purpose of the evaluation of higher vocational English teaching quality.

Schools should increase their investment in industry English teaching, update equip-
ment, introduce modern information technology, and combine online and offline teach-
ing, so that learning is not confined to classrooms and classrooms, and should break the
time and geographical constraints to create more for students learning opportunities.

For most advanced level learners who can use English proficiently, they should
choose some video materials that are highly applicable and interested in themselves,
which can help them understand English culture and cultivate their English thinking
style.
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Abstract. Science fiction is the most successful art form that combines science
and technology with literature. It focuses on the profound impact of technological
development on natural ecology and human civilization. After a long course of
more than a century, Chinese science fiction has gradually evolved from naive to
mature. The expansion of writing themes, the improvement of writing methods,
and the continuous expansion of creators and readers have greatly improved the
quality and scope of Chinese science fiction. At the same time, the development of
science and technology and the introduction of western ideas such as philosophy
and ecology have had a profound impact on the development and development of
Chinese science fiction. This article aims to study the realization of the character
analysis algorithm of science fiction characters based on text information, and to
understand the dialectical understanding of the influence ofChinese science fiction
on science and technology in different eras. Through a large number of literature
readings and experiments, this paper has thoroughly studied the realization of the
algorithm of character analysis of science fiction characters by text information,
summarized the influence of science fiction characters’ personalities, and used the
text information mining algorithm to analyze the characters of science fiction nov-
els, and designed science fiction. Flowchart of text mining for character analysis
of novel characters. At the same time, using Chinese traditional culture, Western
philosophy and other related theories to study the reasons for changes in scientific
and technological concepts and make evaluations, it has certain reference value
and practical significance for the study of Chinese science fiction and human social
practice.

Keywords: Text information · Science fiction · Character analysis · Algorithm
research

1 Introduction

Because science fiction is the literature most closely related to science and technology,
and the development and progress of science and technology is the inexhaustible source
of science fiction, so science fiction writers are more sensitive to the pros and cons
of science and technology [1, 2]. In the past, a large number of new generations of
sci-fi writers have emerged in the Chinese sci-fi world, bringing a large number of
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outstanding scientific and technological works and art critics to the Chinese sci-fi world.
They no longer use science as a tool to “populate scientific knowledge” and no longer use
technology. Treated as an artifact. Instead, science fiction writers adjusted their “science
and technology vision” to explore science fictionwith a larger andmore ambitious vision.
Science fiction writers think about science and technology, treat science and technology
dialectically, reflect on deeper character issues and the living environment of the science
and technology era, and embody a strong sense of humanism [3, 4].

In the field of science fiction development, many experts and scholars have con-
ducted a lot of research and achieved good results. For example, V Friedrich proposed
that Western science fiction should also be historical and temporal. The author care-
fully shapes place rather than positioning in time and space, imagines the future and
reshapes history in a relative historical concept. However, whether it is Both remake and
destruction occur in a time and space relatively separated from the real world, which is
an extension of utopian novels in the world of science fiction [5]. Persson AB believes
that the difference between the new generation of Chinese sci-fi writers is that the new
generation of sci-fi writers is a review of real history. The past described in the novel is
not a virtual world in the back sky, but the fragments and characters of Chinese history
that readers are familiar with [6].

The development of Chinese science fiction for more than a century has brought
us many works, which have become the mainstream trend. Due to the technological
background of social development and the unique “seeking truth from facts” nature of
science fiction, the creation and development of Chinese science fiction is a scientific
and technological perspective with the reality of the times and context [7, 8]. Science
fiction is not only related to the construction of Chinese literary theory, it has guiding
significance for our social practice, but also has a certain practical significance. This
article proposes a comprehensive research method that more systematically presents
the specific manifestations of scientific and technological concepts in Chinese science
fiction. Combining the context of the times, it examines the different attitudes to sci-
ence and technology in different development periods of Chinese science fiction, and
deeply reflects and criticizes the negative impact of the development of science and
technology on the natural environment, social order and character. Compared with the
existing research results, this article explores the roots of the formation of scientific and
technological concepts from Chinese traditional cultural thoughts, Western philosophy
and ecology, and puts forward new requirements for the further development of Chinese
science fiction. It is hoped that the further development of Chinese science fiction will
reflect A unique and highly humanistic spirit and a focus on reality.

2 Science Fiction and Text Information

2.1 The Influence of the Character of Science Fiction

(1) For people who were born in a natural environment and grew up in a social environ-
ment, changes in nature and society have a profound impact on everyone’s person-
ality. From the awakening of people’s “self-awareness”, they gradually become the
masters of all ecology. As science and technology become a key tool to transform
the natural society, humans themselves as subjects have undergone major changes.
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This change is reflected in the fact that technology has not only improved the mate-
rial living conditions of the rich, but more importantly, the human spiritual world
has undergone earth-shaking changes. Especially with the emergence of private
property, people gradually developed “selfishness” and “greed”, exposing some
ugly aspects of characters. As the industrial revolution, wars, religious reforms,
and cultural ideas are rapidly pulling the gears of society, we must admit that the
personalities of the characters are also changing. In this beautiful residence created
by technology for us, the material level has indeed improved, but the spiritual level
has brought many problems [9, 10].

(2) Technology has brought the convenience of Internet communication, but it hasmade
the characters more indifferent. When it comes to the relationship between tech-
nology and people, character characters seem to be particularly important. The new
generation of science fiction writers believe that modern society is changing very
fast, and technology plays a very important role in this process. Different character
characters represent different people’s psychology. The technological changes in
people’s minds are very limited in traditional literary writing, so a new literary form
is needed to describe the current state [11, 12].

(3) Science and technology have brought rationality to human development from a crit-
ical perspective. At the same time, from the perspective of reality and humanity, pay
attention to the impact of technology on human nature. The development of science
and technology has given birth to the arrival of a networked information society,
and the application of networked information technology has greatly affected our
way of life and work. People bathed in the “information ocean” can use their minds
more flexibly and quickly hold wealth and power firmly in their hands.

(4) With the advent of computer networks, the world has not only become smaller, but
also more colorful. Network information technology has played an indispensable
role in the development of society, politics, economy and culture. For individuals,
it broadens people’s horizons, broadens the platform for people to communicate
with each other, and creates a new way of virtual existence. Through the Internet,
people can cross the boundaries of time and space and communicate with others
anytime, anywhere. In the era of information explosion, the Internet has become
an indispensable device for netizens. However, if we are immersed in the beauty of
the Internet, we cannot ignore its impact on the other side of our lives.

2.2 Gini Index Algorithm Based on Text Mining

In order to study the character of science fiction characters in depth, this paper uses
the Gini index algorithm of text mining in text information to analyze the character of
science fiction characters. A basic method for selecting the most typical attributes of a
document category from a large number of science fiction character data text sets is to
evaluate the selected text of the science fiction character character. As far as the effect of
character classification in science fiction is concerned, one of the most commonly used
methods to quantify the effects of various characteristics of science fiction characters is
the measurement of the Gini index. Suppose that word A has a label of type F, and the
correspondingweight is T1(A), ...TF (A), that is, the higher probability that the document
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belongs to the nth category is Tn(A). Therefore, the Gini index of word A is represented
by S (A) as follows:

S(A) =
F∑

n=1

Tn(A)
2 (1)

T
′
n(A) = Tn(A)/Tn

F∑
m=1

Tm(A)/Tm

(2)

Among them,
F∑

n=1
Tn(A)2 = 1, the value range of the Gini index S (A) for character

analysis of science fiction characters is in the range of (1/F, 1). If the value of S (A) of the
character data of science fiction characters is larger, it means that the resolution of the
word F is higher. The basic idea of the Gini index algorithm for analyzing the character
text mining of science fiction characters is to evaluate the impact of each text element
of the character analysis of science fiction characters on the character classification
performance of the character analysis of science fiction, the higher the purity of the text
classification of the character analysis of science fiction characters, Which means that
the better the attributes of the character data of science fiction characters are selected for
analysis.

3 Experimental Simulation

3.1 Experimental Background

In order to study the character of science fiction characters in depth, this paper uses the
textmining technologyof text information to analyze the character of sciencefiction char-
acters, and designs the flow chart of the text mining system of science fiction characters.
The text mining of science fiction character character analysis refers to extracting mean-
ingful and valuable science fiction character character information from a database of
many unstructured science fiction character character text resources to identify patterns
such as classification and grouping. Generally speaking, it is to make computers recog-
nize natural language like human beings. The general process of text mining technology
is shown in Fig. 1:
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Fig. 1. Basic process of text mining

Figure 1 is a flow chart of the character text mining system for science fiction char-
acters, including text preprocessing, feature separation, feature selection, text rendering,
pattern recognition and so on. The text preprocessing of the character data of science fic-
tion characters is mainly to filter out irregular or useless information in the character data
of science fiction characters, so as to provide a prerequisite guarantee for the identifica-
tion step of the character analysis mode of science fiction characters. After preprocessing
the character data of science fiction characters, it is generally the text characteristics of
the character data of science fiction characters. Textual demonstration of character data
of science fiction characters. Extracting data from science fiction characters is to trans-
form unstructured information into structured vectors. Before the presentation of the
character data of science fiction characters, science fiction needs to go through the func-
tion selection. The function selection of the character data of science fiction refers to the
removal of some useless data to reduce the dimensional characteristics of the character
data of science fiction characters.

4 Experimental System Data Test

4.1 System Adaptation Test Parameter Analysis

The following are three experimental groups (Group 1, Group 2, Group 3) tested the
data of the adaptability of the science fiction character text mining system A1 ~ A3. The
experimental data is shown in Table 1.

Table 1 is the simulation parameter table of the adaptation test of the science fiction
character text mining system. From the table, we can see the science fiction character
text mining system A1–A3 tested by the three experimental groups (Group 1, Group 2,
Group 3) The degree of fitness. The adaptation test of the science fiction character text
mining system is to test the adaptation degree of the science fiction character data and
the system. The larger the test data, the higher the adaptation degree of the science fiction
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Table 1. System adaptation test parameter setting

Fit test Group 1 Group 2 Group 3

A1 0.66 0.85 0.75

A2 0.98 0.61 0.63

A3 0.74 0.79 0.84

character data to the system. The data of the character text mining system for science
fiction characters are all above 0.6, indicating that the adaptation test of the character
text mining system for science fiction characters has a high degree of adaptation to the
system.

4.2 Analysis of System Safety Test Parameters

As shown in Fig. 2, the following is the safety test data of the science fiction character
text mining system F1–F3 tested by three experimental groups (Group 1, Group 2, Group
3).

Fig. 2. System safety test parameter analysis

Figure 2 is a safety test parameter diagram of the F1–F3 character text mining system
for science fiction characters. From the figure, we can see the security situation of the
character text mining system F1–F3 of science fiction characters. Among them, in the
security of the science fiction character text mining system tested by the text mining
system, the F1 system has a security of 0.73 for the first group, 0.79 for the second
group, and 0.81 for the third group; with a text mining system The security of the tested
science fiction character text mining system. The F2 system has a security of 0.67 for
the first group, 0.83 for the second group, and 0.73 for the third group; the character of
a science fiction character tested by the text mining system In the security of the text
mining system, the F3 system has a security of 0.78 for the first group, 0.74 for the
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second group, and 0.78 for the third group. The three sets of security data in the security
of the science fiction character text mining system tested with the text mining system
are higher, indicating that the system’s data is safer.

5 Conclusions

Science fiction is a kind of “newborn” novel, which is closely related to real life like
other literary genres; the difference is that science fiction is a science-based and evolving
imaginative art, and its historical process may involve scientific knowledge. Popularize
and use scientific logical reasoning. The characters in science fiction have distinctive
characteristics, lively and active, and they have intelligent brains. Through a large num-
ber of literature reading and experiments, this article has done an in-depth study on
the realization of the character analysis algorithm of science fiction characters based
on text information, and summarized science fiction. The influence of the character’s
personality, the Gini index algorithm of text mining in the text information is used to
analyze the character of science fiction characters, and the flow chart of the text mining
system of science fiction character’s character is designed. Although science fiction is
not a professional book to explain scientific knowledge, it can arouse people’s inter-
est in science, promote scientific innovation, and promote the development of science;
it can also inspire people to correctly understand the shortcomings of technology, use
technology correctly, and view the impact of technology accurately; Even to a certain
extent, science fiction can give people dreams, enlightenment and power. Therefore, it
is particularly important to promote the development of science fiction in the Chinese
literary world.
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Abstract. As an emerging computing model, cloud computing has developed
rapidly in recent years due to its convenient management, low cost, dynamic
growth of storage space and no need to purchase storage equipment. The purpose
of this article is to study the application of massive data retrieval technology based
on cloud computing. First, it introduces the field of cloud computing data storage
and retrieval mechanism in three aspects, including data storage technology, data
organization and management, and data retrieval technology. After that, the basic
idea of solving the problem in this article is put forward, namely, the construction
environment of cloud computing, and then the solution is introduced by establish-
ing a keyword-based content retrieval index model. Finally, the effectiveness of
the algorithm is verified by comparing it withmultiple algorithms on different data
sets. If the index is established, the average insertion speed is about 162 m/s, and
the average single-node insertion speed is 27 m/s due to Observer interception,
index creation, and more time for index data to be inserted into the table. That is
to say, indexing makes each node the average insertion speed is 3 m/s slower.

Keywords: Cloud computing · Massive data · Retrieval technology · Cloud
database

1 Introduction

The development of the Internet makes network security attacks happen frequently, and
network spam also occupies a certain proportion of storage space [1]. In traditional
databases, in the face of the rapid increase in data volume, people have adopted different
strategies to deal with them. Cloud database is a general term for the storage services
provided by cloud computing for users. It has the advantages of cloud computing and,
compared with traditional relational databases, the advantage of cloud database is: from
the perspective of storage space, a large table stored in a traditional database is divided
into several small tables and stored in each sub-node [2, 3]. From the perspective of query
time, the same query request can be executed in parallel in multiple child nodes, thereby
reducing the time required for query. With the rapid development of cloud computing
technology after its emergence in China, companies have seen the advantages of cloud
databases and deployed cloud database architectures such as Baidu Cloud and Huawei
Cloud [4, 5].
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In the cloud computing environment, the retrieval of massive ship fault data is easily
interfered by association rule items, and the fuzzy clustering of data retrieval is not
good. In order to improve the efficiency of ship fault diagnosis, Zhang S invented a
complex query support based on the cloud computing environment Retrieval technology
of massive ship fault data. The vector quantization feature coding technology is used to
analyze the distributed storage structure of themassive ship fault data, and the segmented
adaptive regression analysis method is used to analyze the frequency spectrum feature of
the massive ship fault data. The quantitative recursive analysis model is used to extract
the massive ship fault data [6]. Internet person searches usually return pages related
to several different names with the same name. Wei Y proposes a new web model for
character data extraction without template, and uses the Dirichlet ProcessMixturemodel
to solve the name disambiguation problem. The results show that theirmethodworks best
on web pages with complex structures [7]. Therefore, it is of great practical significance
to assist indexing for data retrieval technology on massive data [8].

Based on the research results of real-time database systems and the core technology
of cloud computing, this paper focuses on solving the problems of massive real-time
data storage, retrieval, backup data distribution, consistency repair, and system dynamic
expansion in a distributed environment. It is based on the existing real-time database
technology on the basis, after transformation and innovation, the “distributed real-time
database data storage and retrieval mechanism based on cloud technology” has been
researched and realized. Finally, this paper designs experiments to verify the performance
of retrieval using RowKey as the primary key, the establishment of secondary indexes,
and the performance of Impala and Hive data query, and the comparison and analysis
of the results confirm that the above design ideas can be achieved by the massive data
retrieval technology of cloud computing And better than expected goals [9].

2 Research on Retrieval Technology of Massive Data Based
on Cloud Computing

2.1 Cloud Computing Data Storage and Retrieval Mechanism

(1) Data storage technology

Data storage mainly implements functions such as distributed storage and redundant
backupof real-timedata sent to the server cluster.High-performance data storage divides,
isolates, and abstracts distributed storage into interfaces and single points by using and
distributed communication service platform [10].
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The snapshot subsystem realizes the rapid reception of data sent from multiple col-
lectors to the server cluster. After unpacking, the control group state information obtains
its corresponding bit number and then forwards the data to the designated server node
or performs local processing [11, 12].

(2) Data organization and management

The organization and management of data sets distributed characteristics and real-
time requirements, and designs the data organization andmanagement plan in the system.
The design is mainly divided into three parts.

The data point identification design realizes the combination of global management
and local management of data points, and can quickly realize data positioning.

The design of the data recording unit has designed the smallest unit of system data
operation in accordance with the characteristics of real-time data.

The “versioned” data management mechanism is a mechanism suitable for dis-
tributed real-time data storage and retrieval based on the design of data points and
data recording units, and assists in multiple redundant backups and data consistency
restoration.

(3) Data retrieval technology

Data retrieval mainly realizes the efficient retrieval of data under the distributed
architecture. It uses the distributed communication service platform to distribute retrieval
tasks and isolates complex associations betweennodes.The research focus is transformed
into current node data retrieval, which is mainly divided into data retrieval algorithm
data retrieval research The work mainly includes two parts: data query algorithm design
and cache area management.

The data retrieval algorithm has designed a data retrieval structure and query algo-
rithm for the “versioning” of the data, so that the data retrieval has good real-time
performance.

The cache area management selects the page replacement algorithm and sets the
parameters according to the system query characteristics to ensure a high hit rate and
improve query performance.

2.2 Cloud Computing Environment Construction

(1) Hadoop distributed cluster construction. In the cloud computing environment, the
master node master is used to manage each sub-node slave, and the NameNode running
on the master node manages and controls the DataNode of each sub-node. The test
environment of this article is three virtual machines with ubuntu11.10 operating system
built on a WindowsXP computer. Under the initial conditions, one virtual machine is
used as the master (hostname is named ubuntu11), and two virtual machines are used as
child nodes (the hostname is named ubuntu112 and ubuntu113 respectively).

Installing the Hadoop cluster cloud environment generally includes installing JDK,
installing SSH to achieve passwordless access between master and slaves nodes, and
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installing Hadoop. Considering the stability of Hadoop, this article uses version 0.20.2
and its corresponding JDK version 6u20-linux-i586.bin.

2.3 Keyword-Based Content Retrieval Index Model

There are only two data retrieval methods in HBase. One is to execute the query through
the get party based on the known key information, and the other is to traverse the data
table and obtain the data without knowing the key information through the scan method.
If you search based on keywords in the HBase database, you can only match one by one
through the scan method, which is an extremely time-consuming operation in a massive
data environment. This article uses another form to realize data query for keywords. First
obtain the user’s input sentence content, and divide the content into keywords through
the Analyzer; then query the index document according to the or relationship between
the keywords. If there is no corresponding record, it will directly return to inform the
user that there is no relevant information, otherwise Search for documents named with
keywords to obtain the corresponding RowKey information, thereby obtaining complete
data information.

In the HBase cloud database, the data is stored in the distributed file system HDFS,
and the query efficiency for RowKey is very high. However, the query for non-RowKey
needs to traverse the data table, and the query efficiency is extremely low. In order to
improve the efficiency of keyword retrieval for the Weibo content stored in HBase, the
main stages of semantic analysis, index construction, index storage, and query execu-
tion based on the index are added. Although these four stages will increase additional
overhead, the query can be converted into a query that obtains tuple information based
on RowKey, and the four stages only need to be established once, and the index main-
tenance of existing data will no longer be involved in future queries related work. In
the index maintenance process, each child node maintains the data stored on it, that is,
Region and Index have a one-to-one relationship.

3 Investigation and Research of Mass Data Retrieval Technology
Based on Cloud Computing

3.1 Experimental Procedure

To test the data insertion performance before and after the establishment of the secondary
index for HBase, the experiment uses two clients, and the amount of data used is 10G,
20G, 30G, and 40G. At this time,Memestore is set to 128M by default. The experimental
steps are as follows: continuously insert log data into the first client; continuously insert
data into the second client and enable the coprocessor to create indexes; record the time
it takes for each amount of data to be inserted separately; draw based on the above data.
The expected goals of the experiment in this article should follow the requirements of
the project. The time requirement for data storage is to insert more than 35,000 data per
second, that is, the insertion speed is above 20 m/s. The response time requirement for
data retrieval is that the average access load time of 100,000 data records is within 1 s.
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3.2 Data Preprocessing

Data integrity: The SEMSS scheme can protect data privacy. For all polynomial time
attacks, the retrieved encrypted data and related encryption keyswill not reveal any infor-
mation about related keywords. The hash function H is anti-collision, and is negligible
for any polynomial time probability algorithm A, as shown in formula 1:

Pr[(x.y) = A(lk ,H ) : x �= y ∧ H (x) = H (y)] (1)

RBT is the optimal strategy for the RDT structure, because RBT contains the optimal
(and also the largest) number of RAT tree structures. If the blocks di and dj are related or
are often used by MapReduceJob, di and dj should be stored in physically close racks,
as shown in Eq. 2:

dis(Ti,Tj)∞ 1

sim(di, dj)
(2)

4 Investigation and Analysis of Mass Data Retrieval Technology
Based on Cloud Computing

4.1 Data Insertion Performance Before and After Secondary Index Based
on Cloud Computing

The results of the data insertion performance before and after the establishment of the
secondary index in HBase are shown in Table 1. Comparative analysis: the abscissa in
the figure is the amount of data, the statistics are in GB, the ordinate is the time, and the
unit is seconds. It can be seen from the figure that in the case of 4 nodes inserting less
than 20 GB of data in parallel, if HBase does not build an index, the average insertion
speed can reach about 155 m/s, and the average insertion speed of each node can reach
30 m/s.

Table 1. Data insertion performance before and after the establishment of secondary index in
HBase

The amount of
data

Indexed HBase HBase not
indexed

10G 49 55

20G 112 120

30G 190 208

40G 270 289

If the index is established, the average insertion speed is about 150 m/s, and the
average single-node insertion speed is 28 m/s due to Observer’s interception, index
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Fig. 1. Data insertion performance before and after the establishment of a secondary index in
HBase

creation, and more time to insert index data into the table. That is to say, indexing makes
each node The average insertion speed is 2 m/s slow as shown in Fig. 1. With the amount
of data within 20 GB, whether HBase is indexed or not, the insertion speed is basically
in a linear growth relationship with the amount of data. But at 40G data volume, because
the total amount of inserted data exceeds the parallel processing capacity of the cluster,
the data will be blocked, and the average processing time will increase by about 10%.
According to the project’s expected goal, the data insertion speed can meet above 20 m/s
regardless of whether the index is established.

4.2 Data Integrity Verification Based on Cloud Computing Massive Data
Retrieval Technology

The authorized user obtains data according to the input keywords in the keyword sets of
different sizes, and this process only requires an addition operation. Figure 2 shows the
time consumption of generating different sets of keywords. The SEMSS scheme is more
efficient due to the encryption operation used in the calculation of the TRSE scheme.

Through the analysis of the query results, the returned top-k documents are more in
line with the user’s search intent, even if the query keywords submitted by the authorized
user but their semantically related documents will be returned to the user, improving
the recall rate. For example, if the user submits the keyword “network”, the keywords
of “internet”, “meshwork” and other similar meanings are obtained through semantic
mining and used for retrieval. Those documents that contain multiple keywords at the
same time also mean that they are more in line with the user’s query need. The search
and sort results will also be higher. The experimental results show that the recall rate of
the SEMSS scheme is higher than that of the TRSE scheme. The higher the semantic
measure of the keyword, the more comprehensive the retrieved match.

Different scales of expanded keyword sets have little difference in the retrieval time
of matching documents. Therefore, the retrieval time of the scheme is not affected by
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the function of semantic expansion, and the document retrieval rate is guaranteed, so it
can be verified that the scheme is feasible.

5 Conclusions

The performance of big data storage and retrieval has been faced with the work of
optimization and improvement in the face of the explosive growth of data volume. Based
on the existing research, this article summarizes the existing results and experience,
deeply analyzes the specific process of ciphertext retrieval, breaks the routine use of
traditional TF-IDF calculation methods for the preprocessing of massive documents;
builds a cloud computing environment, and establishes a key The content retrieval index
model of words. In the research of searching specific functions, the cloud server obtains
the relevant top-k sorted ciphertext set by calculating the similarity value, and conducts
in-depth research on semantic expansion. And collect data simulation experiments to
verify that the proposed scheme can obtain better search accuracy and successfully
retrieve the data integrity of the technology.
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Abstract. As a mature industry management standard, ISO quality management
system has undoubtedly become a good choice for hospitals to change manage-
ment mode. At the same time, it also enriches the connotation and extension of
the quality management system in practice, so as to continuously adapt to the
characteristics of hospital development and the requirements of the development
of medical and health industry. This paper analyzes the Apriori algorithm and
data mining, summarizes the ISO quality management system and pharmaceuti-
cal professional knowledge, discusses the concept and composition of ISO quality
management system and training management system, and studies the quality tar-
get bed utilization rate of a people’s hospital. The results show that in recent
years, the people’s Hospital of a City has taken the opportunity of accepting the
evaluation of tertiary hospitals, paid attention to quality and sought development,
Accelerate project construction and expand wards on a large scale. Especially in
the past three years, the utilization rate of hospital beds has increased by leaps and
bounds.

Keywords: Apriori algorithm · Pharmaceutical expertise · Training
management system · ISO

1 Introduction

Association rule mining is an important part of data mining research. It is the most
classic of many data mining knowledge types. Among many association rule mining
algorithms, Apriori algorithm is the most typical and influential Boolean association
rule mining algorithm.

With the continuous development of science and technology, many experts have
studied Apriori algorithm. For example, Tian m, Zhang L, Guo P found the association
rules of defect data by usingApriori algorithm based on the 7-year defect data of RPDs of
State Grid Corporation of China. In detail, AR between different types of PRDwas found
and analyzed, such as defective parts and defect causes [1]. Tao and Li use the improved
Apriori algorithm to mine the association rules of enrollment information and get the
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factors affecting enrollment. It is found that there are significant differences in student
registration rates under different rules [2]. Maharjan m uses Apriori algorithm to build a
roadmap to analyze consumers’ online purchase behavior. Through this analysis, online
retailers can easily determine the dimensions affecting online shopping and formulate
effective marketing strategies [3]. Although the research results of Apriori algorithm are
quite rich, there are still deficiencies in the ISO reform of drug training management.

In order to study the ISO reform of drug training management based on Apriori
algorithm, this paper studies Apriori algorithm and drug training management, and finds
association rule mining. The results show that Apriori algorithm is conducive to the ISO
reform of drug training management.

2 Method

2.1 Apriori Algorithm and Data Mining

The mining steps of Apriori algorithm mainly include two links: one is frequency, that
is to find all frequent itemsets according to support; The second is strength, that is, the
algorithm generates various association rules according to the credibility. If you want
to obtain new knowledge or prove previous theories through a large amount of data,
you need corresponding data mining methods. At present, the commonly used mining
methods include frequency analysis, frequent itemsets, association rules, classification
rules and artificial neural networks. They arewidely used in traditional Chinesemedicine
data mining and database mining. If the transaction database is large, the number of
candidate itemsets will increase, and the number of candidate itemsets will increase
exponentially, which will greatly increase the memory burden. In addition, the database
must be scanned every time the frequent itemsets are determined, which takes a lot of
time, which makes the algorithm inefficient, and its efficiency will be lower and lower
with the increase of the size of the database.

2.2 Standardization of Pharmaceutical Training Management

(1) Introduction to ISO quality management system
ISO series standards summarize the essence of various quality management

practices and theoretical research [1]. ISO series quality management system stan-
dards have been widely used all over the world, mainly in line with a common
demand gradually generated with the promotion of the concept of total quality
management, that is, to continuously produce high-quality products, we need to
establish an effective quality management system to continuously improve product
quality [2]. In the early 1990s, with the accession of ISO family standards based on
British BS5750, China set off an ISO family fever. It summarizes the management
experience of advanced enterprises in various countries and adapts to the develop-
ment of global economic integration [3]. Through the evaluation and supervision
of ISO quality management system, it can prove whether the organization’s quality
management meets the requirements and confirm the organization’s quality man-
agement ability [4]. ISO quality management system has a unified and standardized
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implementation standard. When the organization is put into use, it does not need to
make large-scale modifications, and can have more energy to pay attention to and
meet the needs of external customers [5].

(2) Composition of ISO quality management system
Typical quality management system documents are generally divided into three

levels: quality manual, quality management system procedure documents, opera-
tion documents and work records [6]. The preparation of system documents shall
meet the requirements of systematicness, compliance and coordination. Structured
method is used to build document system. Structured document system is charac-
terized by the order and relevance of documents. As the highest level management
system document, the management manual can refer to the procedure documents
to achieve the clarity of relevant management activities [7]. The procedure docu-
ments specify the details of activities, and various types of operation documents
can be referred to when necessary. Operation documents include documents pre-
pared for the effective operation of the system, documents that can be directly used
for work guidance, appropriate external documents, etc., and specify the filling,
archiving and preservation methods of records [8]. Work records include: records
and forms related to products, services and related auxiliary activities. During the
management and service process, corresponding work records must be established
to confirm the legitimacy of the management and service process and results [9].
The international organization for Standardization ISO has standardized the con-
tents and requirements of total quality management and promulgated IS0 series
standards. IS0 quality management system is a unique management mode suit-
able for any organization based on the theory of total quality management. IS0
quality management system is the concrete embodiment of total quality manage-
ment thought, the application of total quality management practice method, and the
theoretical basis of IS0 standard.

(3) Concept and composition of training management system
The training management system is not a simple multiple training, nor is it a

mechanical or single dimension training management. This is a process of top-level
design, resource integration and effective implementation of training management,
with plans, methods and objectives, so that employees can be better qualified for
the current position and prepare for higher-level positions. The middle layer is the
training management resource layer, which is the deployable or available resources
provided by enterprises for the effective implementation of training strategies and
systems. The top level of training operation is a series of key behaviors taken by
enterprises in the process of implementing training strategy and using various train-
ing resources to ensure effective and orderly training. The relationship between the
three levels of training management system is gradual, interactive and common
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development. A perfect training management system is not only a necessary guar-
antee to ensure the integrity of talent training and training system, but also an
important guarantee to ensure the continuous and effective operation of training
[10].

(4) Integration of ISO14001, ISO9001 and safety standardization
Requirements with their own differences cannot be forced to integrate. Forced

integration will not achieve good results, but will weaken the strength of docu-
ment requirements. Therefore, the establishment of systemmanagement documents
should be handled according to overall management and local management [7]. The
integrationof documents depends on the scale of the organization, the characteristics
and types of products or activities, the process of products or services and the com-
plexity of their interaction, the quality and ability of management and employees.
ISO quality management system can define the quality objectives of each depart-
ment and continuously monitor the realization of objectives to ensure their realiza-
tion; Timely revise and supplement documents to achieve continuous improvement;
Define the work scope of each department, responsibilities and authorities of each
person, and complete various works and tasks with high quality through the effec-
tive operation of system process methods [11]. Hospitals can learn from the more
systematic management methods in ISO quality management system to build a
comprehensive administrative management system.

2.3 Association Rule Mining

The association rules of data are the interdependence between data, e). Support is the
percentage of transactions that contain both a and B in R, also known as probability;
Confidence is the percentage of B when the thing in R already contains a, which is called
conditional probability. Support, confidence and promotion are defined as follows (1–2):

sup(A) = P(A) (1)

conf (R) = P(B|A) (2)

A and B are called the antecedent and the consequent of association rules,
respectively.

Support is expressed as the ratio of the trading volume of C and D to the total trading
volume, and confidence is expressed as the ratio of the trading volume of C and D to the
trading volume of C. The formula of support and confidence is described as follows (3):

sup port(C ⇒ D) = |CUD|\|E| (3)

There are limits to support and confidence. Strong rules are rules that satisfy both
support and confidence thresholds, and frequent itemsets are itemsets that meet support
thresholds.
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3 Experience

3.1 Object Extraction

This study intends to use SPSS software to improve the classical Apriori algorithm
to realize classification association mining. The parameter setting is the same as that of
association rule mining. The classification rules here are called classification association
rules. Its essence comes from association rules, but it is different from association rules
in the general sense. Its characteristic is to further limit the content of antecedents and
antecedents in association rules by setting conditions. Classification association mining
mainly constrains the antecedent a of the above association rules into a set of conditional
attributes, and selects B as classification attribute or decision attribute.

3.2 Experimental Analysis

Firstly, the transaction data sheet is established inMicrosoft Excel software. After check-
ing again, make perspective views respectively, and convert the perspective views into
Excel data tables to perform association rules and cluster analysis operations; Then,
the association rules and network system learning program in IBM SPSS modeler 18.0
software package are used to learn the a priori operation of association rules and net-
work systemmodeling, as well as the preliminary network diagram, including target and
mark link degree, and the relevant network diagram and calculation result data table are
constructed, including confidence and support; Calculate the link degree in the network
diagram and draw the network diagram under different link degrees; Select projects with
high confidence and support and re create Excel data sheet; IBMSPSS statistics 22.0 was
used for cluster analysis, Pearson correlation calculation method was used to calculate
the original data, and a tree model including target, frequency and relative aggregation
distance was constructed. Then, the statistical objects contained in the clustering items
with different relative distances are counted, the statistical data are and the graphics are
drawn; After calculation, modeling and statistics, the results are presented in the form
of graphical model; Finally, the chart features are described in the professional language
of traditional Chinese medicine, and the relevant laws are analyzed and summarized.

4 Discussion

4.1 Quality Objective Control and Outstanding Effect of Continuous
Improvement

According to ISO qualitymanagement standard, amunicipal people’s hospital has estab-
lished a quality objective system to realize objective management. Each professional
department shall formulate corresponding specific decomposition quality objectives
according to the medical service scope and supporting work scope of the undergrad-
uate department. After nearly three years of operation, the continuous improvement
effect of the quality objectives of the people’s Hospital of city a is obvious, which has
become a powerful evidence for the continuous improvement of the medical quality of
traditional Chinese medicine hospitals in the grade evaluation of general hospitals. See
Table 1 for the change trend of bed utilization rate of people’s Hospital of city A.
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Table 1. Bed utilization rate of a municipal people’s Hospital in recent 3 years

Particular year Bed utilization

2019 32%

2020 42%

2021 51%

32%

42%

51%

2019 2020 2021

Fig. 1. Bed utilization rate of a municipal people’s Hospital in recent 3 years

It can be seen from the above that the bed utilization rate of the people’s Hospital of
city a is 32% in 2019, 42% in 2020 and 51% in 2021. The specific results are shown in
Fig. 1.

With the improvement of people’s material and cultural level, people’s demand for
health is also increasing, and the phenomenon of long illness in the past has improved.
In addition, in recent years, the people’s Hospital of city a has taken the opportunity of
accepting the evaluation of tertiary hospitals to grasp quality, seek development, speed
up project construction and expand wards on a large scale. Especially in the past three
years, the utilization rate of hospital beds has increased by leaps and bounds.

4.2 Correlation Analysis Between Drug Properties and Efficacy

During the association analysis of three, four and five data, in order to more intuitively
see the association relationship between the data, this topic plans to use SPSS software
to set the corresponding parameters and build a point diagram to display the association
rules of three and four data from an intuitive point of view. The correlation analysis of
four Qi efficacy is shown in Table 2.
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Table 2. Four Qi efficacy correlation analysis

Support (%) Confidence (%)

Cold 21.5% 12.6%

Cool 23.3% 21.4%

Temperature 17.3% 15.4%

Flat 10.4% 11.4%

It can be seen from the above that the support of cold air is 21.5%, the confidence is
12.6%, the support of cool air is 23.3%, the confidence is 21.4%, the support of warm air
is 17.3%, the confidence is 15.4%, the support of normal air is 10.4%, and the confidence
is 11.4%. The specific presentation results are shown in Fig. 2.

cold cool temperature flat
0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

Support %
Confidence %

da
ta

type

Fig. 2. Four Qi efficacy correlation analysis

It can be seen from the above that the best laws excavated include: clearing cold and
detoxification, clearing heat and detoxification, relieving pain and swelling, cooling and
detoxification, warming wind and dehumidification, relieving pain and calming wind
and dehumidification. Specifically, it has the highest probability of cold attribute and
heat clearing and detoxification attribute at the same time.

5 Conclusion

At present, the world economic situation is undergoing unprecedented changes. Since
several industrial revolutions, the economy and aquatic products of all countries in the
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world have improved significantly. In the past feudal period, China also moved from
closed door to planned economy, and now it has entered the form of market economy.
People’s domestic water products have been improved, they pay more attention to health
than before, and the development of medical undertakings and drug trade has also accel-
erated. The results showed that the probability of cold attribute and heat clearing and
detoxification attribute was the highest.

Acknowledgement. 2021 Zaozhuang City Federation of Social Sciences Applied Research
Project: Construction and Application of Comprehensive Skills Training Courses for Pharmacy
Based on Professional Ability Training (No. LX2021195).
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Health Qigong Sports Network Learning
Platform in Cloud Computing
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Abstract. Cloud computing is a network-based computing technology that pro-
cesses and analyzes data through the Internet and provides the results to users. At
the same time, in the context of the rapid development of the Internet, online learn-
ing platforms have become a popular trend, and their development prospects are
very broad.At the same time, as people’s living standards continue to improve, peo-
ple pay more attention to their physical fitness and physical exercise. Cloud com-
puting, as a key technology for the construction of a Health Qigong (HQG) sports
network learning platform, plays an important role in the learning and dissemina-
tion of HQG. The data in the HQG network learning platform is mainly realized
through cloud computing technology. It can not only provide all the data resources
needed to process a virtual community based on the Internet environment. This
article uses questionnaire surveys and data analysis methods to explore HQG and
sports network learning platforms based on cloud computing and related knowl-
edge, and provide technical support for personalized services for HQG learners.
According to the survey results, the HQG sports network learning platform fully
cooperates with the learning mode of HQG online learning, caters to the tastes and
needs of contemporary people, and has achieved better results in physical fitness,
cultivating sentiments, weight loss, and stress relief.

Keywords: Cloud computing · Health Qigong · Online learning platform ·
Cloud platform

1 Introduction

HQG is one of the representatives of the traditional sports of the Chinese nation and an
important part of the long-standing Chinese culture. It has been continuously developed
and improved in a long history, has a good training effect on fitness, can be seen every-
where in people’s daily life, and is also widely used in university physical education
today. Cloud computing is a new type of distributed computing model based on mul-
tiple technologies. It provides users with resources through Internet technology. Data
and information can be exchanged in this network. In this process, the original database
must be divided into user permissions. When the server uploads the user to the cloud and
stores it in the terminal device, the corresponding information service will be generated.
Its appearance caters to the needs of online learning innovation in the education field.
Therefore, based on cloud computing, the establishment of the HQG sports network
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learning platform meets the needs of the development of the times and people’s health
needs.

From the current point of view, the research results on cloud computing and HQG
teaching are very rich. For example, Mingtong proposed that based on cloud computing,
a road generation algorithm based onVoronoi diagram is proposed, which can effectively
make up for the shortage of road changes generated by the L system [1]. Zheng Shaoxian
believes that the perfect combination of physical education and informatization “cloud
space” is conducive to breaking the constraints of space and time on learning, and
provides conditions for the further development of physical education management [2].
Lu Senlin pointed out that carrying out the teaching of HQG, a traditional national
sports project, and incorporating modern elements into it will help actively intervene in
the mental health of college students [3]. Therefore, this article combines the relevant
knowledge of cloud computing to explore the design of the HQG sports network learning
platform, which meets the requirements of the modern physical education model, and
has important research significance and application value.

This article mainly discusses these aspects. First, the content of cloud computing
and related knowledge is explained. Then, it elaborates on HQG and the network learn-
ing platform. In addition, it also introduces the application of cloud computing virtual
machine allocation algorithm in the health qigong sports network learning platform.
Finally, a questionnaire survey was carried out around the HQG sports network learning
platform, and the survey results and analysis conclusions were drawn.

2 Design of Health Qigong Sports Network Learning Platform
in Cloud Computing

2.1 Cloud Computing

Cloud computing is a new network service model based on a distributed storage environ-
ment. It integrates a large amount of data to form a large and complex virtualized system.
It uses Internet technology to operate multiple physical devices, such as servers and stor-
age facilities, in a virtual environment. It is a means of providing information resources
developed on the basis of traditional computing technology, with high efficiency and
stable performance. It can also effectively integrate dynamic and heterogeneous infor-
mation resources on Internet services [4, 5]. The hardware and software components of
cloud computing are shown in Fig. 1.

Cloud 
computing

Physical 
resource layer

Virtualized 
resource layer

Management 
middleware

SOA building 
layer

Fig. 1. Composition of cloud computing



Health Qigong Sports Network Learning Platform in Cloud Computing 741

Generally speaking, cloud computing has these characteristics. One is virtualization.
The object of cloud computing is to store a large amount of data on the Internet, and users
can communicate through the Internet. Therefore, the higher the degree of virtualization,
the better the system performance. The second is real-time. With the passage of time,
the ability of cloud computing to process data is also continuously improving, so there
are higher requirements for storage space. The cloud computing platform can quickly,
efficiently and accurately provide services to customers according to user needs, and at
the same time can ensure the stability of the system during operation through background
management. The third is stability and reliability. The core of the module is a stable and
reliable server to ensure its security performance. At the same time, it is also necessary
to ensure that the background data will not cause system crashes or paralysis due to
hacker attacks or malicious program damage. The fourth is flexible service. The specific
configuration of the resource pool can be flexibly set, added or reduced according to
the business load. It can not only avoid the reduction of equipment utilization caused by
the over-allocation of resources, but also solve the inconvenience of adding computing
resources to the rising business demand. The various services provided by the cloud
computing platform can be accessed anytime and anywhere through the Internet by
users using various terminals (such as desktop computers, notebooks, tablets, mobile
phones, etc.) [6, 7].

2.2 HQG and Online Learning Platform

Qigong achieves the purpose of cultivating people’s vitality by adjusting posture, breath-
ing, and regulating spirit and energy. In order to get rid of unscientific, non-standard, and
non-standard exercise methods for Qigong, and to ensure the development of Qigong in
a healthy direction, the term “HQG” comes from this. Qigong health care emphasizes its
fitness function. Through long-term training, the public can prevent and treat diseases,
improve physical functions, and promote physical health. Such exercise is called HQG.

HQG is one of the representatives of traditional health-preserving culture and has a
longhistory inChina. It has been circulating for thousands of years andhas benefited from
generations of Chinese. Its fitness value has been gradually confirmed bymany scientists
at home and abroad through empirical research. In the context of market economy, the
return of promoting excellent traditional culture has become an inevitable condition
for the development of the times. Therefore, studying the inheritance, development and
healthy innovation of qigong has important social and human values. In the context of
modern society and culture, the popularization and promotion of HQG is consistent with
the rise of modern national fitness exercises [8, 9].

Only by adapting to the changes of the times, adapting to the changes of the times,
and constantly updating and evolving without losing its traditional characteristics, can
a culture become a culture with vitality. Today, the Internet has become an important
tool and foundation for modern life and work, and an important platform and medium
for spreading sports culture. HQG is a unique national traditional culture in China. At
the same time, international sports are developing in different countries, and this trend
is intensifying. Therefore, in this context, the spread of Chinese HQG should be based
on the development and spread of traditional culture. Therefore, in the Internet age, the
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use of online learning platforms has great contemporary and practical significance for
the development of HQG and healthy culture.

The design of the HQG network learning platform is mainly aimed at two direc-
tions. One is from the user’s point of view. The HQG network control system is divided
into three parts: the back-end management module and the front-end maintenance. The
backgroundmanagement system is responsible for further processing of data storage and
server operation. Its functions include system initialization settings and database oper-
ations. The other is related services such as member account registration and password
modification [10, 11].

2.3 Application of Cloud Computing Virtual Machine Allocation Algorithm
in HQG Sports Network Learning Platform

The data is stored through cloud computing technology, and the sports health qigong
network matrix is transformed into multiple functions that can be virtualized, callable,
and shared resources. Based on cloud technology, the network learning platform can
effectively improve its availability, performance analysis and resource utilization. Vir-
tualization technology unifies the computing resources, network resources and storage
resources of the network learning platform to construct a virtual network resource pool.
Byusingvirtual network resourcemanagement technology, it integrates cloud computing
resources and optimizes the learning platform [12]. The allocation of cloud computing
virtualmachines is amulti-objective clustering problem, that is, amulti-objective combi-
natorial optimization problem. Regarding the allocation of multi-target virtual machines
as a multi-dimensional cluster problem, the available resources (boxes) of each virtual
node are a c-dimensional vector, and each dimension represents a certain type of resource
(CPU, memory, data transmission). The resource (object) of each virtual machine is also
a c-dimensional vector. The calculation method is as follows.

eQW = min
∑

k

Dk (1)

eAS = min

∑
d
Gψu

d
(2)

Gψu =
∑
b

(
Ouk − Ou

)

b
(3)

Among them, eQW is the number of virtual nodes occupied, eAS is the variance
of the server cluster balance load, c is the total dimensionality, is the u-dimensional
variance, Gψu is the average value of the u-th dimension performance characteristics
in all virtual nodes, and Ouk is the virtual node k of the u-th dimension performance
characteristic value, b represents the number of virtual nodes.
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3 Questionnaire Survey Research on the Health Qigong Sports
Network Learning Platform

3.1 Questionnaire Design Process

The questionnaire survey selected 80 citizens of T city. Through the issuance of online
questionnaires or paper questionnaires, the collection and quantitative analysis of the
information filled in by users are carried out to draw conclusions of the questionnaire.

(1) In the preliminary preparation of the questionnaire, the number of questions should
be as concise as possible to avoid fatigue of the interviewees.

(2) The questionnaire is released. Questionnaires were distributed through online ques-
tionnaires, on-site questionnaires, and inviting friends to help ask friends and
students around them. A total of 80 questionnaires were distributed, 80 valid
questionnaires were returned, and the questionnaire recovery rate was 100%.

(3) Questionnaire analysis. Organize the collected questionnaire information to get the
required information data. Analyze the results of the questionnaire. The analysis
results include the effect of the respondents on learning HQG on the sports net-
work learning platform. Some of the results obtained from the questionnaire are as
follows.

3.2 Questionnaire Survey Content

The first part is selected 80 citizens of T city, focusing on the learning effect of learning
HQG on the sports network learning platform, and investigating the aspects of physical
fitness, cultivating sentiment, weight loss, and stress relief.

The second part is to sort out the information collected in the questionnaire to under-
stand the learning effect of 80 citizens on the learning of HQG on the sports network
learning platform. Part of the questionnaire survey results are as follows.

4 Questionnaire Survey on the Health Qigong Sports Network
Learning Platform

This questionnaire survey focuses on the learning effect of learning HQG on the sports
network learning platform, and investigates the aspects of physical fitness, cultivating
sentiment, weight loss, and stress relief. The survey results are shown in Table 1.

It can be seen from Fig. 2 that a total of 31 citizens surveyed believe that learning
HQG on the sports network learning platform is effective in strengthening physical
fitness, cultivating sentiments, losing weight, and relieving stress, while only 8 people
believe that it is ineffective. From this, it can be seen that theHQGsports network learning
platform fully cooperates with the learning mode of HQG online learning, caters to the
tastes and needs of contemporary people, and has achieved good results in strengthening
physical fitness, cultivating sentiments, losing weight, and relieving stress.
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Table 1. Respondents’ evaluation on the learning effect of the HQG online platform

Project Very effective Effective General Not effective

Physical fitness 8 9 2 1

Cultivating sentiment 7 8 3 2

Losing weight 7 7 4 5

Relieving stress 9 8 3 0
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Fig. 2. Respondents’ evaluation on the learning effect of the HQG online platform

5 Conclusion

HQG is a traditional national sport and an important part of the long-standing culture of
the Chinese nation. It has been loved and studied by the majority of people. At the same
time, with the continuous advancement of the Internet industry and cloud computing
technology, traditional media and emerging network platforms have entered the digital
age. In this context, the HQG network learning platform came into being, which relies
on the network operating system to build. On this platform, HQG enthusiasts from all
over the country can use it to learn knowledge, transfer and share information, and it
has the characteristics of strong real-time, convenience and speed. Therefore, this article
studies the design of the HQG sports network learning platform in cloud computing,
which has great contemporary and practical significance for the development of HQG
health culture.
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Construction of Stadium Information
Management Platform Based on Cluster

Intelligent Algorithm
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Abstract. With the popularizationof new information technology, it has gradually
penetrated into the construction, operation and management of public sports facil-
ities, providing development opportunities for the construction of public sports
facilities with the best environmental protection, energy saving, and management
efficiency. This paper studies the stadium informationmanagement platformbased
on the cluster intelligence algorithm, understands the relevant theories of the sta-
dium information management platform based on the literature, and then designs
the stadium information management platform based on the cluster intelligence
algorithm, and through experiments to test the designed platform, the test results
show that the overall evaluation of the platform designed in this paper is good, and
the number of people with an evaluation of 3 or more accounted for about 80%.

Keywords: Intelligent algorithm · Stadium · Information management ·
Management platform

1 Introduction

With the rapid development of new information technologies such as 5G technology,
artificial intelligence, and blockchain, the development of intelligence in various fields
will gradually create infinite new possibilities for people’s lives, work, and learning, and
it will gradually penetrate into public sports facilities, the construction, operation and
management [1, 2]. In order to solve the problems of existing public sports facilities
and empowerment, the construction of smart sports facilities promotes the development
of public sports facilities to a smarter and higher level, and promotes the path of sports
resource allocation, organization and development [3, 4]. The effective integration and
advanced communication of sports information resources in public stadiums will play
an important role in accelerating the construction of sports units [5, 6]. At the same time,
the development of smart stadiums puts forward certain requirements for the intelligent
construction and development of public stadiums. It breaks through the existing dilemma
of public stadiums managers and emphasizes the role of government leadership and
financial support. Facts have proved that the development requirements of smart venues
play an important guiding role in the management innovation of public venues, and are
also an important symbol of the major development of public venues in my country [7,
8].
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Regarding the research on gymnasiummanagement, in view of my country’s current
management system, some researchers believe that the management system needs to be
reformed from seven aspects and improve the practice of standardized support system
reform [9]. Under the dual challenges of unemployment reform and international inte-
gration into China’s large public stadiums, some researchers have proposed three powers
to create a comprehensive framework for management and governance reforms, thereby
realizing the management of stadiums, sports events, fitness and leisure businesses and
major public stadiums. Innovative thinking, the pursuit of improved management level,
and through the establishment of venuemanagement team, integration of venue resources
and other measures [10]. Some scholars divide the management of stadiums into three
methods: transfer of public institutions to enterprises, separation of government and
business, and purchase of national public services. In summary, scholars are generally
aware of the view that the public stage has changed from the management model of
public institutions to the management model of enterprises. Facts have proved that the
differentiated mode of management of public stadiums in my country is mainly caused
by the characteristics of the joint development of our country’s sports industry and
sports industry. Therefore, when choosing the management mode of public stadiums,
it is necessary to combine the characteristics of practice and development, choose the
appropriate management mode, and create more comprehensive benefits.

This paper studies the stadium informationmanagement platformbased on the cluster
intelligence algorithm, analyzes the problems in the stadium information management
and the application of the cluster intelligence algorithm based on the literature, and then
analyzes the stadium information based on the cluster intelligence algorithm design the
management platform, then test the designed platform, and draw relevant conclusions
through the test results.

2 Research on the Information Management Platform of Stadiums

2.1 Problems in the Information Management of Stadiums

(1) Manually set general management settings
In the current business model of sports venues in China, due to the different

types, uses and systemsof sports venues, the sports venues aremainly investedby the
state and the independent business model of public institutions. This management
model is currently the most important business model for large and medium-sized
national stadiums. Because the stadiums are the most prestigious institutions under
the jurisdiction of sports management agencies at all levels in the country, under
the direct leadership of the sports management agencies, the stadium management
departments will operate independently and have independent accounting.

This mode of operation was adopted at the beginning of reform and opening
up, and now there is almost no room for development. The venues of this business
model are large venues, mostly located in economically underdeveloped areas with
large construction sites.

(2) Low utilization rate in stadiums and gymnasiums, closed use
At present, the service conditions of sports facilities in my country are not

sufficient. Affected by objective conditions, the utilization rate of sports facilities
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is low and the use time is uneven. Most sports facilities have very small space,
simple equipment, and little use of site groups, causing a certain amount of waste
of resources and increasing a certain cost burden.

(3) Lack of information system support
In addition, the current stage is unmatched by advanced sports academies

in terms of high-tech applications. Advanced sports academies have the lat-
est advanced technologies in TV broadcasting, timing, scoring, synchronized
widescreen display, network communications, security surveillance, and surveil-
lance prevention, but there is a gap in the requirements for stadiums. On the other
hand, most of the existing sports facilities are artificial energy sources, and the
outer doors, windows, exterior walls and other building shells have relatively low
intelligence. Due to the large area of the stadium, it consumes more energy than
other buildings. The energy cost of the stadium is increasing year by year, and the
operating cost is increasing.

2.2 Application of Cluster Intelligence Algorithm

Cluster intelligence algorithms are widely used in TSP and other path selection prob-
lems, as well as various real-world multi-objective optimization problems. It improved
the actual application process to meet the needs of specific problems. The algorithm
improves the robustness, convergence and quality of the algorithm solution, and provides
better results when solving practical problems.

2.3 Cluster Intelligence Algorithm

In fact, optimization is very important because resources, time and money are often lim-
ited. Many problems encountered in real life cannot be constructed like single-objective
problems, so multi-objective optimization is required. Appropriate definition optimiza-
tion is a technique that requires a detailed understanding and rich experience of the
problem. There are many types of optimization problems, the most commonly used
nonlinear optimization problems. The explanation is as follows:

min fm(x), (m = 1, 2, ...,M ) (1)

The constraints are:

hj(x) = 0, (j = 1.2, ..., j) (2)

gk(x) ≤ 0, (k = 1.2, ..., k) (3)

Among them: fm, hj and gk are usually nonlinear functions, even integral or dif-
ferential equations. fm is the objective function, and when M > 1, it is multi-objective
optimization.
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3 Construction of Stadium Information Management Platform
Based on Cluster Intelligent Algorithm

3.1 Analysis of the Construction of the Stadium Information Management
Platform

(1) Clarify the management purpose at the stadium level
When formulating management goals, college sports venues should be guided

by relevant national policies and public sports service management theories, and
follow the principles of fair enjoyment and coverage of teachers, students and
employees to achieve different levels of management. Reflect the management in
the process of serving the teachers and students of the competition venues and the
service to the teachers and students in the management of the venues, effectively
guarantee the smooth development of public service facilities and various sports
activities, and meet the basic physical exercises of the school teachers and students
demand and the quality of life of teachers and students, it not only provides teach-
ers and students with basic sports and cultural enjoyment, but also provides and
guarantees basic sports public products and services.

(2) Clarify the operational positioning and responsibilities of stadiums
Judging from previous research results, the quasi-public nature of stadium facil-

ities is basically established, and stadium facilities have complex business and
market characteristics. This is because sports venues are based on the school’s cor-
porate mission in terms of their functions and responsibilities. They are all open
to teachers, students and staff in the school’s spare time, and are appropriately dis-
closed to the society in accordance with the school’s relevant documents. This is
the school must complete, and as the biggest to achieve the provisions of the sports
function in the public service of the facilities to the limit, the first special task that
needs to be carried out in the school sports facilities also includes ensuring the
college’s undergraduate and graduate school’s sports teaching obligations, and at
the same time ensuring that the school is responsible for sports teams and teams.
The responsibilities of individual trainees’ coaches in order to promote the organi-
zation of competitions, etc., also include the school’s requirements for the safety
of student sports and the organization of sports activities, as well as guarantees for
the organization of various major social activities. The functionality and start-up
use of sports venues include responding to the diverse and all-round physical exer-
cise requirements of school faculty, students and social workers, and appropriately
opening them to the community, creating sports spaces for businesses, institutions
and community residents near the school, and highlight the community value of
school sports facilities and so on.

(3) Try to build a comprehensive management model for stadiums and facilities
This comprehensive management model is mainly aimed at different levels of

goals, space supply, consumer groups and consumer demand. It strives to allocate
space resources scientifically and rationally, and will not cause excessive and irreg-
ular opening of stadiums and stadiums and damage and waste, and will not cause
the loss of school assets due to excessive negligence at the school stage, while
taking into account the public welfare, and maximize the efficiency and utilization
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of the school stage. The design of the integrated management model is as follows
(Fig. 1):

Level Level

Level one

Level two

Level three

Ensure the completion of 
various business tasks of the 

school

model Venue type

The resulting expenditures are 
calculated by the school

Meet the basic physical 
exercise needs of teachers, 
students and employees.

Public welfare is free and open, 
and the cost of the difference is 

subsidized by the school

Meet the physical exercise 
needs of teachers, students and 

employees

The semi-public cost price is 
open, and the difference in cost 
is calculated and subsidized by 

the school.

Level four Appropriately open to the 
public

The market price is open, and 
the profit generated subsidizes 
the maintenance of the venue

All venues

All venues

Outdoor track and field courts, 
basketball volleyball courts and 
corresponding sports facilities

Outdoor tennis courts and 
indoor sports facilities

Part of the venue

Fig. 1. Integrated management model process

3.2 Functional Design

(1) On-site management module
Campus sports venues should be divided into venuemanagement unit and venue

management unit. Each functional module is divided into three parts. The space
management part is divided into space use, daily space inspection, and space main-
tenance. The site management part is divided into site use, daily site inspection and
site maintenance.
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(2) Equipment management module
1). Sports equipment information management, the main function is to record the basic

information of the equipment, including the management personnel who record the
use of the equipment, and can query all the basic information of the equipment
according to the equipment ID. The equipment manager enters the basic infor-
mation of the sports equipment purchased by the school, such as serial number,
name, product type, manufacturer, contact number, purchase date, location, service
life, management personnel, and other sports equipment characteristics. Sort and
number devices, set up the system with unique IDs, update device usage and type
usage plans, and provide users with basic device information through an easy-to-use
interface.

2). The applicant has a scheduled application
Secondly, the equipment reservation/return module mainly works. Users and

equipment managers use the equipment reservation/returnmode for their respective
customers. According to the user ID, the loan and equipment return files will be
retrieved in time. Students and teachers apply for the required equipment through
the mobile client, and accurately apply for renting the equipment required for class
through the sports equipment use plan, and need to book in advance before use.

3). Equipment maintenance module, key functions, inspection, maintenance, repair,
and registration of equipment fragments by maintenance personnel. Run daily
equipment maintenance files, summarize reports, download all equipment main-
tenance files and record new and old equipment based on the equipment ID in the
platform.

(2) Equipment and facility reservation management module
Themain function of space and equipment reservation is to book daily extracur-

ricular sports activities for students and social workers in certain open spaces.
This includes three parts: facilities, equipment usage survey, facilities, equipment
reservation applications, and facility equipment management.

(3) User rights
The user authenticationmodule is a set of permissions for eachmanagement and

user structure. Users of differentmanagement organizations define different permis-
sions according to their capabilities. The teachers and students of the management
organization, as well as the staff of the management organization, have different
operation permissions in different management units through account links. Man-
agement agencies at all levels build platformcontent andmonitormanagement cases
for different business fields. The main principle of students is to obtain resources
and exchange information through mobile clients.

4 Platform Test

Based on the above design concept and design process, we used the platform for a trial.
After the practice is completed, a questionnaire survey is issued to the practitioners to
collect the practice results. The survey results are shown in Table 1:
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Table 1. Platform test results

Functional
evaluation

Operational
evaluation

Page review

1 11% 9% 10%

2 11% 12% 13%

3 35% 34% 36%

4 43% 45% 40%

11% 11%

35%

43%

9%
12%

34%

45%

10%
13%

36%

40%

0%

5%

10%

15%

20%

25%

30%

35%

40%

45%

50%

1 2 3 4

Pe
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ta
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Score

Functional evaluation Operational evaluation Page review

Fig. 2. Platform test results

It can be seen from Fig. 2 that the overall evaluation of the platform is good, and the
function evaluation and operation evaluation of the platform are scored above 3 points,
which shows that the platform designed this time is more humane.

5 Conclusions

This paper studies the stadium information management platform based on the cluster
intelligence algorithm. After understanding the relevant theories, the stadium informa-
tion management platform based on the cluster intelligence algorithm is designed, and
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then the designed platform is tested. The test results are as a result, the overall use
evaluation of the platform designed in this paper is relatively good.

Acknowledgements. Wuhan Business School 2020 Annual School-level Scientific Research
Project (2020KY016).
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Information Based on High Performance
Computing and Blockchain Technology
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Abstract. Blockchain technology can improve the security and controllability of
the blockchain system by controlling membership, but it cannot ensure that all
parties will not conspire to tamper with the basic agreement and ultimately harm
the interests of other participants. This article established a model: CNN network
model based on the distributed mechanism of blockchain technology to predict
the stock issuance. The research results show that only when the application cost
of blockchain technology is controlled within a certain range, that is, when the BC
is 36.01, can the losses caused by the many drawbacks of the traditional model be
compensated, thereby promoting the active use of the technology in the securities
market.

Keywords: Stock issuance information disclosure · Stock issuance forecast ·
High-performance computing · Blockchain technology

1 Introduction

Blockchain technology is widely accepted as a disruptive technology, which will greatly
improve the accuracy of decision-making by each subject in the securities market and
better deal with market fluctuations. Miller proposed that blockchain technology can
realize the collaboration of enterprise information at each node, can significantly improve
the accuracy of demand forecasting and inventory replenishment capabilities [1]. Morck
R pointed out that the stock issuance business stabilizes stock market volatility through
reversal trading of high selling and low attracting, and exerts the function of market price
discovery [2]. Scheinkmanpointed out that the optimismof the amplification of financing
transactions and the pessimism of the amplification of securities lending transactions
promote market speculation and arbitrage, and improve the efficiency of issuance [3]. Li
J et al. built inter-organizational relationships based on the principle of transaction quality
[4]. Bris et al. introduced the opportunity to measure the performance of the securities
market when the securities market was interrupted [5]. Boulton discussed the horizontal
information coordination strategy of stock issuers in a competitive environment [6].
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2 Status Quo of the Securities Market and the Blockchain Research
Model

2.1 Stock Issuance and Advantages of High-Performance Computing

Stock issuance realizes the price discovery function through short-selling transactions,
which can reduce price fluctuations and maintain market stability [7]. By examining
the impact of stock issuance on the rate of return and volatility, it can be found that the
net financing amount has a positive impact on the rate of return and volatility of the
underlying stock [8]. The stock issuance business can promote the speed and degree
of response of stock prices to new information, that is, the stock issuance business can
significantly improve the issuance efficiency of listed companies [9].

The blockchain assignswitness rights, supervision rights, and decision-making rights
equally to each node in the system that actually participates in value exchange activities,
and the data records involved in the system are jointly generated andmaintained by these
nodes [10]. Use the cryptography technology in the blockchain to accurately quantify
the value of data information, effectively control data permissions, and ensure user data
privacy and rights [11].

2.2 Blockchain Technology and High-Performance Computing Model

The fluctuation value of stock issuance:

E = Ew + Enb + Et − Ic (1)

E =
∑k

j=1
∑k

h=1
∑nj

t=1

∑nh
r=1

∣
∣yij − yhr

∣
∣

2n2u
(2)

In addition, E = 1. Thus, the profit function of the stock issuer is:

uh ≤ uj ≤ ... ≤ uk (3)

Ej =
1
2uj

∑nj
i=1

∑nj
r=1

∣
∣yji − yjr

∣
∣

n2j
(4)

Ew =
∑k

j=1
Gjjpjsj (5)

Among them, E means not to use blockchain technology [12]. Obtain the optimal
profit of stock issuers, sellers and third-party trading companies E and R and the total
profit of the overall securities market:

Ejh =
∑hj

Z=1

∑nh
r=1

∣
∣yji − yhr

∣
∣

njnh(uj + uh)
(6)

Enb =
∑k

j=2

∑j−1

h=1
Gjh(pjsh + phsj)Djh (7)
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Et =
∑k

j=2

∑j−1

h=1
Gjh(pjsh + phsj)Djh(1 − Djh) (8)

Actual fluctuation value of order quantity:

Djh = djh − Pjh

djh + Pjh
(9)

Assuming that the total cost of adopting the blockchain is BC [13]. The cost saved
by each node enterprise in the securities market in a single search for a partner is:

djh =
∫ ∞

0
dFj(y)

∫ y

0
(y − x)dFh(x) (10)

djh =
∫ ∞

0
dFh(y)

∫ y

0
(y − x)dFj(y) (11)

Inventory risks can be effectively avoided through information coordination, namely:

f (x) = 1

Nh

∑N

i=1
k(

Xi − x

h
) (12)

k(x) = 1√
2π

exp(−x2

2
) (13)

In this paper, the profit of the two parts is maximized, and the corresponding optimal
solution of the circulation is obtained:

ht = tanh(wcxt + uc(rt�ht−1) + bc) (14)

ht = zt�ht−1 + (1 − zt)�ht (15)

ht indicates the use of blockchain technology [14]. In this way, the profit function of
stock issuers is as follows:

P = σ t =
√

1
n

∑n
i=1 (FIit − FIit)2

FIit
(16)

u(j|i) = wijAi (17)

sj =
∑

i

ciju( j|i) (18)
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3 Information Disclosure and Prediction of Stock Issuance

3.1 Contents and Steps

(1) Model design

A CNN network model based on the diversification mechanism of blockchain
technology is established to predict the stock issuance. The model is as follows:

Efficiencyi,t = α0 + β∗Policyi,t + θ∗Controlsi,t + ui + εi,t (19)

Among them, efficiencynyi represents the issuance efficiency of the i-th stock issue
target in the T period [15]. PolicyI is a policy dummy variable. Its value before and after
being selected is 0 and 1 respectively. Controlsi represents a series of control variables
[16]. ui is the individual effect of the underlying stock, εi, t is a random error term.

(2) Metrics

This paper measures the stock issuance efficiency from two dimensions: the first is
the stock price synchronicity [17]. The second is the absolute value of the correlation
coefficient between the return of individual stock and the return of the lagging one period
market [18]. The auxiliary regression equation was as follows

ri,t = α + β ∗ rm,t + εi,t (20)

The goodness of fit is transformed into logarithm to obtain the efficiency of stock
synchronicy1i

Efficiencyli,t = ln(
R2
i,t

1 − R2
i,t

) (21)

(3) Evaluation index

Inorder to evaluate the predictionperformanceof ceemdan-agumodel for stockprice,
this paper uses three regression evaluation indexes: root mean square error (RMSE),
mean absolute error (MAE) and R-square (R2) [19].

4 Stock Issuance Information Disclosure and Prediction

4.1 Double Differential Regression Analysis of Information Disclosure

As shown in Fig. 1, due to the strong endogenous selectivity of the expansion target,
that is, the issuance efficiency itself is better, the target is more likely to be selected as
the object of stock issuance expansion. Before the implementation of the policy, there
are many differences in the average issuance efficiency between the control group and
the experimental group. However, with the increase of the number of stock issuance
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Fig. 1. Double difference regression results of stock issuance information disclosure

Table 1. Regression coefficients obtained by two estimation methods

Num Stock Subject A shares Total number Percentage Multiply

Start 0.32 0.04 0.94 0.88 1.97 1.22

1 1.29 2.55 2.46 3.65 3.24 2.81

2 5.91 5.62 2.27 3.68 5.74 4.55

3 4.01 4.25 1.75 3.26 1.23 2.56

4 3.65 1.23 3.35 4.94 1.06 3.23

5 4.49 6.17 6.68 2.52 6.72 6.78

expansion, the distribution of the issuing efficiency of the selected targets increases, so
the grouping randomness is also strengthened.

As shown in Table 1, the regression coefficients obtained by the two estimation
methods are consistent, while the coefficient variance obtained by the boot strapped
robust standard error estimation is slightly larger than that of the ordinary standard error.
The interaction coefficient reflecting the policy effect is significantly negative at the level
of 0.1 and 0.01 under the two issuance efficiency indicators, which verifies the conclusion
that the implementation of the stock issuance policy does improve the issuance efficiency.
The results show that the double difference review has strong robustness.
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Table 2. Influence of preference index and transaction cost coefficient

Item Extremely
severe injury

Severe
injury

Damage Blockchain
technology

Coefficient
of elasticity

Price
tradition

Enterprise E 3.26 2.44 2.95 1.36 1.29 2.55

Enterprise R 3.43 4.58 2.84 2.59 5.91 5.62

Trans-service 5.58 5.61 4.71 4.78 4.01 4.25

Preference 3.54 3.6 4.48 2.2 3.65 1.23

Transaction 3.3 2.61 4.67 5.79 4.49 6.17

Scale 5.44 2.1 4.39 3.65 1.23 6.33

As shown in Table 2, with and without blockchain technology, the order quantity of
two third-party trading enterprises is affected by preference index and transaction cost
coefficient. Compared with the traditional mode, the order quantity under the applica-
tion of blockchain technology is higher than that under the traditional mode. Blockchain
has changed the mode of information ownership, transferring the ownership of infor-
mation from the state owned by a single owner to the account information shared by all
participants in the whole transaction cycle.
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As shown in Fig. 2, the results show that the application of blockchain technology
may not make the profit of each node enterprise and the overall profit increase sig-
nificantly. When the application cost of blockchain technology is too high, each node
enterprise in the securities market will choose to give up using the technology.

4.2 Implicit Information Disclosure and Numerical Simulation

As shown in Fig. 3, although the LSTM model can fit the general fluctuation of stock
price, the fitting accuracy is low, and the prediction effect of CBAM is obviously better
than that of LSTM network model and LSTM-CNN network model. The model can
predict the stock price reasonably and accurately.

As shown in Table 3, there is a big difference between the predicted value and the
actual value of the stock price of the model, which may be caused by the influence of
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Table 3. The difference between the predicted value of the stock price and the actual value

Item Trans-cost Blockchain Elasticity Price-trad Profit Upgrade

LSTM 4.53 4.08 3.77 1.14 1.92 2.82

CNN 2.43 3.29 3.21 4.92 1.33 2.11

CBAM 4.59 2.31 3.72 4.49 3.84 1.49

F-residue 6.73 6.82 3.82 5.83 6.43 1.73

Straw 2.45 1.87 3.26 1.55 3.47 4.8

Multiply 2.71 6.41 1.52 6.52 4.27 3.44



Disclosure and Forecast of Stock Issuance Information 761

the government policy or network public opinion on the stock market at that time, rather
than the defects of the network proposed in this paper. Therefore, this experiment verifies
the effectiveness and feasibility of the proposed network.

5 Conclusions

Because the law does not endow private digital currency with exclusive and compulsory
functions, and there is no national capital as the credit basis, blockchain technology does
not have the essential attribute of money. However, because it is accepted by the general
public in a certain range, it poses a serious challenge to the legal tender system of the
country. It is necessary to control the application cost of blockchain technology within
a reasonable range, so as to encourage enterprises to actively explore the determination
of blockchain technology application.

Acknowledgements. Provincial project: Study on the housing problem of the introduction of
talents in Xi’an city under the background of new Settlement.

Project number: 20JK0042.
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Abstract. With the development of our country’s global economic integration,
facing more opportunities and greater challenges, enterprises have higher and
higher requirements for the update of management software, and enterprise
accounting informatization has achieved considerable development. This article
aims to study the design of corporate tax accounting database in the context of big
data. On the basis of analyzing the choice of database, the physical and logical
structure of Oracle database, and the feasibility analysis of tax accounting man-
agement information system, the tax accountingmanagement system and database
are analyzed. Finally, the performance of the system is tested. The test results show
that the test is successfully passed when 300 users log in. At this time, the average
response time of operations after logging in to the system is 2.84 s, which meets
the performance requirements of the system in this article.

Keywords: Big data · Tax accounting · Database design · Management system

1 Introduction

Since entering the 21st century, the development of information technology has brought
us not only convenience in life, but also convenience in work. With the development of
accounting information, traditional manual bookkeeping has been replaced by electronic
computer data processing. With the development of tax information, traditional paper
tax returns have been replaced by the latest electronic and online tax returns [1, 2].
However, it should be noted that illegal cases such as tax evasion and tax evasion by
enterprises using electronic technology are not uncommon. Our country has issued a
number of relevant policies to strengthen internal control of enterprises, which have a
corrective effect on economy, orderly, double accounting and taxation information [3,
4].

After the creation of database theory, some researchers introduced advanced database
system technology, thus providing the basic logical structure of evidence-based account-
ing information system [5, 6]. Some researchers have clearly combined the technical
issues of database systems with the issues of establishing a decentralized orthogonal
protection accounting information system. In accordance with the idea of material law,
he boldly abandoned the traditional bibliographic bookkeeping principle in the over-
all design of the computer financial information system, and introduced a hierarchical
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model. It introduces tools that can encode various itemswith financial and non-monetary
characteristics. It also explains the general diagrams and data types of items coded
through a hierarchical data structure, and creates a data management language for enter-
prise data management [7, 8]. The concept of the enterprise relational database model
provided by some researchers is also used in the field of accounting. In order to infer the
relevant models of accounting management and financial accounting, they first intro-
duced the traditional accounting system structure. To analyze and establish a conceptual
model of the relational database. Then, further explain how the information is obtained
in the database through relational algebra [9, 10]. The entity link diagram created by
some researchers creates a highly semantically expressed entity link data model, so that
the data model not only describes the data involved in the accounting process, but also
emphasizes the company in its data model. There are also researchers who have used
both typemethod and valuemethod in the inventorymanagement process and production
environment by guiding decision makers, and have compared and commented on the
two types of methods [11, 12]. The research results of predecessors provide a theoretical
basis for the research of this article.

On the basis of consulting a large number of related references, this paper combines
the choice of database, the physical and logical structure of Oracle database and the fea-
sibility analysis of tax accounting management information system, and designs the tax
accounting management system and database, and finally the system. The performance
is tested to observe whether the system meets the requirements of this article.

2 Design and Research of Enterprise Tax Accounting Database
Under the Background of Big Data

2.1 Database Selection

(1) Access database
As an important factor, Microsoft Access is widely adopted. Access database is

also suitable for the development of small database systems. Access can be widely
used, mainly due to its strong analytical capabilities and relatively simple operation.
However, Access is only provided to a small user system, and cannot provide access
services for many application systems at the same time. This is the main flaw of
the database system. In addition, this database system is only used on the Windows
operating system platform.

(2) Oracle database
Oracle Enterprise has developed an Oracle database management system for

actual needs. Compared with other database technology companies, Oracle has the
following technical features:

(1) Compatibility: Whether it can pass the standard SQL database query language
is an important sign ofOracle’s reliability. This also shows that the applications
released to users using the Oracle database system can be widely used on SQL
databases.
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(2) Portability: Due to the large number of Oracle workstations, Oracle is
defined as a standard database management system, and Oracle applications
can be reused after transplantation, regardless of the size of the hardware
configuration.

(3) Versatility: The main advantage of Oracle is that its architecture is more com-
plex. Back-end and front-end editing are key elements of Oracle database
application information performance. In addition, you can use this feature to
protect multi-user data and process corresponding transactions at the same
time.

(3) SQL Server database
SQL Server is a popular background management product of Microsoft, espe-

cially SQL Server 2005 has become a favorite language of many developers. Com-
pared with other databases, it has many advantages and can be used with many
components.

2.2 The Physical Structure and Logical Structure of the Oracle Database

(1) Physical structure
Although theOracle database is a collection of various data types, allmethods of

actually storing data are in the form of physical documents. The physical structure
of the database also represents the format for storing various data on the same
physical medium. As for the physical structure of the entire database system, it is
mainly determined by the operating system files that make up the database. For each
Oracle database, it is mainly composed of physical file systems of the following
main data types.

(2) Logical structure
Logical database system structure refers to the composition of the database

system involved by the user. Explains how the database system stores data logically.
Logical storage structures such as table spaces, partitions, and extensions manage
the application of physical storage space in the database system. A database system
is logically composed of one or many table spaces, each table space is composed
of a segment, the segment is composed of regions, and the region is composed of
many continuous databases. Of course, some logical structures such as lists and
searches are also stored in the tablespace data file.

2.3 Feasibility Analysis of Tax Accounting Management Information System

(1) Operational feasibility

In the tax information system research and development process, all operating sys-
tems and development environments are developed using the VB6.0 platform. The entire
system interface is easier to apply, and the operation of the system is simpler. At the same
time, in the VB6.0 environment, the operating system functions are basically the same
as those in other computer software. Most of them meet the current tax management
habits of enterprises and save a lot of training time.
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(2) Economic feasibility

The tax management information system uses a dedicated network, the total number
of users is less than the Internet, and the demand for databases andWEB servers is small,
so the investment amount is minimal. To use the client, only the most basic computer is
required. The support of the B/S model also reduces the maintenance and upgrade costs
of the next stage of the tax management information system.

(3) Technical feasibility

At this stage, the technologies used in the development of tax management infor-
mation systems are mainly mature programming languages and database application
technologies. The main techniques used in data analysis are statistics, query and data
analysis. The technical requirements are not very high, so it is absolutely technically fea-
sible. At the same time, in the development and discovery stage of the tax management
information system, there are already relatively similar systems in the reporting market,
combining the characteristics and functional requirements required for the development
of the tax management information system. Therefore, after the development of the tax
management information system, it will definitely be very useful, The implementation
of the entire technology is relatively easy.

(4) Security analysis

In order to ensure the operational safety of the tax management information system
and fully guarantee the security of the information contained in the tax management
information system, the following three aspects should be considered when designing
and developing the tax management information system. First, from the perspective of
the users who use the entire systemLook, the user login needs to be verified, and can only
enterwhen it is legal. Secondly, for the entire systemadministrator, the administrator only
keeps the relevant modules in the system during the entire system maintenance process,
and does not touch the relevant personal data and information of the user. It is safer to
analyze the information contained in the tax management information system from the
perspective of the administrator. Third, the entire tax management information system
is equipped with targeted system abnormality detection functions. If the system has
abnormal data processing, illegal user intrusion, abnormal data exchange, etc., the system
will issue related warnings, which greatly improves the security of system operation.

3 Experiment

3.1 Identity Verification Registration Module

The system identity confirmation registrationmodulemainly provides login confirmation
and registration functions for system users to prevent unauthorized users from entering
the system. When logging in, only registered users can access the system. In addition,
when different characters enter the system, different interface features will be displayed.
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Fig. 1. Flow chart of system login

When registering, after the user submits the registration application form, it will be
reviewed by the back-end administrator. Throughout the process, the password uses
MD5 encryption technology to ensure system security. The process is shown in Fig. 1.

The logic function used by MD5 encryption technology is shown in the following
formula:

F(x, y, z) = (x&y)/((∼ x)&z) (1)

G(x, y, z) = (x&Z)/(y&(∼ z)) (2)

In the formula, & and ~ respectively represent AND and NOT operations.

3.2 Tax Declaration Module

(1) Data analysis input function. Since the ERP system hasmanymodules, the financial
module contains the tax data that needs to be calculated, so this operation is amethod
of analyzing and extracting the required information from themassivefinancial data.
The following points may be required to realize this part: based on the data analysis
model, Data control technology, the design of this part can refer to the existing ERP
system of the tax accounting part.

(2) Accounting for tax-related businesses. This part is based on the enterprise’s appli-
cation in the independent tax accounting mode of the ERP system, based on the
same clearing operations, accounting rules, and data calibers, and automatically
charges costs according to the tax accounting formula associated with the imported
data. The quarterly relevant tax data of tax-related tax categories of enterprises, the
main data comes from the financial data of the ERP system.
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(3) Tax declaration. In this part, after the tax declaration form is issued at the end of
the quarter, the relevant data will be automatically obtained according to the results
of the tax accounting firm in the previous step, and then a tax declaration form that
meets the requirements will be generated. Create a tax department, extract the data
in the tax return from the result, and automatically upload it to the tax authority
after passing the business self-inspection part. This part of the operation can be
done by optimizing the call to the corporate tax reporting system.

3.3 System Management Module

Depending on the role of the user who uses this system, the module permissions that can
be used are also different. Therefore, according to the location of the tax service, you
need to define their respective usage rights for users in that location. In this way, users
who use the same system but different permissions will see different system functions
after logging in, so that users can only use system functionswithin their own permissions,
which enhances security.

3.4 System Database Design

In terms of representation methods, there are also many ways to represent conceptual
models. The most common representation in the model design process is the entity link
method. The so-called method of linking entities is to use E-R diagrams to illustrate the
associations between various models. And the following mainly uses E-R diagram to
illustrate the structure of the database. (1) The entity is represented by a rectangle. (1)
Entity attributes are represented by ellipses. (3) The relationship between the physical
object and the entity is represented by a diamond. In this tax accounting database design
process, this paper fully considered the internal correlation of the internal data informa-
tion of each module, and adopted intuitive means to systematically analyze and design
the E-R diagram.

4 Discussion

The tax accounting management system has conducted a preliminary performance test
before it is put into use. The purpose of the test is to test the response speed and system
stability of the system in multi-user situations. Some problems have been found through
the test, mainly because the system has some problems when uploading big data files.
There may be no response for a long time. It is analyzed that the problem may be caused
by the user’s computer or network conditions. The specific reason needs to be further
studied and analyzed.

In order to grasp the performance of the system under multi-user conditions, the
systemorganized amulti-user online performance testwhen itwas put into trial operation
to observe the response time of the system.

It can be seen from Table 1 and Fig. 2 that the average response time during system
operation is within 3 s. When 300 users log in, they successfully pass the test. At this
time, the average response time of operations after logging in to the system is 2.84 s,
which meets the performance requirements of the system in this article.
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Table 1. System response time

Average response time Expected response time

20 0.31 0.5

50 0.54 0.8

100 0.92 1.5

200 1.26 2

300 2.84 3.5
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Fig. 2. System response time

5 Conclusions

Under the influence of the continuous development of information technology, tax
accounting informatization is a process of continuous development. Information
resources are integrated on the basis of data, promote the high integration of infor-
mation technology and tax accounting, and continue to strengthen the legal protection
of tax accounting operations in the information environment. To improve the latest oper-
ating mechanism of tax accounting, to meet the actual needs of tax accounting work as
the goal, to achieve the rapid development of tax accounting information construction.
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Abstract. In today’s society, with the rapid economic development, people’s liv-
ing standards have also improved, while at the same time, many psychological
problems have been ignored. And mental illness refers to the abnormal reaction
of the human body due to various reasons, resulting in some physical and men-
tal disorders and even a series of physiological or pathological changes, such as
depression, mental confusion, etc. These unhealthy conditions will bring varying
degrees of pain and impact to patients, and at the same time will cause a lot of
burden and pressure on the family. Therefore, in the process of medical and health
services, it is necessary to timely understand that the patient and his family are fac-
ingmental illness. Therefore, how to discover a person’s abnormal state of emotion
in time, and get timely and effective early warning processing and intervention
on it has become a hot topic. This article adopts experimental analysis method
and data analysis method, and aims to understand the early warning analysis tech-
nology of mental illness through experimental research, so as to effectively and
timely monitor and early warning of mental illness. According to the experimental
results, when the number of concurrent users is less than 500, the response time
of the system is shorter, and the time to get the results of mental health analysis
is also shorter, so it can meet the basic needs of mental health analysis and early
warning.

Keywords: Social media big data · Mental health · Psychological crisis early
warning · Early warning indicators

1 Introduction

With the development of society and the continuous improvement of people’s living
standards, people are paying more and more attention to their own health problems.
However, there are many mental illnesses in real life. For example, anxiety, depression,
etc., these symptoms will affect people’s normal way of thinking. It has negative con-
sequences for society, affects communication between people and the outside world,
reduces work efficiency and causes various mental problems. Therefore, in this case,
we must understand our physical condition in a timely and effective manner, and take
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corresponding measures to prevent and intervene in order to avoid the deterioration of
the disease and endanger human health and safety.

At present, many scholars have conducted research on big data analysis methods
and mental health issues. For example, Liang Juan applied big data mining methods to
analyze student data information in the college student management system, and found
a certain correlation between mental health data and data such as grades [1]. Imran M
pointed out that Data analysis can show the value of stock transactions in the economy
and indicate a high ability to mobilize capital and diversify risk [2]. Huang Xiaojuan
pointed out that although people’s material living standards have become higher and
higher, there have been a lot of problems on the spiritual level [3]. Therefore, this article
starts from a new perspective, combined with social media big data algorithms, to carry
out research on mental illness early warning analysis technology.

This article mainly discusses these aspects. First of all, an overview of the theories
related to social media big data. Then, research on psychological crisis early warning and
related theories. In addition, the application of big data clustering algorithm in mental
health analysis and early warning is also introduced. Finally, an experimental study was
carried out around the mental health analysis and early warning system, and relevant
experimental data and analysis conclusions were drawn.

2 Related Theoretical Overview and Research

2.1 Overview of Social Media Big Data Related Theories

The emergence of social media big data is accompanied by the development of network
technology, from the traditional Internet era to the mobile Internet era, and this also
provides a newopportunity for it. In this process, people can share and communicate after
receiving information through various terminals such as mobile phones and computers.
However, due to the openness and virtualization characteristics of the Internet, these
communication platforms often have a large number of false news and rumors that
affect user emotions, which in turn mislead the audience to misjudge and even cause
social panic incidents. On the other hand, big data technology can effectively dig out
massive amounts of data and analyze them, so as to draw corresponding conclusions.

In the era of big data, the emergence and development of social media has made the
world more colorful. People receive information through a variety of channels such as
the Internet and TV. In this case, a large amount of massive data has been generated.
These huge, huge and valuable contents are gathered together to form a whole, which is
the so-called “big database”.

Social media refers to the use of digital technology to realize the exchange, sharing
and delivery of information through the interaction between people and society. Social
media refers to an online community established with individuals as the center. After
users register, they obtain corresponding information and knowledge through informa-
tion push and data analysis. With the rapid development of Internet technology and
mobile communication technology and the rapid increase in the number of mobile Inter-
net users, more and more people use mobile phones to browse news, etc. or spend a lot
of time on social media platforms in fragmented time [4, 5].
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People are gradually inseparable from social media in daily life, so social media big
data analysis technology is indispensable in the construction and application of social
information. Big data analysis uses a large number of valuable keywords to describe
its internal laws and characteristics in a large amount of information. It mines and
processes massive, unstructured, and large amounts of complex redundant data with low
value density.

With the rapid advancement of information technology such as Internet technology
and mobile devices, and the continuous expansion of the scope of human activities,
people can obtain rich and diverse information resources through the platform of social
media, and can meet their own needs in a short time.

Big data is proposed as an emerging concept and is developing rapidly. With the
continuous advancement of network communication technology, smart phones have
gradually become more powerful and upgraded, bringing convenient information ser-
vices to people. Social media is represented by WeChat instant messaging software,
Weibo, forums and other platforms are used frequently by users and grow rapidly, and
they have become one of the most mainstream social media [6, 7].

The collection and analysis of social media big data is a dynamic development pro-
cess. In this era of rapid change and strong interaction, it is necessary to constantly adjust
and improve the massive amount of information collected in social networks. Therefore,
it is particularly important to filter and process these large amounts of unstructured data.

2.2 Psychological Crisis Early Warning and Related Theoretical Research

In recent years, with the development of economy and society, a person’s society, family,
academic and working environment have become more complex and diverse, and the
pressure of study, work, and life has made colleges and universities a high-risk group of
mental disorders. The development and popularization of advanced technologies pro-
vide modern methods and means for colleges and universities to early warn students’
psychological crisis ability, and also provide a theoretical and technical basis for the
construction of mental health education and storage platforms.

Man is a unit of physiology, psychology and society. Man is not only a living body,
but also a person with complex psychological activities and living in a certain social
environment. Therefore, physical health andmental health aremutually integrated.When
a person’s physiology is sick, the psychology will inevitably be damaged, which will
lead to depression, irritability and irritability, leading to long-term depression and even
serious psychological disorders [8, 9].

Mental health is a positive and continuous attitude. In this state, a person can adapt
well to the environment, his life is full of vitality, he can make full use of his physical
and mental potential, which can be said to be mental health. Therefore, the level of
human mental health can be roughly divided into three categories. The first category
is normal general psychology, which is manifested as a good sense of humor, strong
adaptability, good communication with others, the ability to carry out activities suitable
for development, and ability to regulate emotions. The second is mild mental disorder,
which is manifested as lack of happiness of peers, difficulty in getting along with others,
poor self-care ability, and can return to normal after active adjustment or professional
help. The third is a severe adjustment disorder. The patient’s morbid psychological
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manifestations are unable to maintain a normal life and work. If not treated in time, the
condition may worsen and mental illness may appear.

Psychological crisis refers to the moment when a person faces sudden changes in
the surrounding environment or major events in life, mental or behavioral obstacles, and
shows confusion, leading to physical and mental imbalance. People’s own adaptability
and mental balance are disrupted, not the stimulation itself.

If the psychological crisis cannot be contacted in time, it will develop into a serious
psychological crisis, which may lead to suicide. Therefore, to deal with psychological
crises, we must have a correct attitude, not be afraid, not evade, and actively guide and
help patients to tide over all kinds of psychological crises [10, 11].

Psychological crisis warning is intended to predict and prevent psychological cri-
sis. Psychological crisis intervention refers to a series of measures to help a person
out of the current dangerous situation after discovering various psychological crises,
and ultimately alleviate the crisis. In psychological crisis intervention, the principles of
prevention, speed, and confidentiality should be strictly followed. The purpose of psy-
chological crisis intervention is to help individuals regain their psychological balance.
The psychological cognition model believes that the crisis originates from the misun-
derstanding of frustration and trauma. By changing the bad cognition, the individual can
control the crisis, so the individual is guided to intervene in the psychological crisis. The
psychological crisis early warning indicator system is shown in Fig. 1.

Fig. 1. Psychological crisis early warning indicator system

2.3 Application of Big Data Clustering Algorithm in Mental Health Analysis
and Early Warning

The big data clustering algorithm needs to clarify the number of clustering categories in
advance before performing cluster analysis on the data set. First, determine the number
of categories to be subdivided, and select a representative point for each category, and
perform the initial subdivision according to the principle of similaritywithin the category.
Then try to change the position of the representative point to be optimized. Evaluate the
value of the criterion function, repeat this process many times, and finally divide until the
value of the criterion function is optimal. Through the application of big data clustering
algorithm, to find the trend of each individual’s psychology, and find a certain law from
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it, and finally complete the work of mental health analysis and early warning [12]. Part
of the calculation formula is shown in (1), (2).

aj =
∑mj

u=1 cu
mj

(1)

F =
∑j

u=1

∑

c∈au
‖c − au‖2 (2)

Among them, cu is the data point, j is the number of data points, aj is the cluster
center of the jth category, and mj is the number of data points in the jth category. F is
the criterion function. When its value reaches the minimum and remains stable, it means
that the clustering work is completed.

3 Experiment and Research

3.1 Experimental Background

With the rapid development of economy and society, people’s living standards continue
to improve, but at the same time it also brings a lot of negative emotions. Among them,
mental illness is one of the important reasons leading to the emergence or deepening of
various mental crises. It causes damage to the individual’s physical function or social
function, and emotional reactions such as anxiety and depression, with a certain incu-
bation period, and even serious consequences. When these problems are not resolved, it
will affect social stability and the lives of the people. Therefore, timely monitoring and
early warning of mental illness is very necessary.

3.2 Experimental Environment

In this experiment, the test system uses the B/S method to realize some related functions
and applications of the psychological evaluation analysis and early warning system.
The system also uses windows2015 64 database server, the back-end database uses
relational database postgreSQL9.4, the operating system used by the WEB server is
windows server 2015, and the server of the WEB publishing platform is ApacheHTTP.
The client computer must be able to access the WWW server, and the browser must
be IE6.5 or higher. In order to ensure the security of the system, a firewall needs to be
deployed between the client and the server.

3.3 Experimental Process

In this experiment, combined with social media big data algorithms, a mental health
analysis and earlywarning systemwas constructed. Through the analysis of the collected
data, timely feedback of the individual’s mental state in various time periods, to provide
reliable data for monitoring the mental state, and prevent problems before they occur.
Test the performance of the test system, including system reaction time, CPU utilization,
and analysis results.
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4 Analysis and Discussion

In this experiment, the performance of the test system was tested, including system
reaction time, CPU utilization, and analysis result time. The test results are shown in
Table 1.

Table 1. Test results of system performance

Concurrent number Response time (s) CPU utilization (%) Analysis result time (s)

50 0.78 4.5 2

100 1.5 7.1 2.6

200 1.98 8.9 3.1

300 2.73 9.6 3.9

500 3.51 11.3 4.5

0.78 
1.5 1.98 

2.73 

4.5 

7.1 

8.9 
9.6 

2
2.6 3.1 

3.9 

0

2

4

6

8

10

12

50 100 200 300

D
at

a

Number

Response time(s) CPU utilization(%) Analysis result time(s)

Fig. 2. Test results of system performance

It can be seen from Fig. 2 that when 50, 100, 200, 300, and 500 people visit the
mental health analysis and early warning system together, the system response time is
0.78 s, 1.5 s, 1.98 s, 2.73 s, and 3.51 s, respectively. The analysis result time is 2 s, 2.6 s,
3.1 s, 3.9 s and 4.5 s respectively. It can be seen that when the number of concurrent
users is less than 500, the response time of the system is shorter, and the time to get the
results of mental health analysis is also shorter, so it can meet the basic needs of mental
health analysis and early warning.
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5 Conclusion

Facing complicated social life and work, people often have negative emotions such as
anxiety and pessimism, and these negative emotions affect a person’s healthy growth.
And mental illness is also a topic that cannot be ignored. Therefore, how to monitor
and warn mental illness in time has become a hot topic. Therefore, this article starts
from a new perspective, combined with social media big data algorithms, to carry
out research on mental illness early warning analysis technology, which has important
practical significance and research value.
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Logistics Network Deployment Planning Under
the Background of Big Data Technology
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Abstract. Logistics network points are nodes on the logistics network, which can
be connected by transportation lines to form a logistics network. The distribution
of logistics network nodes should be scientific, and measures should be adapted to
local conditions, amongwhich the overall deployment plan of the logistics network
has the lowest cost. This article aims to discuss the logistics network deployment
planning under the background of big data technology. First, it discusses the big
data analysis system, and introduces the basis and principles of logistics node
layout planning from two aspects: the theoretical basis of layout planning and the
basic principles of regional logistics node layout planning. Secondly, it describes
the details and models of the single-vehicle multi-path model, multi-time window
and route template problem. The update process adds a combination of the global
optimal solution and the optimal solution of this iteration. The results of the exper-
iment show that the No. 47 car will be delivered at 8 am (set off work time), and
the order delivery service will be completed before 18:00 (set off work time).

Keywords: Big data technology · Logistics network · Deployment planning ·
Urban logistics

1 Introduction

With the rapid development of urban logistics, urban logistics network systemwill also be
formed. As an integral part of the logistics network system, the urban logistics network
system is composed of nodes and channels [1]. Especially important is the internal
structure of the urban logistics network, which is the foundation of the urban logistics
network system. The location of the node determines the location, structure and design
of the entire urban logistics network, which is the premise of network system planning
[2]. The city network node is also a grand event for global logistics activities and service
delivery services, as well as a large-scale new logistics provider. At the planning level,
it is very important to first conduct a thorough investigation of the planning department
[3, 4]. The design and construction of logistics network nodes in some cities is a weak
link in the development of my country’s logistics industry. Therefore, designing and
constructing urban logistics node plates according to local conditions is the key to the
development of modern logistics industry [5].
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When planning multiple network nodes, the specific conditions of these networks
and their surrounding areas must be fully considered to determine the most beneficial
and optimistic logistics network points for the logistics company [6]. IQQ García uses
the flexibility of UAS as a supplementary support for the medical logistics system under
high pressure conditions by rapidly deploying an air transportation network. A logistics
network model was defined and three scenarios were created based on the model and
the current needs of Valencia (Spain). Flight tests were conducted in these scenarios,
including urban areas and controlled airspace. The operation complies with the applica-
tion requirements of the Specific Operational Risk Assessment (SORA)method recently
adopted by the European Aviation Safety Agency (EASA). The flight was very success-
ful, and medical supplies could be delivered quickly without any special infrastructure
[7]. Li L proposed a new variant of the dual-objective capacity location routing problem
(dual-objective CLRP), the flow capture location problem for fuel delivery (FCLP-FD),
to simultaneously determine the location of hydrogen refueling stations (HFS) and rout-
ing hydrogen transport trucks decision. FCLP-FD aims to overcome the obstacles to
deploying HFS. The HFS network was determined while maximizing the captured fuel
demand flow and minimizing the total daily cost. A meta-heuristic algorithm for adap-
tive large neighborhood search (ALNS) was developed, and its performance in solving
dual-objective optimization problems was tested [8]. The planning of logistics nodes
plays an important role in achieving high efficiency and smooth business operations.

The research content of this article mainly includes the following aspects: introduced
the basic structure of the urban logistics network, the layout of urban logistics network
outlets, the concept and function of the urban logistics sector, and the management and
operation of the logistics sector. Secondly, the Hadoop distributed computing system
was launched, and finally the related research on logistics network outlet layout tech-
nology was carried out. Introduce the relative relationship between urban logistics and
the process of network planning. And briefly explain the content and methods of logis-
tics network research and analysis. At the same time, taking M City as an example, the
establishment of urban logistics network network network point research, the technical
planning basis of urban logistics network network point planning, combined with the
logistics platform big data analysis system, recognizes the role of multiple timewindows
and route models in transportation planning.

2 Research on Logistics Network Deployment Planning Under
the Background of Big Data Technology

2.1 Layout of Logistics Outlets

A logistics network is a junction of a logistics network and a connection point of mul-
tiple logistics lines in a logistics network. Logistics companies are the initiators and
supporters of modern freight forwarding and the basis for the implementation of freight
logistics [9, 10]. The construction of commercial logistics companies should be based
on the development of major road intersections or expressways, and the development of
logistics and wholesale products around expressways. This includes storage, processing,
distribution, inspection, information management and technical services [11, 12].
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With the rapid development of the logistics industry, the position of logistics outlets
in the logistics network is becoming more and more important. Completing service
quality and cost proposals, and understanding the location of local logistics outlets and
the scale of local outlets are essential to achieve the efficiency of the logistics outlet
layout system and ensure the smooth progress of the logistics system.

The operating scale of logistics outlets can be divided into two categories according
to the number of bases. The first is the foundation of space. Only one logistics center has
been opened in the entire area. This is the simplest case. The second is the firstmultipoint.
This layout requires multiple logistics sites to be set up locally. This situation is more
complicated, and the structuralmodel and calculation process are alsomore complicated.

2.2 Big Data Analysis System

The big data analysis module is a distributed data analysis system based on Hadoop.
The big data analysis module uses MapReduce to analyze available product tracking
data, traffic conditions and local disaster information, and uses time series forecasting
to provide real-time product demand forecasts for decision-making.

Use HDFS file sharing system to store a large amount of product search information.
In terms of cost and performance, it is difficult to find the best big data tools. Using the
HDFS extension, you will find that most data management cases have great flexibility
and efficiency. On the other hand, users who have overcome statistical limitations with
equipment do not have to worry too much about the code and how to use the code, so
the same flexibility is the cause of inaccurate execution.

2.3 The Basis and Principles of Logistics Node Layout Planning

(1) Theoretical basis of layout planning
1) Modern logistics
When the company develops to a certain extent, the reduction of energy production

capacity and the increase of productivity cannot bring profits to the industry, logistics
has become a successful way for the company to reduce its capital capacity. The rapid
growth of the logistics industry plays an important role in the development of themodern
economy, and modern logistics capabilities have become one of the main competitors
in this industry. The modern logistics industry has developed into a comprehensive
service integration system integrating transfer, warehousing, loading and unloading,
packaging, distribution, and information services to complete individual warehousing
and transit logistics. The concept of logistics has also expanded from the distribution
department to manufacturing, technical management and other departments. Modern
logistics is developing multiple platforms and diversified technologies, emphasizing the
integration of existing services, emphasizing logistics, network lines, system production
connections, supply chain management and operations.

2) Space structure theory
Spatial structure theory is closely related to the research of location theory, because it

is an important development of environmental science, but the focus of the current world
structure process is slightly different from that of situational theory. The institutional
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process is not the perfect state of any economic activity or event, but the interaction
and social relations of many economic issues in this field. The field structure process
is also called general science and world geography. Represents the size and continuity
of objects and spatial phenomena, which may be reflected in the initial changes. Space
science analyzes the general characteristics of the social system from different levels,
and points out that the accumulation, fear and dependence of the system on the ground
are the main factors that increase the world order and diversity. In the logistics node
planning of the design area, the concept of logistics node location is very important for
how to determine the scope of the logistics system and further reduce transportation
costs.

(2) The basic principles of regional logistics node layout planning

1) The principle of market leadership
The current economicdevelopment of our country is dominatedby themarket system,

and the work and management of enterprises must be market-oriented. Modern logistics
is a work-based economic system, and its design and implementation must also be
integrated across markets. Local node planning, transfer selection, project completion,
project site selection, etc. all need to plan local development plans. It covers the prospects
of major financial cities and markets across the country.

2) Location-oriented principle
The integration and connection points of different transportation systems forma com-

prehensive, strategic and state-of-the-art logistics node. The growth rate of the transfer
determines whether the assembly can run smoothly. The structural design of the logis-
tics department likes to choose a location that is easy to transfer, so there are many
well-designed transfer methods that need to be integrated.

3) The principle of social orientation
The structure of local logistics departments must take into account system benefits

and assume certain social responsibilities. It has the same financial orientation char-
acteristics as the transfer material. In economically developed areas, in order to meet
logistics needs and improve transportation efficiency, it is necessary to promote the eco-
nomic development of developing countries and promote the development of economic
integration. This is the goal of my country’s national economy and logistics network
construction.

3 Investigation and Research of Logistics Network Deployment
Planning Under the Background of Big Data Technology

3.1 Current Status of Logistics Network Construction

The construction of logistics outlets is advancing rapidly. As of the end of 2020, M
Province has built 25 freight stations, including 5 Class I ports, 5 Class II ports, 4 Class
III ports, 6 Class II ports, and 5 freight stations. A number of logistics network projects
are under construction and planning. The logistics infrastructure network is gradually
taking shape. The daily cargo capacity of the port is 30,500 tons, and the average annual
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cargo capacity of each cargo station is 5.65% of the local road freight volume. The
throughput of the freight station is very small and cannot play the role of a distribution
company, information center or management company.

Logistics information technology generally involves enterprises and management
departments. Some companies develop and use logistics information systems with sim-
ple functions, such as train logistics management systems and Guanchebao logistics
command systems. Some regional logistics platforms, such as Western Logistics Net-
work, Zhongheng Logistics Network, andQuantumLogistics Network, have established
public relations platforms in individual cities due to low automation and poor promotion,
but they have not achieved the expected results.

3.2 Data Preprocessing

Suppose that xij represents the delivery vehicle from exit i to exit j, and Cij represents
the transportation cost from exit i to exit j. In this scheme, it is considered distance.
This data can be calculated by the navigation distance in the map (to form a connection
distance matrix). The optimization goal of the single-vehicle multi-path system is the
shortest driving distance and the lowest transportation cost, as shown in Formula 1:

MinZ =
∑

i

∑

j

cijxij (1)

The opening or closing of multiple time windows is shown in formula 2:

TW = 0or1 (2)

The line template is turned on or off as shown in formula 3:

LT = 0or1 (3)

4 Investigation and Research Analysis of Logistics Network
Deployment Planning Under the Background of Big Data
Technology

4.1 Optimization Results of the Single-Vehicle Multi-path Model

The experimental results of the single-vehicle multipathmodel are shown in Table 1. The
order of the test data is the order of the Order_50 file (provided by the company). There
are a total of 27 tasks to be issued, the bicycle multi-path model, multiple time windows
and route templates are not opened. At this point, it can be seen from the table that the
order task in the Order_50 file is only completed by car #50. No. 50 will be shipped
from 9:00 in the morning (set to be the first start), order service will be completed before
18:00 (set deadline), and the delivery plan will be executed. Order_50 calls the logistics
route planning system according to the system order data, as shown in Fig. 1.



Logistics Network Deployment Planning Under the Background 783

Table 1. Single-vehicle multi-path model optimization results

Vehicle ID Serial number Outlet ID Order ID Time

50 1 688852211403 10 8:08:41

50 2 688852211425 7 8:15:45

50 3 688852211429 3 8:29:03

50 4 688852211504 9 8:50:17

50 5 688852211709 21 9:20:48

50 6 688852211987 8 9:44:34

50 7 688852212015 4 9:59:41

50 8 688852212641 2 10:15:08

50 9 688852212666 5 10:40:10

50 10 688852212945 18 10:55:43

50 … … … …

50 27 688852211356 22 17:04:03

First start
8:00:41

Fig. 1. Effect picture of single-vehicle multi-path experiment
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4.2 The Influence of Multiple Time Windows and Route Templates
on the Algorithm’s Shortest Path Optimization

Four modes of analysis and testing: time window not open and line template not open,
time window open and line template not open, time window not open and line template
open, time window open and line template open. Analyze the relationship between
the shortest distances of order_10, order_20, and order_30 orders with multiple time
windows and route templates, as shown in Table 2:

Table 2. The relationship between the shortest distance and multiple time windows and route
templates

Experimental conditions Order_10 shortest
distance

Order_20 shortest
distance

Order_30 shortest
distance

Multiple time windows
are not opened, line
template is not enabled

18 25 50

Multiple time windows
are enabled, and the line
template is not enabled

25 36 78

Multi-time not open, line
template is enabled

36 44 104

Open multiple time
windows, enable line
template

42 68 120

Under the principle of the same order quantity, if the time window and path model
are not enabled, the path of the optimal solution obtained by the algorithm will be
shorter; if the time window and path model are enabled at the same time, the path for
the algorithm to find the optimal solution is the longest as shown in Fig. 2. Under the
same test conditions, with the increase of the number of outlets, the longer the shortest
distance, the influence of multiple time windows and line templates on the optimization
algorithm can be seen.
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Fig. 2. The relationship between the shortest distance and multiple time windows and route
templates

5 Conclusions

With the rapid development of the global system, logistics plays an increasingly impor-
tant role in the social system. The cost of logistics services is an important factor that
affects the development of investment fields and systems, and directly determines the
difference in revenue costs between countries and regions and the competitiveness of
enterprises. Modern logistics is a key strategy to support sustainable economic growth,
increase investment areas, improve social and economic benefits, reduce social costs,
and maximize the use of social resources. This article combines the existing scientific
research and themain issues of logistics development, from logistics network to logistics
network planning, transportation planning, transportation organization, planning process
and other aspects to examine the components of logistics network planning. It is neces-
sary to improve and correct the differences in understanding of the basic assumptions of
the urban strategic planning system, and formulate strategic plans for logistics network
planning and direction suitable for current and future economic conditions and markets.
The results of this study provide a basis and platform for further research on the proposed
urban logistics network planning plan, and provide a reference for the planning of urban
logistics network nodes to put forward more thoughtful suggestions.
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Abstract. At present, with the rapid development of intelligent technology, peo-
ple have higher and higher requirements for power quality. Edge computing, as
an important tool for effectively processing power system data and simulating
related processes, realizing machine learning functions, and performing mathe-
matical modeling, is widely used in various fields. The integration of intelligent
units and edge computing is a strong technologywith a wide range of applications,
involving multiple disciplines such as power systems, network communications,
and computers. At the same time, in today’s power system, in some cases, grid
parameters and power consumption information cannot be monitored and read in
real time, which seriously affects the operational safety of the entire grid to a large
extent. Therefore, in order to better guarantee the quality of power supply and
reduce energy consumption, research on grid parameter collection systems based
on the integration of smart units and edge computing is carried out. This paper
adopts experimental analysis method and data analysis method, which is intended
to improve the stability and controllability of the grid parameter collection system
by combining the advantages of intelligent units and edge algorithms. According
to the experimental results, it can be seen from the experimental data that the
output value of the power acquisition circuit is slightly higher than the calculated
value, indicating that there is a measurement error, but the error is relatively small.
In addition, if the power consumption of the test platform itself is removed, the
two data sets will be closer, and it can be concluded that the power data acquisition
and processing circuit has higher measurement accuracy.

Keywords: Intelligent unit · Edge computing · Parameter acquisition · Data
processing
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1 Introduction

Nowadays, with the continuous improvement of the level of intelligence, people have
put forward higher and higher requirements for power quality and reliability. The most
critical one is based on edge computing technology. The research on the fusion algorithm
of intelligent unit and edge computing is a new subject, which has made great progress in
theory and application technology.At the same time, traditional grid parameter collection
methods can no longer meet the power system control requirements with high power
quality and stability requirements. Therefore, by combining the advantages of smart units
and edge algorithms, the stability and controllability of the grid parameter acquisition
system are improved.

At present, research results on edge computing and distribution network data acqui-
sition systems are very rich. For example, Hong Hui believes that it is necessary to
work hard to overcome the problem of artificial intelligence unit teaching and optimize
the teaching process, which is conducive to cultivating students’ thinking ability [1].
Qi Yanli pointed out that in the future, 5G mobile communication networks will usher
in the challenges of skyrocketing mobile traffic and new services with high backhaul
bandwidth and low latency. Mobile edge computing MEC is expected to solve the above
problems [2]. He Zhenting proposed that the operation principle of power system mon-
itoring and data acquisition is closely related to the functions of each part of the two
important systems of monitoring and data acquisition [3]. Therefore, the research on the
grid parameter collection system under the integration of smart units and edge comput-
ing is in line with the development trend of the times, and has important significance
and research value of the times.

This article mainly discusses these aspects. First of all, relevant explanations are
made on the meaning of smart units and edge computing. Then, the collection of power
grid parameters and its related content are explained. Finally, the experimental research
is carried out for the grid parameter acquisition system under the integration of intelligent
unit and edge computing, and relevant experimental results and analysis conclusions are
drawn.

2 Research on Grid Parameter Acquisition System Based
on the Integration of Intelligent Unit and Edge Computing

2.1 Intelligent Unit and Edge Computing

The intelligent unit can provide unique services according to the location of the place and
the characteristics of the facility, and the service agent is located in the unit that provides
basic services in the intelligent room. In this way, the level of service can be clarified.
Some basic services can be provided separately and equally from a large platform. Each
entity must provide unique services based on its own facilities and functions. In addition,
there is such an explanation. The smart unit is the work or living space in the smart space,
with basic service agents and unique facilities, which can provide unique services [4,
5]. The intelligent unit-smart space model diagram is shown in Fig. 1.

The smart unit is an integral part of the smart space. The smart unit communicates
with the space through an agent, and the agent in the unit requests basic services from
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Smart
unit 1

Smart
unit ...

Basic service 
agent

Basic
services

Smart unit 2

Unique service

Smart space

Fig. 1. Smart unit-smart space model diagram

the smart space. At the same time, the scope of the intelligent unit determines the limits
of the equipment managed by the unit management center, and also the limits of the
permissions granted to users.

The software layer model of the intelligent unit is divided into a perception layer, a
network layer, a data processing layer and a service layer. The perception layer includes
the sensing equipment of the intelligent unit, and the physical equipment of the intelli-
gent equipment is divided into two parts: agent equipment and stand-alone equipment.
The unique equipment is mainly testing equipment. A single device is the source of
the basic data information of the intelligent unit. The data collection technology is
mature and has a wide variety, including: radio frequency identification, infrared bea-
con, two-dimensional code, etc. Sensors or other sensor devices record large amounts
of environmental information in real time, collect data, and transmit wireless or wired
data. Communication technology transmits short distances to central nodes or network
equipment. In principle, the area covered by the sensor array is not limited by the area,
and the assembly can be completed quickly, which has great advantages in assembly
time, convenience and reliability [6, 7].

The network layermainly implements the following two functions:One is to discover
the network connection, that is, the underlying networking. The second is heterogeneous
network conversion, that is, the conversion between the lower-layer network and the
upper-layer network, and the data conversion problem between the lower-layer sensor
network must be solved at the same time; the function of the network layer mainly
depends on the realization of the intelligent gateway and the overall framework of the
intelligent gateway.

The data processing layer is the management center of the intelligent unit, and the
equipment is not restricted. According to the specific conditions of the intelligent unit,
gateways, routers, etc. can all be used as management centers to implement data prepro-
cessing, proxy, and data storage functions. The network layer and the data processing
layer are the two layers of the software structure, which can be the same device in actual
situations.
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At present, advanced data processing technologies centered on edge computing are
being developed and widely used. Edge computing is defined as an open, distributed
platform that integrates basic network, computing, storage, and application functions at
the edge of the network close to the source of things or data. In fact, edge computing is
a new green model. By converging the five resources of network, computing, storage,
application, and intelligence at the edge of the network, the performance of network
services is improved, network control is opened up, and new business forms similar to
the mobile Internet are stimulated.

Edge computing is a new type of distributed computing method that can realize
stable and fast data processing and real-time execution control at the edge of the network.
Introduce advanced computing technology into the active power distribution network to
improve real-time IT performance to meet CPS’s requirements for low-latency services
[8, 9].

2.2 Grid Parameter Collection

Now that we have entered the information age, big data, the Internet, and cloud comput-
ing have all achieved rapid development. Real-time monitoring and automatic control of
power systems also reflect the requirements of the development of the times. However,
the traditional manual measurement method has many drawbacks: low efficiency and
large error, slow acquisition speed and low accuracy. With the continuous integration of
modern information technology and communication networks and the rapid populariza-
tion and application of computer technology in various industries, under the unstoppable
trend, the development of grid parameter collection has unlimited prospects.

The power system is a complex and huge spatial network composed of various
generators, transformers, and high-voltage transmission lines. Power grid parameter
collection is to use sensors and microprocessor technology to monitor the power grid
operating characteristics in real time. After connecting to the network platform, the data
of the power system data center can be collected in real time and appropriate judgments
can be made to monitor and control the collection of emergency events in the power
system [10, 11].

Grid parameters refer to data such as voltage and current during the operation of
the power system, which reflect the loss of electrical energy. Manual collection, first
manually collect field data, and then send the recorded data to the corresponding experts
for processing and analysis. Finally, the responsible experts will put forward their opin-
ions, and the registered personnel will log on to the website for debugging. This method
has many subjective factors and cannot process data in time, and because of its many
shortcomings, it has not been widely used.

The basic task of powermeasurement is to accurately and quickly collect and transmit
power grid parameters, and through the data acquisition system, real-time monitoring
of various types of voltage and current signals or power meter output waveforms.

The grid parameter system does not need to manually input data on site, and can
directly send the data to the data center, and then directly processed by relevant experts
and sent back. Its advantage is that it is not subject to external interference, so it has
stable characteristics. Although there will be some delay when the distance is far, but
with the development of technology, the delay time gradually becomes negligible, and
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remote monitoring and control can be realized. But the disadvantage is that the initial
installation cost is very high, and it is more difficult to troubleshoot problems when the
wired network is damaged [12].

These collection points are connected through a wireless network link, and finally
wireless communication between them is established. The remote sensing of thewireless
network is inseparable from the GPRS technology, and its real-time performance is
strong, which can ensure the safety of users. It also has the advantages of wide coverage,
convenient access and connection. Compared with wired networks, the disadvantages
are poor stability, error-proneness, and poor interference suppression capabilities.

3 Experiment and Research

3.1 Experimental Environment

In this experiment, to ensure reliable transmission, a stream socket is used to implement
TCP communication. The host computer software is developed using Microsoft Visual
C++ 5.0. Winsock is a widely used network programming interface on Windows and
supports multiple protocols. It is widely used in TCP/IP programming. The data socket is
based on the UDP protocol, and the data stream can be transmitted in both directions, but
the reliability and stability are slightly worse, and data can be transmitted even if there is
no connection. The original socket interface has low requirements on the protocol layer,
and can allow access through IP, ICMP, etc., so it is widely used to review new protocols
to access new devices on existing servers. The electric quantity sensor circuit adopts
ADE7756 of American ADI Company. Due to the use of digital circuits to process and
transform the collected signals, the time and temperature stability of the entire circuit is
very high. The specific formula expression is shown in (1) (2).

v(r) = V0 + √
2

∞∑

j=0

Vj sin
(
jθr + χj

)
(1)

o(r) = O0 + √
2

∞∑

j=0

Oj sin
(
jθr + γj

)
(2)

Among them, v(r) is the instantaneous voltage, V0 is the average voltage, Vj is the
effective value of the jth harmonic of the voltage, and χj the effective value of the jth
harmonic of the current. o(r) is the instantaneous current, O0 is the average current, and
γj is the j-th harmonic phase angle of the current.

3.2 Experimental Process

In this experiment, the test platform for the electrical data acquisition and processing
circuit includesACvoltage stabilization devices, ammeters, voltmeters, and power factor
measuring instruments. The test platform verifies the performance of the power data
acquisition and processing circuit. Use 110 V, 150 V, 180 V, and 220 V AC voltages in
the AC voltage stabilization device, and use measuring instruments such as ammeters
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to detect the current and voltage of the circuit, and calculate the energy data per unit
time (kW·h) according to the measurement time. Compare this calculation result with
the output value of the electric quantity data acquisition and processing circuit to verify
its accuracy. Some experimental results are shown below.

4 Analysis and Discussion

In this experiment, AC voltages of 110 V, 150 V, 180 V and 220 V were used in the AC
voltage stabilization device to detect the current and voltage of the circuit, and calculate
the energy data per unit time (kW·h) based on themeasurement time. A calculation result
is compared with the output value of the power data acquisition and processing circuit.
The test results are shown in Table 1.

Table 1. Test results of grid parameter acquisition system

Voltage (V) Electric current (A) Measure time (h) Calculated value of
electric energy
(kW-h)

Electric energy
output value
(kW-h)

110 0.31 0.4 0.198 0.241

150 0.39 0.8 0.271 0.397

180 0.43 1.2 0.523 0.596

220 0.51 1.6 0.68 0.712
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Fig. 2. Test results of grid parameter acquisition system



Power Grid Parameter Acquisition System 793

It can be seen from Fig. 2 that when the AC voltage stabilization device uses 110 V,
150 V, 180 V, and 220 V AC voltages, the output values of the power collection circuit
are 0.241, 0.397, 0.596, and 0.712, respectively, and the calculated values of the power
collection circuit are 0.198, 0.271, 0.523 and 0.68. It can be seen from these data that the
output value of the power acquisition circuit is slightly higher than the calculated value,
indicating that there is a measurement error, but the error is relatively small. In addition,
if the power consumption of the test platform itself is removed, the two data sets will
be closer, and it can be concluded that the power data acquisition and processing circuit
has higher measurement accuracy.

5 Conclusion

With the development of smart grid and distributed power generation technology and
the continuous expansion of application fields, the technology and requirements for grid
parameter collection are getting higher and higher. In today’s power system, edge com-
puting is an important method that can accurately and reliably calculate the transmission
network. At the same time, the fusion algorithm of smart units and edge computing is a
current research hotspot. After the mathematical relationship between the two is estab-
lished, how to effectively integrate the two and use their advantages to collect grid
parameters more efficiently has become a hot topic and the focus of the majority of
scholars. Therefore, this paper integrates intelligent units and edge computing related
technologies to conduct research on the grid parameter acquisition system.

Acknowledgment. This work is supported by the Science and Technology Research Project of
State Grid Corporation of China, project No. 546816190007: Research on the key technology of
microcontroller for intelligent acquisition unit based on edge computing and Near-Subthreshold.

References

1. Hui,H.: Teaching strategy and practice analysis of the artificial intelligence unit of information
technology in junior high schools (2020–47), pp. 29–30 (2021)

2. Yanli, Q., Yiqing, Z., Ling, L., et al.: Future 5G mobile communication network integrating
mobile edge computing. Comput. Res. Dev. 55(3), 478–486 (2018)

3. Zhenting, H.: Research on power system monitoring and data acquisition system. China
Strateg. Emerg. Ind. 08, 185–186 (2017)

4. Thejaswini, N., Lahari, D., Baba, S., et al.: Monitoring and automated hydroponic system
using smart power unit. Int. J. Control Autom. 13(4), 47–54 (2020)

5. Sun, Z., Xing, X., Tian, W., et al.: An optimized clustering communication protocol based on
intelligent computing in information-centric internet of things. IEEE Access 7(99), 28238–
28249 (2019)

6. Sabir, Z., Raja, M., Arbi, A., et al.: Neuro-swarms intelligent computing using Gudermannian
kernel for solving a class of second order Lane-Emden singular nonlinear model. AIMSMath.
6(3), 2468–2485 (2020)

7. Muhammad, Y., Khan, R., Raja, M., et al.: Design of fractional swarm intelligent computing
with entropy evolution for optimal power flow problems. IEEE Access, 1 (2020)



794 D. Wang et al.

8. Zs, A., Mazrb, C., Ymcd, E., et al.: Design of neural network based intelligent computing for
neumerical treatment of unsteady 3D flow of Eyring-Powell magneto-nanofluidic model. J.
Market. Res. 9(6), 14372–14387 (2020)

9. Xu, G., Yang, H.-Y., et al.: Design and implementation of a method for temperature parameter
collection inside acupoint. Zhongguo zhen jiu = Chinese acupuncture moxibustion 39(8),
901–906 (2019)

10. Ke, R., Li, Z., et al.: Real-time traffic flow parameter estimation from UAV video based on
ensemble classifier and optical flow. IEEE Trans. Intell. Transp. Syst. 20(1), 54–64 (2019)

11. Xiao, G., et al.: Sparse representation of tropospheric grid data using compressed sensing.
GPS Solutions 25(3), 1–15 (2021). https://doi.org/10.1007/s10291-021-01120-3

12. Razavi-Far, R., Farajzadeh-Zanjani, M., Saif, M., et al.: Correlation clustering imputation for
diagnosing attacks and faults with missing power grid data. IEEE Trans. Smart Grid 11(2),
1453–1464 (2020)

https://doi.org/10.1007/s10291-021-01120-3


Intelligent Analysis and Processing System
of Financial Big Data Based on Neural

Network Algorithm

Wei Shi(B)

Wuhan Railway Vocational College of Technology, Wuhan 430205, Hubei, China
Shiwei202111@126.com

Abstract. With the continuous development of computer technology, data min-
ing has gradually become an indispensable part of enterprise information man-
agement. Traditional enterprises have been unable to meet the needs of modern
economy and Society for talents, and big data, as a new technology, appears in
the field of internal information processing. Financial analysis is to comprehen-
sively evaluate the company’s daily business activities, comprehensively grasp
and reasonably allocate resources, so as to improve efficiency and reduce costs.
Therefore, using neural network algorithm to realize big data prediction is more
andmore important and practical formodern enterprises. This paper first expounds
the concept of financial big data and the characteristics of data intelligent anal-
ysis, and then introduces the application of neural network model. Then, it will
study based on financial big data, design a complete and effective neural network
intelligent algorithm system that can be applied in practice, and test the effective-
ness of financial big data intelligent analysis and processing system. Finally, the
experiment shows that the difference between the predicted value and the actual
error value of the system data is small, and the effectiveness is very high. At the
same time, the performance of data processing meets the needs of users, which
can improve work efficiency and reduce labor cost.

Keywords: Neural network algorithm · Financial big data · Intelligent analysis ·
Analysis and processing

1 Introduction

With the development of computer technology, there are higher and more complex
requirements for information processing in the era of big data. Artificial intelligence
plays an increasingly important role in enterprises. The traditional manual management
mode can no longermeet the needs of high efficiency, high quality and high-performance
computing power in themodern economic era [1, 2]. Therefore, more advanced, efficient
and intelligent systems are needed to improvework quality and reduce costs. At the same
time, with the continuous expansion of network technology and computer application
fields, enterprises need more and more data storage and use methods in the process of
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financial analysis, and financial analysis is an indispensable part of data mining and
prediction. People pay more and more attention to financial big data [3, 4].

Many researchers have investigated and applied the role of neural network algorithm
in the field of finance. For the processing of accounting big data, there are some research
results at home and abroad, and the research on it started earlier abroad. In the 1990s,
General Electric Company first combined computer technology with traditional man-
ual bookkeeping to carry out budget management, cost control and salary calculation.
Subsequently, Toyota Motor manufacturing company of Japan also began to prepare
annual statements manually and implement the method of budget implementation to
realize internal audit [5, 6]. At the end of last century, the financial analysis circles all
over the world have begun to make a breakthrough in using artificial intelligence to
process accounting data. China also has a certain degree of reference for accounting
information processing. China held the “big data research conference” in Beijing and
established relevant academic organizations and institutions to promote the develop-
ment and achievement transformation of new technologies such as big database and
cloud computing [7, 8]. The above research has laid the foundation for this paper.

This paper will introduce the related contents involved in the intelligent financial
system based on neural network algorithm from three aspects: the concept of finan-
cial big data, intelligent analysis and decision support. Firstly, this paper expounds the
role of accounting information system in enterprise management, then analyzes and
designs its internal control mechanism, and then puts forward corresponding measures
for data processing process. Finally, based on intelligent algorithm, a complete and effec-
tive financial analysis system with good performance and high prediction accuracy is
proposed.

2 Discussion on Intelligent Analysis and Processing of Financial
Big Data Based on Neural Network Algorithm

2.1 Overview of Financial Big Data

The basic function of financial accounting is to record and report the economic move-
ments that have occurred or will form in the past, and to provide various relevant infor-
mation, including cash flow, balance sheet, total profit and so on, for all stakeholders.
With the gradual deepening of the application of computer technology in modern society
and the advent of the big data era, people have a deeper and deeper understanding of
it. In the traditional sense, it mainly takes a short time from collection, processing and
analysis to decision analysis, and it is easy to realize automatic processing. In the busi-
ness process, enterprises will produce a large number of financial data, which can often
reflect the future development of the company. For financial accounting, the analysis and
processing of various financial information can help us better predict and understand the
market competition situation of the industry [9, 10]. Financial management is the core
of an enterprise. Financial data analysis is to integrate and process these information
through computer technology and with the help of certain algorithms. For big data, it
mainly has the following characteristics: first, it has diversity. Second, high value den-
sity. Third, strong timeliness and fast renewal. Fourth, it is unstructured and unstable.



Intelligent Analysis and Processing System of Financial Big Data 797

Fifth, it is multidimensional and has little non relevance. Sixth, it is easy to expand and
closely connected with cross departmental cooperation [11, 12].

2.2 Intelligent Analysis of Financial Data

Financial analysis is based on the enterprise’s financial and accounting information and
takes the enterprise’s operation and financial activities as the object to analyze the enter-
prise’s operating results, financial status, cash flow and other financial data, so as to help
the enterprise managers make correct decision-making and selection, capital operation
and financing planning, and help other information users make correct evaluation of the
enterprise predictive judgment. Financial analysis provides necessary decision-making
information for information users. Based on the results of financial analysis, we canmake
decisions scientifically and according to the basis, avoid blind decisions, and improve
the possibility of making correct decisions. It is the basis of financial decisions. Through
financial analysis and prediction based on the analysis results, we can grasp the possible
dynamics of future development, have a deeper understanding of uncertainty, foresee
the possible risks after the implementation of various decisions, promote the making
of optimal decisions and help the smooth realization of objectives. Generally speaking,
the basis of financial decision-making is to adopt appropriate methods to analyze his-
torical financial data, so as to obtain and abstract the understanding and assumptions
of future development trend. Any continuous operation enterprise participates in the
relevant market because of operating a certain business. As a market participant, most
of the markets faced by the enterprise are full of competition. Even if it occupies a “blue
ocean” that needs to be further developed, it needs to establish a competitive advan-
tage in time to prevent new entrants from participating in the competition. Enterprises
are closely related to the survival and development of enterprises from fund-raising,
long-term asset investment, working capital investment and income distribution from
business activities. Therefore, through financial analysis, the observation and control of
the enterprise’s capital and financial situation can enable the enterprise managers to have
an accurate understanding of the enterprise’s financial situation, operating results and
cash flow, and make judgments and decisions on financing, investment, development
and contraction in time.

2.3 Neural Network Technology

2.3.1 Emergence and Development of Neural Network

Neural network is a new concept. It began to develop and spread rapidly in the 1950s.
In 1975, the Massachusetts Institute of technology was the first to put forward the idea
of combining manual and computer to process information. With the rapid growth of
large-scale artificial simulation of human brain and the improvement of human brain
cognitive ability, people have a more profound and comprehensive understanding of
artificial intelligence. Neural network is processed by a large number of neurons through
simulation and artificial methods. It has developed and formed a new branch based
on imitating the characteristics of human brain thinking and language understanding.
It consists of a large number of neurons interconnected to build a technology with
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the characteristics of self-learning function, parallel processing ability and strong fault
tolerance, and can automatically adapt and control the simulated human brain nervous
system.

2.3.2 Algorithm

The final output result of artificial neural network can not be infinite. It is generally
limited to a certain range, so there needs to be a function to limit the output - activation
function. It can also be called a suppression function. This name is used because its
main function is to suppress the input. Its output has a certain range, and completing
the conversion from input to output is called an activation function. The output size of
artificial neuron is limited, and its range is usually limited to the interval from 0 to 1,
or the interval from − 1 to 1. The above description can be explained by mathematical
expressions.

βk =
n∑

i=1

wkixi (1)

vk = netK = βk − θk (2)

yk = f (vk) (3)

The input vector is x1, X2,…, xn, the P weights of neuron K are represented byWk1,
Wk2,…, Wkn, the product of input vector and weight is represented by Bk, and the sum
of neuron K weighted input is represented by Yk.

3 Experiment

3.1 Structure Module of Financial Big Data Intelligent Analysis System

Figure 1 is the module structure diagram of financial big data intelligent analysis sys-
tem. Neural network algorithm has been widely used in the field of financial analysis,
but because artificial neural network has the characteristics of nonlinearity and self-
organization, it is necessary to establish a certain model to solve these problems when
classifying data sets. The overall functions of the system include data entry, selection of
artificial neural network algorithm and calculation of training parameters. In the input
pattern recognition stage, artificial intelligence technology is used to preprocess the
historical economic activities of enterprises. In the output layer, neurons convert the
original information into standard form and store it in the big data center for processing,
and automatically generate structured language files of corresponding types and formats
according to the characteristics of different types of data.
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Fig. 1. Financial big data management system module

In the system login module, when an enterprise needs to obtain financial data, it first
analyzes it through manual input and stores the information. Then, the main window
function is used to store the output value and required time of each layer in the database.
Set an index library in the main window to query whether each attribute variable belongs
to the corresponding level subdirectory in the table and calculate the weight. If it does not
exist, it will directly call relevant tables to find, compare, select and modify data types.
If necessary, you can also sort them according to different classification functions.

3.2 Financial Data Collection

In the process of data collection, we must first complete the preprocessing of the original
financial information and convert it into accounting books and statements that can be
recognized by the computer. For enterprises, the collected accounting big data is very
important, but the processing of these data is very complicated and complex. The data
acquisition part is the core of the whole system, which is mainly completed manually,
including preprocessing, feature extraction and standardization of the original data. First,
input the original voucher and generate the corresponding report, then transfer all aspects
of the report to the server through network transmission technology to meet the needs of
different users, and finally get the results after the client sends the report to the system.
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4 Discussion

4.1 System Effectiveness Analysis Based on Neural Network Algorithm

Table 1 shows the data results of the effectiveness test of the system.

Table 1. The expected and the actual values of testing

Number of tests Expected value Actual value Predicting error
values

Predicting error rate

1 4.2563 4.5896 0.3306 0.077

2 3.3658 4.2547 0.8889 0.264

3 4.3658 4.1578 −0.208 −0.047

4 2.4879 3.5747 1.0868 0.436

5 3.2147 3.6987 0.484 0.150
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Fig. 2. System effectiveness test

Systemperformance test ismainly to test the accuracy and reliability of data. Through
data analysis, we can find out what problems exist in the enterprise production process
and what impact may occur in these aspects. In this paper, the output of the system
is compared with the actual detection value through the simulation function, and it is
found that the error between the two is within the required range. As can be seen from
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Fig. 2, the difference between the predicted value and the actual error value of the system
data is small. It can be seen that the effectiveness of the system is very high, and the
performance of data processing meets the needs of users.

5 Conclusion

This paper uses artificial neural network algorithm for financial prediction. Through the
analysis of the actual situation of enterprises, it is found that many big data contain
a lot of useful value information. Firstly, starting with the characteristics of big data,
the traditional accounting work mode is changed to artificial intelligence, computer
technology and the Internet, and then a variety of researchmethods such asmathematical
modeling method and grey correlation method are used in model design to form a
complete, effective and reasonable financial prediction process based on neural network
algorithm and other relevant theoretical knowledge. By analyzing the internal structure
of the enterprise, it is found that the system has strong real-time performance.
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Abstract. The advent of the Internet + 5G era has boosted the emergence and
development of block chain technology. Applying it to the cost security control
of the financial sharing model, it is found that block chain technology can reduce
the company’s redundant resources and strengthen the company’s cost security
management and control in four aspects: reducing the workload of financial shar-
ing, simplifying the financial sharing process, improving information transparency
and the security of financial sharing. For companies that have adopted or plan to
adopt the financial sharing model, in the future, they can start with four aspects:
establishing a sound financial sharing system, improving the level of computer
technology support for financial sharing, upgrading the talent management system
and improving the level of information security, so as to better realize the Inter-
net + 5G environment. The cost security control of the financial sharing model
of block chain technology improves the operational efficiency and efficiency of
enterprises, and promotes the realization of healthy and sustainable development
of enterprises.

Keywords: Internet + 5G · Block chain technology · Financial sharing · Cost
security control · Information safety

1 Introduction

Since the first World Internet Conference was held 2014, mobile Internet technology
has developed rapidly. In 2019, the Ministry of Industry and Information Technology
officially issued a 5G commercial license, marking the official arrival of the 5G era. The
5th generation mobile communication network has faster speed, higher frequency band,
more stable state, and lower network delay compared with 4G. Block chain technology
is a distributed architecture system, which integrates a variety of computer technologies
such as point-to-point transmission and encryption algorithms [1, 2]. It has the character-
istics of decentralization, traceability, and high degree of openness. Network resources
put forward very high requirements. The arrival of the Internet + 5G era has just met
the needs of the block chain for storage computing resources, network speed and safety,
and provided more reliable technical support and guarantee for the block chain.

In the process of development and growth of modern enterprises, they often establish
a headquarters group with subsidiaries or branches. The establishment of branches often
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establish the same functional management department as the headquarters and need to
hire corresponding functional department staff. The repeated setting of the organization
increases the human resource cost of the enterprise, and the information of the head-
quarters group and the subsidiary or branch cannot be synchronized and shared. In order
to realize financial transformation, the establishment of a financial sharing center, sim-
plifying the process, promoting the timeliness of accounting information transmission,
improving work efficiency, and realizing the integration and sharing of financial infor-
mation have become the general trend [3, 4]. Table 1 summarizes the relevant content
of the policy guidelines related to information network security in recent years.

Table 1. The policy guidelines of informational network security

Issuing time Policy guidelines Related information

2013 Enterprise Accounting Information
Work Standards

Enterprises should use modern
information technology such as
computers and network communications
to carry out accounting, and use the
above-mentioned technical means to
organically integrate accounting with
other business management activities

2016 China Block chain Technology and
Application Development White
Paper

Domestic block chain technology
development road-map, relevant support
policies, technical research, platform
construction, and application
demonstrations

2019 Regulations on the Management of
Block chain Information Services

Block chain information service
providers should implement the main
responsibility of information content
security management

2019 Guiding Opinions on Strengthening
Industrial Internet Security Work

Promote the implementation of
industrial Internet security
responsibilities; Build an industrial
Internet security management system;
Improve enterprise industrial Internet
security protection levels; Strengthen
industrial Internet data security
protection capabilities; Promote
industrial Internet security
Technological innovation and industrial
development

2021 Three-year action plan for the
development of new data centers
(2021–2023)

Innovation-driven, industrial upgrading;
green, low-carbon, safe and reliable
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Then, under the circumstance of the continuous improvement of Internet computer
technology, doing research on how it affects the cost security control under the financial
sharing model, and how to use its advantages to realize the cost control method of the
financial sharing center, for companies that have achieved financial sharing, and com-
panies that plan to achieve financial transformation in the future have certain reference
and guiding significance.

2 The Influence of Block Chain on the Cost Security Control
of the Financial Sharing Model Under the Internet + 5G
Environment

In general, under the Internet + 5G environment, financial sharing has an increasing
demand for computer information technology, and block chain technology can just meet
this demand. The impact of block chain on the cost security control of the financial
sharing model is specifically manifested in four aspects: reducing the workload of finan-
cial sharing, simplifying the process of financial sharing, improving information trans-
parency and improving the security of financial sharing, the logical framework diagram
is as follows (Fig. 1).

Internet + 5G
environment

Cost security control
of financial sharing 

model

Block chain 
technology

Reducing the 
workload of financial 

sharing

Simplifying the 
financial sharing 

process

Improving the 
security of 

Information

Improving 
information 
transparency

Fig. 1. The influence of block chain on the cost security control

2.1 Reducing the Workload of Financial Sharing

In the context of Internet+ 5G, each information port of an enterprise group is connected
as a whole. Each transaction of a subsidiary or branch is calculated, analyzed, and
transmitted data according to the model of the block. The data of the same block can
be grouped into one chain to form different systems, which can solve the dilemma of
sharing financial data that is cumbersome and cannot be uploaded in large quantities. The
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characteristics of smart contracts and consensus mechanisms in block chain technology
ensure point-to-point automatic business transactions.Moreover, the block chain itself is
a digital application technology, and the use of this technology only requires encryption
key matching to realize the automated processing of most businesses. Some programs
are handed over to computer technology to complete automatically, thus reducing the
manual workload and reducing the management cost of the enterprise.

2.2 Simplifying the Process of Financial Sharing

Due to the high degree of automation of block chain technology, manual authorization
steps are reduced, and the algorithm directly drives the authorization process, which
reduces the manual authorization cost. In the past, financial work required the account-
ing staff to manually keep accounts based on the reimbursement of staff in various
departments. However, in the Internet + 5G environment, due to the characteristics
of fast internet speed and large storage capacity, the reimbursement personnel of each
department, namely the bill maker, can use the financial sharing system in real time to
upload clear images of the reimbursement documents according to the corresponding
normative guidelines, and then pass the financial After the business reviewers of the
sharing center have verified that they are correct, the acquiring post will receive the
bills, and the financial sharing system will automatically generate accounting vouchers,
so that the bill preparation process is simplified and the process cost is reduced.

2.3 Improving Information Transparency

All data recorded on the chain is open and transparent via using block chain technology.
Each node is independent of each other and can be shared to access data information
on the chain. With access rights, the staff can view the data of each subsystem in the
financial sharing system. And any data modification or update in the shared system,
whether it is the time when the data information changes, or the state before and after
the change, will leave traces, which is also conducive to the process of tracing the entire
data information in the future. Since the most prominent feature of the block chain is
decentralization, financial sharing has achieved a certain degree of decentralization in
this context, which further reflects the nature of sharing.

2.4 Improving the Security of Financial Sharing

The problems of financial sharing in the development process have become increasingly
prominent, such as data leakage and data tampering. Since the data encryption algorithm
in the block chain has the characteristics of one-way, irreversibility and non-tampering,
and the Internet + 5G background provides a higher level of protection for the block
chain technology, so it is applied technical services to the financial sharing system are
more secure and reliable. Although personnel from various departments can access
shared data under authorization, the continuous upgrading of block chain technology
has also made corresponding improvements in user authentication and verification. Each
individual section in the block chain is independent of each other, and the information in
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each section can be traced back and is complete. Back-office staff can query the access
traces in the system. If there is a security problem, they can find the corresponding source
through the access traces and the corresponding time, and can monitor the company’s
books and transactions for real-time auditing [5]. This fully meets the requirements of
the accounting standards for the security of financial sharing, reduces financial risks,
and improves benefits.

3 The Method of Financial Sharing Cost Security Control Under
the Internet + 5G Environment

After analyzing the influence of block chain on the cost security control of the financial
sharing model, it is more important to better realize the security control of the finan-
cial sharing cost. Based on existing research, this paper summarizes the following four
suggestions. Its logical framework is shown in Fig. 2.

Establishing a Sound 
Financial Sharing 

System

Improving the Level 
of Computer 

Technology Support 
for Financial Sharing

Upgrading the Talent 
Management System

The Method of 
Financial Sharing 

Cost Security Control

Improving the Level 
of information 

Security

Fig. 2. The method of financial sharing cost security control

3.1 Establishing a Sound Financial Sharing System

Nothing can be accomplished without norms or standards. Only by taking information
safety as the guide, establishing a strict financial sharing systemand refining it to different
business scenarios, can personnel in various departments have a reference system and
norms in the process of realizing financial sharing. For employees who are unskilled
in business operations, when they encounter unfamiliar business, they can refer to the
clearly stipulated system, and they can follow the behavior and become familiar with the
work under the guidance of the system, so as to gradually improve work efficiency. The
performance appraisal and rewards and punishment system helps to build a fairer salary
system in the context of Internet+ 5G, and employees’ efforts are rewarded accordingly,
thereby increasing the stability of employees, reducing brain drain, and reducing human
resource recruitment and training costs.
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3.2 Improving the Level of Computer Technology Support for Financial Sharing

In the context of Internet+ 5G, the speed of technological update and iteration is rapid,
the update of the financial sharing system should also be synchronized with this. With
reference to other relatively successful cases, in the process of pursuing standardiza-
tion and unification, pay attention to the industry characteristics of the company’s own
industry, rely on the Internet+ 5G environment, pay attention to the latest technological
developments, and give full play to the block chain The role of technology is to update
and improve the existing information technology level in time, make full use of the ERP
system, strengthen the automated management level of financial information, reduce the
complexity of resources, realize the effective integration and allocation of resources,
improve efficiency, and at the same time, pay attention to the risk management and con-
trol of the technology application process, strengthen risk awareness [6], and reduce the
company’s various resource costs.

3.3 Upgrading the Talent Management System

Asa cutting-edge information technology, block chain has higher requirements for digital
talents. Based on this, the content of employee job training is not limited to employee-
related professional knowledge. In addition, it is necessary to integrate the big data con-
cept of Internet+ 5G into their work, so that they can understand andmaster themethods
to realize the interconnection and intercommunication of data in various departments.
Under the condition of no time and space constraints, through the company’s internal
financial sharing system, check and call Information related to the work content, skilled
in operating the information management platform. And in the process of using, put for-
ward corresponding system optimization suggestions. This not only allows employees
to improve their own business work capabilities, but also provides the most true and
effective feedback for the company’s system upgrades, paving the way for employees’
work efficiency in the future, and reduces human resource costs.

3.4 Improving the Level of Information Security

Improving the level of information security needs to be based on a strict information
confidentiality system, a mature technical support level and a high level of professional
ethics of employees [7]. First, a strict information confidentiality system needs to be
established, and the system is used as a reference for behavioral constraints. Staff who
have the opportunity to access data and informationmust be authenticatedmultiple times,
and the authentication process and standards are presented in the form of a clear text
system [8]. If the company has established a risk management and control department, it
can refine its responsibilities and requirements, work closely with the technical service
department, and incorporate the work of maintaining information security. Secondly,
in terms of technology, it is necessary to establish a sound virus defense system, to
achieve daily maintenance and update of the system, to prevent hackers or competitors
from attempting to obtain confidential company information through illegal means. At
the same time, company must pay attention to the innovation of the company’s internal
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encryption technology. Finally, as the follower of the system and the user of technol-
ogy, company employees should strengthen their professional ethics, establish a correct
awareness of confidentiality, implement the information confidentiality system in place,
and be proficient in the various technical requirements to improve the level of information
security [9, 10].

4 Conclusion

With the support of the Internet + 5G background, block chain technology reduces the
workload of financial sharing, simplifies the process of financial sharing, and improves
information transparency and security of financial sharing. These four aspects have
resulted in the cost security control of enterprises under the financial sharing model. For
companies that have established and gradually improved the financial sharing model
and those planning to implement the financial sharing model in the future, they can start
from four aspects: establishing a sound financial sharing system, improving the level
of computer technology support for financial sharing, upgrading the talent management
system and improving the level of information security. In order to better realize the cost
security control of the financial sharing model based on block chain technology under
the Internet+ 5G environment, improve the operational efficiency and efficiency of the
enterprise, and help the enterprise achieve healthy and sustainable development.
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Abstract. With the development of the times, more andmore fields will gradually
realize the objectivity and convenience of using data to describe the characteristics
of characters. The essence of the key user profile of accurate services is datamining
and natural language processing, of which the more widely used Including short
text classification processing method, keyword extraction method, fusion pruning
algorithm, TF-IDF algorithm and other methods. How to solve the problem of
different data standards, complete ability and job matching, maximize employee
value, achieve objective evaluation of employee performance, comprehensively
record employee work behavior and abilities, scientifically improve company A’s
employee profile model, and use big data technology to manage human resources
Empowerment is the core and key of A company’s talent training and value drive.
Through a large number of literature readings and experimental investigations,
this paper gives a detailed overview of the performance model research under
the flexible organizational structure of A company, the task-driven OKR of A
company, and the establishment of the AI-based company A employee in-depth
portrait platform. And use the K-Means clustering algorithm to establish a perfor-
mance prediction model, and carry out experimental simulation and performance
analysis. The K-means clustering algorithm is applied to the flow chart and exper-
imental simulation and system performance test of the group connection point
aggregation formation control. The experimental results show that the K-means
clustering algorithm in the model process is applied to the flow chart of the clus-
ter connection point aggregation formation control with accurate parameter data,
which greatly improves the efficiency of human resource management.

Keywords: K-Means clustering algorithm · Performance prediction ·Model
research · Performance algorithm

1 Introduction

In recent years, with the continuous application and development of big data technology,
domestic and foreign scholars have conducted multi-angle explorations on user portraits
and human resource management models under flexible organizational structures [1].
Human resource management continues to develop towards digitization and intelligence
[2]. The human resource management model under the flexible organizational structure
has attracted the exploration and research of domestic and foreign experts and scholars
[3]. In addition, scholars are still exploring the technology or other application scenarios
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of user portraits. For example, Al-Janissary O I proposed to establish a K-Means clus-
tering algorithm model [4]. The multi-dimensional label clustering proposed by Li W
improves the service accuracy for learners’ precise recommendation [5, 6].

2 Implementation Plan

2.1 Technical Route

(1) Employee portraits of A company based on unsupervised machine algorithm [7, 8].
It is planned to use the “label+ portrait” method to dig in-depth the business logic
and data rationality of the data set, implement the employee behavior and ability tag
library, and analyze and research the comprehensive characteristics of the employee,
and then classify the attribute of the factor set, so as to classify the employee sample
Process “fact tags”, “model tags”, and “advanced tags” to build “user portraits” of
employee capabilities. Among them, the “fact label” represents the employee’s own
attribute data, the “model label” represents the result information of the employee
in the sample distribution after statistical analysis, and the “advanced label” is
based on the employee’s past behavior and ability performance. The dimension
makes future predictions to accumulate labels. By continuously accumulating the
employee behavior and ability tag library, enriching and improving tags, we can
accurately describe the overall characteristics of employees [9, 10].

(2) The performancemodel under the flexible organizational structure of A company. It
is planned to adopt themethod ofmachine learning datamodeling, use unsupervised
machine learning algorithms to deeply explore the influence of behavior and ability
factors on employee performance, and then build a set of performance prediction
models that can be iterated and self-corrected in real time through a combined
regression model. So as to regularly guide employees to self-examine and correct
their work [11, 12]. A task-driven OKR research for company A. Through the
setting and evaluation of key goals and key results, we can correctly understand the
performance of employees in performing tasks. Through monthly, quarterly and
annual feedback, we can accumulate and iterate the result labels in the label library
tomore objectively evaluate employees’ performance. Contribution, ability growth,
and sharing and help to other team members.

(3) The establishment of an AI-based in-depth portrait platform for employees of A
company. Based on the above model research on the content of human resource
management of A employees, it is planned to build a micro-application platform to
complete the overall UI design of the application platform based on the integration
of the underlying data. Front-end design, and embedded research results in the
platform, including multiple application modules, to build a deep portrait platform
for A employees, and realize A’s human resource management intelligent, precise,
and agile.



Performance Prediction Model Based on K-Means Clustering Algorithm 811

2.2 Basic Conditions of Research Work and Project Implementation Methods

(1) The research work of Performance forecast is carried out around critical paths such
as demand analysis, data collection, data analysis and prepossessing, model con-
struction, and reliability evaluation system. Comprehensive analysis of company
A’s corporate characteristics and employee composition, analysis of the differences
in different types of employee abilities and behaviors, and objective construction of
employee portrait business rules; research on employee portrait methods, through
the establishment of a multi-level tag library, and unsupervised machine learning
algorithms for sample aggregation Class, accurate description of employee charac-
teristics; use natural language processing, including keyword extraction, referential
disambiguation, part-of-speech tagging, etc. to complete task tag library establish-
ment; research performance evaluation model under flexible organizational struc-
ture, select multiple logistic regression, decision tree, Etc. Various algorithms are
compared, and the regression model of the optimal algorithm and parameters is
fitted.

(2) Performance forecast is highly professional and difficult in business. It is planned
to adopt a joint development method to invite professionals to sort out business
rules and design scenarios. At the same time, under the guidance of A company,
the big data company assists the human resources department and is responsible
for the project. Daily management and coordination rules. The implementation of
the project is planned to be tendered and commissioned by units with professional
advantages to give full play to the respective advantages of production enterprises
and technical units to ensure the orderly and effective development of research top-
ics. Before the implementation of the project, a detailed work outline was prepared
according to the research tasks and strictly reviewed. During the implementation
of the project, the assessment will be carried out in stages according to the specific
assessment indicators determined in the work outline, and rolling management will
be implemented. The project technical team is composed of the project leader, the
subject leader, and the technical backbone, responsible for formulating the work
outline and specific technical research and analysis to ensure the correctness of the
research technical route and the level of the research results.

(3) The data corresponding to the preliminary factor set comes from the company’s
human resources data platform, OA system, all-in-one card, 360 Tianjin termi-
nal security management system, party building management system and other
12 existing information systems and questionnaire surveys. The data Rich and
accessible. The machine learning algorithm to be adopted has been researched
and applied to human resource management under the economic benefit flexible
organization structure in the scene fields such as mail classification and customer
portrait, and multiple application modules are established through employee por-
traits to enable intelligent performance assessment, ability and job matching, OKR,
etc. Many functions are easily realized, so as to realize intelligent human resource
management.
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3 According to K-Means Clustering Algorithm

In order to deeply study the performance prediction model based on K-Means clustering
algorithm, this paper uses K-Means clustering algorithm to establish a performance
prediction model. The flow chart of K-means clustering algorithm applied to group
connection point gathering formation control is a calculation process based on company
employee performance data. This model algorithm can reduce the workload of human
resources personnel, speed up performance prediction, and increase the workload of
relevant personnel. The K-Means clustering algorithm is expressed as follows.

C(x, y) =
√(

ax1 − by1
)2 + (

ax2 − by2
)2 (1)

np =
m∑

x=1

ax
m

(2)

Where x = (
ax1 − by2

)
, y = (

ax1 − by2
)
is two two-dimensional data objects, which

respectively represent the location of the key point and the assembly point,Np represents
the assembly point of the p-Th group, m represents the number of key points in the p-Th
group; C

(
ax − ny

)
represents the m key points, respectively The minimum distance to p

assembly points, and then m key points are divided into the same class as nx. After the
above process, the key points can be controlled to gather to the target key points, and
the moving key point gathering behavior of the KGM model is completed.

4 Experimental Simulation and Performance Analysis

4.1 Experimental Background

The performance prediction model is based on a new type of engine. In each simu-
lation stage, it will add some components to complete the addition of key simulation
performance. Themost important feature of the performance predictionmodel lies in the
imitation of the movement of the connection points, the study of the correlation between
the connection points, the realization of the routing algorithm and the data collection.
The collection and analysis of news is done through reports and message processing
tools. The association between connection points is related to their coordinates, commu-
nication radius and bit rate. Here routing is achieved by the relevant components deciding
how to forward messages in the existing connection. The performance prediction model
simulator not only has built-in the most typical routing protocols in the opportunistic
network, but also has a passive routing module for data exchange with other simulation
simulators.
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5 Experimental Method

Figure 1 is aflowchart ofK-means clustering algorithmapplied togroupconnectionpoint
aggregation formation control. Researchers can enhance the performance of performance
prediction through the relevant program development platform. The experimental results
are mainly generated by the report module during the simulation. The report is collected.
The reporting module receives events (for example, messages or connection events)
from the simulation engine and generates results based on them. The result may be
an event log processed by an external post-processing tool, or it may be a calculation
summary/statistic in the simulator. The graphical user interface of the model shows
a visual interface composed of the location of the connection points, the association
between the connection points, and the data stored in the connection point cache.

Start

assign each node object to the 
nearest class

Enter the number of clusters k, n,

initialize k cluster centers

end

output the clustering result

recalculate each cluster center

whether it converges

Fig. 1. The flow chart of K-means clustering algorithm applied to group node aggregation
formation control

6 Experimental Simulation and System Performance Test

6.1 System Simulation Parameter Setting

The following is the specific simulation parameter table of the flow chart of K-means
clustering algorithmapplied to the group connectionpoint aggregation formation control.
The experimental data is shown in Table 1.
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Table 1. Randomization model for privacy protection

Parameter type Parameter value

Scene range (mˆ2) 4400 × 3300

Number of groups (a) 6

Communication range (m) 9

Node cache (M) 4

Node speed (m/s) 5.5

Routing Protocol Epidemic

Simulation time (s) 4900

Number of nodes (a) 190

Free node (a) 0

Waiting time(s) 20–40

Aggregation start time (s) 1580

Dispersion start time (s) 3190

Transfer method Bluetooth transmission

Table 1 is a flowchart of the specific simulation parameter table of the K-means
clustering algorithmapplied to the group connectionpoint aggregation formation control.
From the table, we can see the parameter types of the K-means clustering algorithm
applied to the performance prediction model: The scene range is 4400 × 3300 (mˆ2),
the number of groups is 6 (units), the communication range is 9 (m), the node cache is
4 (M), the node speed is 5.5 (m/s), the routing protocol is Epidemic, and the simulation
time is 4900 (s), number of nodes 190 (units), free node 0 (units), waiting time 20–40 (s),
aggregation start time 1580 (s), dispersion start time 3190 (s), the transmission mode
is Bluetooth transmission. It shows that K-means clustering algorithm is suitable for
performance prediction model, its data is accurate, and it can improve the efficiency of
human resources.

7 K-Means Clustering Algorithm is Used to Analyze the Type
of Parameter Data in the Group Connection Point Aggregation
Formation Control

As shown in Fig. 2, the experimental data in Table 1 is substituted into the K-means
clustering algorithm to be applied to the flow chart of group connection point aggrega-
tion formation control (node number, node speed, node cache, communication range)
accuracy and applicability the type of data analysis graph.

Figure 2 is the experimental data of Table 1 substituting the K-means clustering
algorithm into the flow chart of the cluster connection point aggregation formation
control (node number, node speed, node cache, communication range) accuracy and
applicability data types diagram. The closer the applicability and accuracy are to 10, the



Performance Prediction Model Based on K-Means Clustering Algorithm 815

8.5 

6.7 

7.9 

9.9 

9.8 

8.9 

8 

7 

0 2 4 6 8 10 12

Communica�on range

Node speed

Node cache

Number of groups

number 

safety accuracy

Fig. 2. Type analysis of parameter data in K-means clustering algorithm

better the applicability and accuracy of the model. It can be seen from the figure that
the data accuracy of the number of nodes in the flow chart of the K-means clustering
algorithm applied to the group connection point aggregation formation control is 8.5,
the data accuracy of the node speed is 6.7, and the node cache data accuracy is 7.9, The
data accuracy of the communication range is 9.9; the data applicability of the number
of nodes in the flow chart of the K-means clustering algorithm applied to the group
connection point aggregation formation control is 9.8, the data applicability of the node
speed is 8.9, and the node cache data is applicable The sex is 8, and the data applicability
of the communication range is 7. Test that all the above data are greater than 6, close to
10, indicating that the model has good applicability and high accuracy. Using this model
to predict performance improves the efficiency of human resource management.

8 Conclusions

With the deepening of the construction of smart enterprises, the company is showing a
trend of flexible management, and the organizational form is gradually becoming flexi-
ble. Thework relationship network of employees is complex, there aremany special tasks
and temporary assignments, and cross-departmental collaboration is involved. This puts
forward more for human resource management. Sophisticated and smarter development
requirements. This paper studies the employee portraits of A company based on unsu-
pervised machine algorithms, the performance model under the flexible organizational
structure of A company, the task-driven OKR research of A company, and the estab-
lishment of an AI-based company A employee in-depth portrait platform. And use the
K-Means clustering algorithm to establish a performance predictionmodel, and carry out
experimental simulation and performance analysis. The K-means clustering algorithm
is applied to the flow chart and experimental simulation and system performance test of
the group connection point aggregation formation control. And the type analysis of the
parameter data of the K-means clustering algorithm in the group connection point aggre-
gation formation control. Design a set of solutions for intelligently matching employees
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and tasks under a flexible organizational structure. The experimental results show that
the K-means clustering algorithm in the model process is applied to the flow chart of
the cluster connection point aggregation formation control with accurate parameter data,
which greatly improves the efficiency of human resource management.
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Abstract. With the continuous advancement of my country’s urbanization pro-
cess, the role of literature in urban economic, political, and social development has
become increasingly prominent. As a special kind of labor, urban literature con-
tains the essential stipulations of human beings, which embodies the unity of the
objectiveworld and the subjectiveworld in the transformation of the urban subject.
With the development of the Internet of Things era, data processing technology
continues to improve. Based on this, this paper uses the powerful data process-
ing advantages of computer networks to design a contemporary urban literature
system, conducts data processing on related urban literature research documents
in the system, and it is found that urban literature covers a wide field and a large
span, which promotes the construction of urban culture.

Keywords: Internet of Things · Data processing technology · Contemporary
urban literature · System design

1 Introduction

Urban literature is the wealth of people who gather material and spiritual culture in long-
term urban life. As far as urban development is concerned, urban literature, as a social
material carrier, promotes the continuous development of human society and creates a
cultural scene with urban characteristics. Therefore, this paper studies the design and
application of contemporary urban literature system to provide basic equipment and
conditions for strengthening the construction of urban literature.

Many scholars have studied the contemporaryurban literature systemdesignbasedon
the data processing technology of the Internet of Things, and have obtained rich research
results. For example, a scholar believes that urban literature is the driving force of urban
development, marking the level of urban development, and also reflecting the image of
a city. Urban literature can attract talents, technology, and capital, and form the core
competitiveness of urban literature, which is conducive to promotion. The construction
of urban literature promotes the sustainable development of the city [1]. A researcher
used the powerful computing and storage information functions of the Internet of Things
to integrate predecessors’ research data on contemporary urban literature, and created
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an urban literature system with data processing capabilities. As long as people use the
system, the system will record the user’s browsing traces, and then form urban literary
recommendations according to user preferences, and stimulate people’s sense of literary
participation [2]. Although the research results of contemporary urban literature system
based on Internet of Things data processing technology are good, compared with mature
urban development concepts, there is still no in-depth research. There is a long way to
go in the construction of urban literature influencing urban development.

This article introduces the data processing methods of the Internet of Things and the
significance of contemporary urban literature construction. Aiming at the design princi-
ples of the urban literature system, the contemporary urban literature system architecture
is designed using the Internet of Things data processing technology. The data collection
function is set on the system, and then the system is applied to In the quantitative analysis
of urban literature research literature, the practicability of data processing technology is
verified.

2 Internet of Things Data Processing and Contemporary Urban
Literature Construction

2.1 Internet of Things Data Processing Methods

(1) Wireless sensor network data processing
The characteristics of wireless sensor networks that are different from traditional
Internet networks have brought many new difficulties to its data processing. Com-
pared with traditional data, WSNs data has the following characteristics: First,
real-time and heterogeneous. IOT terminal devices are generating high-speed data
streams all the time. Many IOT-based applications also have high requirements for
real-time data processing. Therefore, IOT data processing must fully tap the com-
puting resources of the terminal nodes to achieve intelligent real-time perception
and precise control. The second is semantic richness. The event stream of the Inter-
net of Things not only carries information about time and space, but also implies
the relationship between context and upper-level applications, making necessary
preparations for constructing complex events with rich meaning. The third is lim-
ited energy. The sensor node is a small built-in device, which inevitably requires
consideration of storage space, computing speed, and power energy limitations
when processing data to extend the life of the node and the network cycle. The
fourth is uncertainty. Due to the influence of factors such as the accuracy of the IOT
hardware devices and the external environment, the data read often appears to be
read more, missed, read repeatedly, and read dirty data [3, 4].

(2) RFID data processing
Radio frequency identification is a technology that uses micro-signals to identify
objects and obtain object-related data and information that can be identified spon-
taneously without contact. RFID data has the characteristics of continuity, correla-
tion, inaccuracy, heterogeneity, and semantic richness. It is very similar to the event
stream. The only difference is that its data comes from each reader terminal. It is
difficult but very meaningful to discover and extract regular and complex events
from these large amounts of raw data [5].
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(3) IOT data processing based on cloud computing
“Internet of things” and “cloud computing” are two inseparable concepts. People
propose to introduce cloud computing into the application of the Internet of Things,
and make full use of the large-scale parallel computing capabilities of cloud com-
puting and massive data centers to complete Real-time, heterogeneous, massive
IOT data calculation. Data processing of the Internet of Things through cloud com-
puting has become one of the most commonly used methods. SCOPE is a parallel
processing language developed by Microsoft for the analysis of massive data in a
cloud computing environment. It adopts a relational data model, inherits some of
the characteristics of SQL, and allows users to define their own operators. BigTable
is a distributed multi-dimensional mapping table, the structure of specific data pro-
cessed by users. But BigTable does not provide APIs that support all relational
database functions, and it has abandoned the atomicity requirements of relational
databases. In addition, it only supports simple read, write and storage functions,
and does not support transaction processing in the traditional sense [6].

2.2 Basic Principles of Contemporary Urban Literature System Design

(1) Ease of use
The development of the upper computer management system for data adopts the
B/S structure mode. Users can run the application directly in the browser without
installing any plug-ins, which is convenient for project implementation and equip-
ment deployment, as well as for its management. The design of the user operation
interface is as friendly and user-friendly as possible, to the greatest extent possible
for users to understand the system and to simplify the operation process as much
as possible. In the case of user misoperation, prompt friendly prompts to it. The
handheld part of the system adopts a friendly interface design, which is convenient
for users to input and query [7].

(2) Stability
Reliability is the primary condition for the system to be applied. The built system
must not only be able to operate stably, but also have strong fault tolerance and a
certain degree of resilience after failure. In the case of abnormal system operation,
protect the important data of the system as quickly as possible, and send alarm
reminders to themanagement personnel tominimize the loss causedby the abnormal
situation.

(3) Security
Security is an important indicator of modern intelligent systems. The system uses
different role management and different access authority settings to protect the
security of important data as much as possible. The system should have a recording
function, which can save the user’s login behavior and query records, so that it can
be dealt with in time when problems occur. In addition to ensuring the security of
data, the application system needs to realize mass storage of a large amount of data,
using cloud storage to ensure the security of data storage [8].
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(4) Openness
System construction also needs to consider the principle of openness. The needs
of users are diverse and ever-changing. When the system needs to expand business
and other needs, the system needs to be improved and upgraded, so open design is
carried out in the system development and design stage. It is necessary to ensure
the integrity of the system, especially the interface part must be complete, while
satisfying that the systemhas good scalability and is convenient for systemupgrades
[9].

2.3 The Significance of Contemporary Urban Literature Construction

(1) Promote the all-round development of people in the city
The continuous improvement of citizens’ cultural needs is the key to the progress of
urban cultural construction. With the improvement of my country’s scientific and
technological production level, the economic strength has increased significantly,
and the material life of urban residents has become increasingly richer, which
has driven the development of the demand for knowledge and cultural products.
Therefore, it is necessary to strengthen the construction of urban culture, improve
the urban cultural industry system, continue to introduce new cultural products
and services, and meet the growing spiritual and cultural needs of citizens, so that
citizens can continuously improve and develop in cultural consumption. This is also
the construction of urban culture today. One of the important topics of [10, 11].

(2) Urban cultural construction promotes urban economic development
With the advent of the era of knowledge economy, people have consciously realized
that culture exists as another value that is relatively independent of the economy.
The nature of cultural value has also been re-examined. As urban economic devel-
opment gradually shifts from relying on tangible material resources to knowledge,
the importance of urban culture in promoting urban development has become more
obvious. In the era of knowledge economy, the promotion and integration of urban
economy and urban culture is the general trend. The interaction between urban
economy and urban culture is reflected in the development of urban economy,
which promotes the prosperity of modern urban culture. The prosperity of urban
culture provides a newer and stronger driving force for the further development of
urban economy. In our country, influenced by the traditional individual economic
values, they only one-sidedly emphasize the rapid economic growth, thus neglect-
ing cultural construction and the creative value of cultural resources and cultural
productivity, so that there are still many cities that have not formed positive and
characteristic cultural concepts [12].

(3) Realize sustainable urban development
In the ever-developing era of economic globalization, the information cycle has
slowed down significantly, and the density of information exchange has exploded.
Only a learning city can rely on its strong learning ability and adaptability to calmly
cope with complex and changeable situations, and reflect the requirements of urban
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scientific development for openness, tolerance and continuous progress in different
realistic cultural environments.

2.4 Data Fusion Algorithm Based on the Internet of Things

The fusion function is mainly determined by fusing the data with complex algorithms in
themean,median,maximumorminimumvalues. Assuming that there are n sensor nodes
in a multi-sensor data fusion system, and their output data are X1, X2,…, Xn respectively,
then the fusion function of the system can be expressed as:

D(x1, x2, ..., xn) = y (1)

In formula (1), D represents the fusion function, and y represents the result of the
data fusion of these n nodes.

When multiple data are waiting to be merged, the tolerance function is defined as
follows:

H : X ∗ X ∗ ... ∗ X → [0, 1]
H (x1, x2, ..., xn) = min

i,j

{
H (xi, xj)

} (2)

In formula (2),H represents the tolerance function, the value of the specified tolerance
function is in the interval [0,1], H (xi, xj) represents the tolerance result of two sensor
nodes, andH (x1, x2, ..., xn) represents n sensors overall tolerance result of the node data.

3 Contemporary Urban Literature System Design Based
on Internet of Things Data Processing Technology

3.1 System Architecture Design

Figure 1 shows the contemporary urban literature system architecture based on the Inter-
net of Things data processing technology. The system includes four modules, namely, a
user management module, a query statistics module, a system maintenance module, and
a real-time monitoring module. The system maintenance module also includes database
initialization, data backup and recovery, and basic data maintenance.



822 Q. Zhong

Contemporary Urban Literature 
System Based on Internet of Things 

Data Processing Technology

User
Management Query stats System

maintenance
Real-time

monitoring

Datab
ase

initiali
zation

Data
backu
p and 
recov
ery

Basic
data

mainte
nance

Fig. 1. Contemporary urban literature system architecture

3.2 System Data Collection Function Design
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window

Fig. 2. Data collection diagram of contemporary literature system

Figure 2 shows a schematic diagram of collecting contemporary literature system data
using IOT data processing technology. First, query contemporary urban literature infor-
mation in the browser window based on WEB, secondly collect relevant information on
the contemporary urban literature reader through a data collection program, and finally
store the inquired and collected information in the literature data information database.
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4 Application of Contemporary Urban Literature System Based
on Internet of Things Data Processing Technology

4.1 Quantitative Analysis of Contemporary Urban Literature Research
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Fig. 3. The number of contemporary urban literature research literature

Figure 3 shows the amount of urban literature research literature analyzed in recent years
using the Internet of Things data processing technologywhen applying the contemporary
urban literature system. According to the data in the table, in 2016–2020, the number of
research articles in core journals of contemporary urban literature has maintained a trend
of increasing year by year, from 468 articles in 2016 to 603 articles in 2020. However,
the number of articles related to contemporary literature research fluctuates greatly.
Between 2016 and 2018, it first showed an increasing trend, then showed a downward
trend, and then maintained an upward trend. Through the data processing function of the
Internet of Things, we can understand the research situation of contemporary literary
literature. From the research results, the number of contemporary urban literary articles
has increased every year, which has a positive role in promoting the construction of
contemporary literary city theory in my country.

4.2 Discipline Analysis of Contemporary Urban Literature Research

There are dozens of subject categories on urban urban literary design in my country. The
research of this article is to use the Internet of Things technology to analyze the data
of the eight subjects involved in the most. As shown in Table 1, the number of related
articles on contemporary urban literature in 2020 is divided by subject category. Figure 2
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Table 1. Subject categories involved in contemporary urban literature

Subject category Number of
articles

Percentage (%)

Building science 428 15.40

Drama film and
TV literature

236 8.49

Sociology and
statistics

331 11.91

Tourism 98 3.53

Art, calligraphy 205 7.37

Sculpture and
photography

113 4.06

Music dance 97 3.49

Literary theory 74 2.66

Other 1198 43.09

shows that the total number of articles on contemporary urban literature in 2020 is 2,780,
and there are 428 architectural science articles, accounting for 15.40% of the total., 236
articles on drama, filmand television art, accounting for 8.49%of the total, 331 articles on
sociology and statistics, accounting for 11.91% of the total, and 98 articles on tourism. It
accounts for 3.53% of the total. There are 205 articles on art and calligraphy, accounting
for 7.37% of the word count, 113 articles on sculpture and photography, accounting for
4.06% of the total, and 97 articles on music and dance, accounting for the total. 3.49%.
There are 74 articles related to literary theory, accounting for 2.66% of the word count.
The remaining 1198 articles are in subjects other than these eight subjects, accounting
for 43.09% of the total number of articles. That is to say, these eight articles are related to
contemporary urban literature research. The number of articles in the subject accounted
for more than half of the total number of articles. Through this analysis, we can see the
influence and interdisciplinary nature of urban literature in other disciplines.

5 Conclusion

This paper designs a contemporary urban literature system, and analyzes the number
and subject types of relevant contemporary urban literature in the system based on the
data processing technology of the Internet of Things. The analysis results reflect that the
number of documents related to contemporary urban literature has increased in recent
years, indicating that the number of people studying urban literature is increasing and
the construction of urban culture has been accelerated; in addition, contemporary urban
literature involves many types of disciplines, reflecting urban culture diversity.
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Abstract. Building laboratory information systems and improving business oper-
ations and service levels have become the only way to solve industry problems and
clear obstacles to business development and industry progress. This article aims
to study a laboratory information system based on big data technology. Through
the understanding and research of the Internet of Things, we have designed and
implemented a laboratory information system based on the Internet of Things,
strengthened the management and control of laboratory machinery and equip-
ment business, and improved the use of communication data of machinery and
equipment in colleges and universities, as teaching equipment Business promotion
provides technical support to verify the effect of laboratory information system
optimization. This work uses big data technology to analyze the laboratory infor-
mation system database under three physical server test scenarios: the virtual
server before optimization and the virtual server after optimization. Performance.
The experimental results show that the higher TPS is increased by 31% compared
with before optimization, and by 25% compared with the test physical server.

Keywords: Big data technology · Laboratory information · System analysis ·
Equipment monitoring

1 Introduction

At present, there are a large number of classrooms in colleges and universities, some
classrooms have a high utilization rate, and some have a low utilization rate, which
cannot achieve an effective balance [1, 2]. There is no relevant system to collect the
status, use efficiency and use cycle of multimedia equipment in the classroom, so that it
is impossible to provide effective opinions on the update and replacement of experimental
equipment [3, 4]. At present, there are often situations in which there are people with air
conditioners and fans in the classrooms, but the Internet of Things is a new turning point
in the development of information technology in today’s world [5]. Custom transaction
methods may not be compatible with the new transaction features provided by Internet
objects. Therefore, we urgently need to formulate new development strategies to meet
the needs of the new situation and the development of business [6, 7].

At present, some scholars have conducted preliminary research on big data tech-
nology [8]. Bo WA compares and analyzes the status quo, process, deficiencies, and
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information collection of different service consulting systems, and builds an intelligent
collection model of service consulting system information. This model integrates the
basic process of consulting information collection, using data mining technology to
realize the integrated functions of service consulting information collection, processing,
and intelligent analysis, enhancing the collaboration and intelligence of information and
intelligence collection, and realizing service consulting Automation and intelligence of
intelligence [9]. Mo N combined with the current powerful cloud computing technology
for data analysis, designed and analyzed a farmland planning area information collection
system.The data control framework and theoretical structuremodel of farmland structure
and regional information collection system are established. The software control process
and hardware configuration of the acquisition system were gradually optimized, and a
relatively complete farmland planning regional structure regional information acquisi-
tion system was obtained [10]. Research on the feasibility of laboratory information
systems under big data technology.

This article first introduces the development and importance of the program, as well
as the current status of the research and development of the Internet of Things building
materials at home and abroad. Based on the Internet of Things technology, big data
technology, cloud computing technology, etc., through a variety of intelligent detection
technologies, real-time tracking and acquisition of personnel, equipment, resources and
other information, enabling administrators to improve the classroom concept through
the big data display platform, and quickly and accurately obtain information, Intelli-
gent prediction, intelligent conclusion, improve the level of classroom management and
teaching management, and provide relevant decision-making basis [1]. Introduced sys-
tem solutions, system architecture technology, Internet of Things technology and data
collection technology. Explain system software and application architecture, IoT com-
munication solutions, business system design and design, and finally explain data design
and optimization. Explain software testing methods, design test cases for system testing,
and explain how to complete system testing.

2 Research on Laboratory Information System under Big Data
Technology

2.1 Big Data Analysis

Traditional data analysis has changed from single site analysis to general content anal-
ysis. Knowledge acquisition, value exploration and relationship search are the key ele-
ments of major media information analysis. If traditional data analysis is to find gold
from mines, the choice is important, but big data analysis is to pan for gold and store
real gold [11].

One of the main characteristics of Hadoop is its size in the database and storage,
which can lead to the ability to edit and add more clusters. It also saves a lot of money
because it does not require high-tech servers.Big data analysis aims to use theHadoopfile
distribution system (HDFS) as a repository. Sometimes, analysis tools use the services
provided by the Hadoop system to process data. In terms of price and performance, it is
difficult to find another good Hadoop solution.MapReduce is a platform that uses a large
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number of computers (nodes) (collectively referred to as clusters or grids) to develop
solutions to complex problems.

2.2 Combination of Internet of Things and Cloud Computing

The scale and understanding of the Internet of Things requires data collection and pro-
cessing, and the characteristics of cloud computing, high power consumption, multiple
users, high reliability, and large capacity are exactly what the Internet of Things needs.
Develop scale and understanding. Cloud computing promotes the distribution, speed
analysis and optimization of IoT sensor background data through large-scale computing
clusters and high-speed transmission capabilities; powerful cloud computing technolo-
gies, including server tracking, network synchronization, and storage capacity. Modern
technology makes it easier to create more applications; the high reliability and high
degree of cloud computing provide highly reliable services for the Internet of Things.
Maintaining these services requires computing software to be very reliable and easy to
expand, which allows cloud computing to provide support services for Internet objects.

2.3 Platform Design Goals

2.3.1 Improve Classroom Utilization and Coordinate Management

Through classroom usage, we can clearly understand the school’s classroom usage rate
and idle rate. It is convenient for school administrators to understand the schedule of
each teaching building. It is convenient for the school to make further arrangements
for the construction of smart campuses such as site expansion and classroom upgrades
according to the usage situation.

2.3.2 Equipment Monitoring, Early Warning

Through big data analysis, real-time control and dynamic monitoring of equipment
distribution and usage can be achieved. Early warning reminders of equipment dam-
age, failures, and equipment that need to be scrapped are convenient for management
personnel to quickly deal with them in advance, and prevent failures before they occur.

2.3.3 Scientific Supervision to Promote the Improvement of the Management
Level of Evaluation

Through scientific and objective big data statistical analysis, improve the management
level of supervision and evaluation, free the teacher from the tedious task of supervision
and evaluation, and focus on teaching work.

3 Investigation and Research of Laboratory Information System
Under Big Data Technology

3.1 System Construction

Laboratory information system can be divided into four subsystems: preprocessing infor-
mation system, big data analysis system, laboratory information management system
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and user-centric system. The preliminary data collection system includes data collec-
tion information, other data collection information and data release activities; big data
analysis system, specifically HDFS data storage, analysis and MapReduce prediction;
data extraction, analysis and summary can be realized according to different campuses
and different schools. Data display of the teaching building situation, real-time display
including classroom status, equipment status, energy consumption statistics, environ-
mental data, operation and maintenance overview, supervision and evaluation and other
big data function information.

3.2 Performance Optimization

In this article, virtual non-uniform memory access architecture and virtual symmetric
multi-processor architecture are used to increase CPU shared cache usage and improve
physicalmemory access speed. By changing the detection frequency of theworkload size
and modifying the memory reservation of the virtual machine, the memory efficiency
of the virtual machine is effectively improved. Changing the virtual disk type, adding
a vSCSI controller, and switching to the virtual VMware type effectively improves the
I/O performance of the virtual disk, allowing shared storage even under high CPU load
and I/O. Will not become the bottleneck of the virtual machine server.

3.3 Design of Joint Kalman Filter

Taking into account the shortcomings of traditional GPS transmission systems in con-
trolling the state of experimental equipment in colleges and universities, traffic signals
in dense areas will be blocked and lost. The GPS positioning system combined with the
operation algorithm of the WSN positioning system, simulation experiments prove that
the average positioning method can improve the stability and accuracy of the system
positioning. The Kalman Institute calculates the system by determining the variance
of statistical errors. Generally speaking, process measurement must be described by a
linear system. Both the received signal strength and mobile users can be approximated
as a single-line system. The line system can be described by two equations:

The process equation is shown in Eq. 1:

xk = Axk−1 + Buk−1 + wk−1, p(w) ∼ N (0,Q) (1)

The measurement equation is shown in Eq. 2:

zk = HxK + vk , p(v) ∼ N (0,R) (2)

xk and zk are the estimated value and measured value of the system at time k,
respectively. u is the known system input.

3.4 Test Process

In the testing process of this article, all user databases and loads are created and simulated
by BenchmarkFactory. For the current major databases, their size is about 100 GB. For
the test database created by BenchmarkFactory, each increase in Scale (scale parameter)
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increases by approximately 9.74 GB. Therefore, this article sets the scale to 10 to allow
BenchmarkFactory to create a 97.4 GB test database. UserLoad (user load parameter)
specifies the range of the number of virtual users accessing the database at one time from
100 to 2000.

4 Investigation and Analysis of Laboratory Information System
under Big Data Technology

4.1 System Function Module Realization

The realization of the system function modules in the cloud computing operation man-
agement platform of the construction machinery Internet of Things includes six parts:
laboratory status management, laboratory equipment status, energy consumption statis-
tical data management, environmental overview, operation and maintenance overview,
and supervision and evaluation.

The laboratory status management module is mainly used to include basic class-
room data, classroom usage, teaching building scheduling rate, teaching building class
scheduling, teaching building hotspot distribution, classroom scheduling statistics,
classroom heat statistics, classroom scheduling data abnormal warnings, etc.

Users inquire about the basic information of construction machinery through the
machinerymanagement function, including name, equipment unique identification num-
ber, equipment number, machine type, unit and region, etc., to quickly understand the
basic conditions of construction machinery. The laboratory state management part is
implemented by SpringBoot framework, and the code structure is shown in Fig. 1.

Laboratory status management 
page

Web stab control device:
Device Controller. java

Model class:
Device Mode1. java

Business operation 
processing:
The iceService. Java
IDeviceService. java

The operand refers to the 
method class of the library:
Mango Device DAO. java

Mongo0B

Fig. 1. Vehicle management code structure diagram
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The experimental equipment status module includes early warning information,
equipment usage status, statistics on the number and proportion of equipment opening
abnormalities, equipment status of each teaching building, equipment communication
status of each teaching building, equipment utilization rate, equipment failure rate, etc.
Click the view icon in the “Operation” of a fault information to view the basic infor-
mation of the current fault. Click the confirmation in a fault information operation to
confirm the basic information of the current fault.

Energy consumption statistics management includes energy consumption statistics,
accumulated expenses, voltage thresholds, meter device status, energy consumption of
each classroom, energy consumption details of a single classroom, energy consumption
history graphs, energy consumption trend graphs, abnormal data warnings, etc.

The environmental profile module includes classroom vacancy ranking, classroom
air quality overview, single classroom air quality trend chart, early warning data, etc.

The operation and maintenance overview module includes equipment overview,
purchase time statistics, repair report statistics, total equipment running time, supplier
maintenance efficiency statistics, equipment alarm statistics, etc.

The supervisory evaluation module includes the types of evaluations, fast due plans,
evaluation rankings, teacher qualification rates, course qualification rates, evaluation
rates, and lesson evaluation plans.

4.2 Analysis of Performance Test Results

This test compares the performance of the physical server, the performance of the virtual
server before optimization, and the performance of the optimized virtual server. The
results are shown in Fig. 2. It can be seen from the figure that when User Load ≤ 1000,
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Fig. 2. Performance comparison between the tested physical server and the virtual server before
and after optimization
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before and after the physical test server The TPS optimization is slightly higher than
that of virtual servers. However, when User Load ≥ 1000, the TPS of the physical test
server and virtual server before optimization begins to be established quickly, and the
average response time is also significantly increased; at present, the TPS of the optimized
virtual server also maintains stable development, and there is no average response time.
Obviously, the maximum user load of the optimized virtual server is 28% higher than
the default value in the other two cases. The TPS is 31% higher than the previous
optimization and 25% higher than the tested physical server, as shown in Table 1.

Table 1. Test physical server and specific data of virtual server before and after optimization

User load Physical server Optimized virtual server Virtual server before optimization

100 102 99 101

500 512 446 487

1000 952 832 1024

1500 1485 1099 1521

2000 2014 1524 2201

5 Conclusions

As an emerging information technology, big data technology will lead the future global
development and social progress, and promote the progress of human life. This article
fully recognizes its importance and uses big data technology to research laboratory
information collection systems. Build an IoT laboratory information collection system
through system requirements analysis. And test it to become a highly representative and
in-depth information management system for colleges and universities. It is planned to
rely on big data technology to generate informatized real-time equipment information
and create a brand-new Internet of Things laboratory information system.

Acknowledgment. Subject of experimental teaching reform and construction of Huaqiao
University in 2021 (SY2021J17).
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Abstract. At this stage, due to the rise of artificial intelligence, computer vision
as an important branch of artificial intelligence is also very popular, and three-
dimensional tree visualization is one of the more popular research directions in the
field of computer vision. The three-dimensional tree visualization mainly studies
how to visualize the process of obtaining three-dimensional information based
on a single view or multiple views. The purpose of this article is to study the
computer image data three-dimensional tree visualization technology based on
Louvain algorithm. In this paper, in the research of 3D tree visualization based on
deformable model, the 3D tree visualization research is carried out by using a pic-
ture, based on the 3D averagemodel of the known object, and capture the 2D image
of the corresponding model and its specific characteristics The coordinates of the
point, iterate continuously until convergence to complete the study. This paper
proposes a Louvain algorithm for image data processing. Based on this algorithm,
a three-dimensional visualization reconstruction system of atlas is established, and
the system structure and implementation process are described in detail. Finally,
experiments are carried out to test the system based on the new algorithm, and
the data obtained by analysis proves the effectiveness of the Louvain algorithm.
Experimental research shows that, combining rendering processing time and data
processing time, the data time of the Louvain algorithm used in this paper is 65%
shorter than that of the MC algorithm on average.

Keywords: Three-bit reconstruction · Louvain algorithm · Computer image ·
Three-dimensional tree

1 Introduction

In the past two years, due to the unusual popularity of the Louvain algorithm, there has
also been a method of using the Louvain algorithm to visualize a three-dimensional tree
of image data on a single picture [1, 2]. Image-based 3D reconstruction technology is
an important research direction of computer vision, involving computational geometry,
computer graphics, pattern recognition, image processing and many other fields. It has
very high research value. It can not only promote the development of related disciplines,
but also Promote the rapid development of related applications in the industry.
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In the research on the three-dimensional tree visualization of computer image data
based on the Louvain algorithm,many scholars have studied it and achieved good results.
For example, Strozzi F adopts the method of affine decomposition under the assumption
that the cameramodel is an orthogonal projection. Calculate the three-dimensional struc-
ture of the object and other information [3]. Boone J M created a semi-automatic scene
3D reconstruction system through system guidance and manual interaction [4]. It can
be seen that it is of great significance to study the three-dimensional tree visualization
of computer image data based on the Louvain algorithm.

This paper implements a three-dimensional visualization model of image data based
on Louvain algorithm, and runs it on a cluster parallel system built in the laboratory
LAN. The algorithm is tested and analyzed from the cluster environment and network
speed. In this paper, the three-dimensional tree visualization of image data based on
Louvain algorithm. Express the network data by constructing the mapping relationship
between the network community and the three-dimensional trees.

2 Research on the Three-Dimensional Tree Visualization
of Computer Image Data Based on Louvain Algorithm

2.1 3D Flow Field Volume Rendering of Image Data Type

(1) Conversion of 3D flow field to image data type

The organization form of the three-dimensional flow field data is a structured grid, which
is a data organization formwith a regular topological structure and an irregular geometric
structure. When the data detection (Probe) method is used to convert the organization
structure of the flow field data into the image data organization structure, because the
data organization structure of the data detection output result is the same as the detection
data, and the attribute data is obtained by the attribute interpolation of the detected data
Therefore, this article uses image data as the detection data and three-dimensional flow
field data as the detected data.Before data detection, the dimensions, starting coordinates,
coordinate point interval and other attributes of the image data must be defined [5, 6].
In order to ensure the applicability of the written program to different flow field data
files, when defining the image data attributes, the self-definition of the detection data
attributes is completed by extracting the information of the three-dimensional flow field
data set.

The density of detection points during data detection needs to be determined accord-
ing to the actual data density. It is necessary to avoid data redundancy caused by oversam-
pling and also avoid high-frequency information loss caused by undersampling. There-
fore, whether the definition of detection data attributes is appropriate or not directly
affects The final volume rendering effect. In order to reduce the irrationality of detec-
tion density as much as possible based on the realization of image data customization,
the dimension of image data, that is, the number of detection points in each coordinate
axis direction, is set to the dimension of the three-dimensional flow field [7, 8]. Also,
because the three-dimensional arrangement direction of the points in the image data set
is consistent with the physical space coordinate system, the spatial extent of the image
data set is set to the spatial extent of the flow field. The specific implementation process
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of image dataset attribute setting is to first extract the three-dimensional flow field space
coordinate range bounds and dimension extent from the flow field data set, and then set
the data set attributes through the corresponding calculation formula according to the
extracted flow field information.

(2) Texture mapping volume rendering model construction
1) 2D texture mapping model

The rendering efficiency of the 2D texturemapping volume rendering algorithm is related
to the software sampling rate, texture loading rate, and texturemapping polygon scanning
conversion rate. The texture image needs to be generated during slice sampling. When
the processed volume data is stored in a linear sequence, the sampling rate is related
to the sampling direction, because this involves the location of the fast buffer [9, 10].
In the process of implementing 2D texture mapping, three sets of slice images can be
pre-calculated and sampled along the three direction axes and stored in the hardware
buffer, thereby reducing sampling time consumption but increasing memory usage. The
texture loading rate refers to the transfer rate from the main memory to the texture
mapping memory. The scan conversion of polygons is often limited by the rate at which
the graphics hardware processes the pixels in the image.

2) 3D texture mapping model

In theory, the 3D texture mapping volume rendering renderer and the ray casting volume
rendering renderer have the same calculation process and complexity, and generate the
same pictures, and both methods use the nearest neighbor interpolation algorithm or
the cubic linear interpolation algorithm to perform the volume data For sampling, the
same sampling point synthesis method is used to obtain the color value of the pixel.
Therefore, the two methods of 3D texture mapping and ray casting can be considered
the same in mechanism [11, 12]. The advantage of texture mapping is that it can perform
sampling and fusion operations through graphics hardware accelerators, so the speed
is faster. However, the use of graphics hardware for volume rendering also has some
disadvantages. For example, when the results of each pixel are stored in the sampling
point fusion stage, texture mapping will produce more artifacts due to the precision
limitation of the frame buffer.

2.2 The Design of the Image 3D Visualization System Based on Louvain
Algorithm

(1) Functional requirement design
1) In order to facilitate the needs of scientific research, the system must support the

reading and access of computer data. In addition, the result data information in the
experiment can be saved to the local hard disk, that is, it supports the reading and
access of information such as transfer function and gradient.

2) The system can perform 3D reconstruction through direct volume rendering algo-
rithm. The system is a comprehensive visualization platform that integrates many
classic direct volume rendering algorithms, such as ray casting algorithms, MIP,
MIDA, feature enhancement, etc.; at the same time, lighting can be added to enhance
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the rendering results in the rendering process. Before drawing the image, necessary
preprocessing of the volume data can enhance the stereo perception of the drawing
result.

3) For the rendered three-dimensional image, the system can support the user’s interac-
tive operation, can rotate, zoom and move the image, and support mouse operation
of the image, which is convenient and intuitive to observe the organizational details
in the image. In order to facilitate comparison, the system can support screenshot
operations of rendering results and save the corresponding volume rendering results.
In addition, the transfer function is also very important to the drawing result. Users
can adjust the transfer function, and the adjusted parameters can be updated to the
drawing result in time. It also supports the adjustment of the sampling step size and
the setting of the lighting parameters.

4) In order to make up for the limitations of data processing on many platforms, this
system supports the visualization of brain white matter fiber data. For this kind of
data, the system can add anti-aliasing and other effects in the drawing process to
improve the drawing results. In order to reflect the white matter fiber trajectory
more realistically, the system can set relevant parameters to effectively eliminate
the wrongly tracked fibers and draw high-confidence fibers.

(2) Layer interface
1) Bottommanagement interface: Located between the bottom layer and the operation

layer, it is responsible for the data transmission function between the two. After the
bottom layer of the system obtains the original volume data, it provides data to the
upper layer through this interface, so that the bottom layer can provide a unified
data format to the outside, avoiding drawing failures due to confusion in the data
format. At the same time, the bottom layer of the system also provides a set of 3D
rendering algorithms upwards through this interface for use by the operation layer.

2) Image rendering interface: After obtaining standardized image data, a certain ren-
dering method needs to be used to perform three-dimensional rendering of the
data. The image rendering interface defines two sub-processing interfaces, data
preprocessing and image synthesis. These two functional modules are related. The
data provided by the bottom layer must first undergo data preprocessing such as
denoising and smoothing to wash the volume data. Then, according to the volume
rendering algorithm provided by the lower layer, the image synthesis is performed
according to certain rules to realize the communication between the bottom layer
of the system and the operation layer. At the same time, this interface design is
convenient to improve the algorithm of a certain module and add new algorithms,
hide the specific implementation details of the volume data processing process,
reflect the object-oriented design principle, and facilitate the modular integration
and management of the system.

3) Parameter management interface: After the image is drawn, the system provides
parameter settings such as sampling step size, illumination coefficient, etc. The
parameter management interface is above the operating layer, and the correspond-
ing parameter interface is provided upwards for its invocation. At the same time, it
also accepts the parameter results transmitted from the interface layer and performs
storage operations. At the same time, the interface also needs to process the interac-
tive results of the transfer function on the display layer. This interface can uniformly
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manage the parameters adjusted and processed by this layer and upper-layer users,
and realize the preservation and recall of important temporary parameters.

4) The top-level interface of the system: At the interface display layer, users need to
perform necessary interactions based on the drawn three-dimensional images. The
top-level interface provides an interactive interface to the interface, which is con-
venient for users to use. Using this interface, users can independently define color
transfer functions, modify color schemes for volume data, set different opacity
for different organizational structures, and highlight organizational details of inter-
est. In addition, the interface also provides operations such as image movement,
flipping, etc., to meet basic image processing requirements.

a. Module design
1) Volume data processing. For the medical volume data obtained by electronic

computed tomography (CT) or nuclear magnetic resonance (MRI), it needs to
be denoised pre-processed before the experiment, and converted into a three-
dimensional texture and stored in the memory. In order to classify the volume
data, it is also necessary to import the adjusted transfer function into the video
memory for use;

2) The drawing of the bounding box. In order to obtain the spatial range of volume
data, we adopt a bounding box strategy to determine. First, draw the front and back
surfaces of the volume data bounding box, so as to obtain the starting point and
ending point coordinates of the projected light entering and exiting the volume data.
Then subtract the coordinates of the start point from the coordinates of the end point
to get the direction and length of the projected light;

3) Image drawing. Connect the pre-written vertex shader and fragment shader, use the
advantages of graphics hardware to perform three-line interpolation on the volume
data to obtain the attribute value of the sampling point, and obtain the corresponding
color and opacity by querying the transmission function; Accumulate light from
the sampling points to draw the final image and display it on the screen.

3 Three-Dimensional Tree Visualization of Computer Image Data
Based on Louvain Algorithm

Thevisual parameters of branches include branch angle, length, radius, etc.Among them,
branch angle has the greatest impact on the three-dimensional spatial pattern of trees.
The branch length r is determined according to the number of nodes in the corresponding
community. The more the number, the longer the branch; the azimuth ϕ is calculated by
the Fibonacci sequence. The formula is as follows:

μi = qi × Ci(n)
∑K

i=0 qi × Ci(n)
× ϕ (1)

In the formula, μi represents the branch angle of the branch corresponding to the
community leader;qi×Ci(n) represents theweightednode capacity of i; for an undirected
graph containing N nodes, the formula is as follows:

Ci(n) =
∑N

j=1
xij i( �= j) (2)
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Ci(n) represents the degree centrality of node i, and
∑N

j=1 xij is used to calculate the
number of direct connections between node i and other N−1 j nodes (i �= j, excluding
the connection between i and itself).

4 Experimental Research on Computer Image Data
Three-Dimensional Tree Visualization Based on Louvain
Algorithm

4.1 System Efficiency Analysis

The operating system of this system isWin10 64-bit platform to process the experimental
data. Through the analysis of the efficiency data, it is found that the Louvain algorithm
has higher data processing efficiency than other algorithms in processing test data, and
the rendering efficiency is the same, which greatly reduces the total time of 3D rendering.

4.2 Test Method

This article mainly discusses how the new Louvain algorithm improves the performance
of the entire system, so the total timeonly involves these twoparts. The data of the number
of image generation grids is used to judge the consistency of the three-dimensional
images generated by the Louvain algorithm and theMCalgorithm. The images generated
by the systemare difficult to distinguishwith the naked eye. The three-dimensional image
is actually composed by stitching countless small triangular faces, and these small faces
are triangular grids before filling. By comparing the number of triangular grids in the
three-dimensional image, the two algorithms can be compared to a certain extent. The
degree of similarity of three-dimensional images can be obtained by using this method to
get the difference in image accuracy between the originalMC algorithm and the Louvain
algorithm.

5 Experimental Research and Analysis of Computer Image
Data Three-Dimensional Tree Visualization Based on Louvain
Algorithm

5.1 Comparison of Algorithm Rendering Efficiency

Table 1 shows the overall efficiency comparison between Louvain algorithm and MC
algorithm. In terms of rendering processing efficiency, the time consumption of Louvain
algorithm is slightly lower than that of MC algorithm. The rendering processing time
of each image area is basically stable, and the rendering time of the three-dimensional
graphics display of the brain area with the same scale is stable at 50–210 ms.
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Table 1. Efficiency comparison between Louvain algorithm and MC algorithm

Category Louvain
algorithm (ms)

MC algorithm
(ms)

Processing time 31.94 152.63

Display time 47.62 50.16

Total time 77.43 225.94

As shown in Fig. 1, it can be seen that the Louvain algorithm has basically no
improvement in the efficiency of rendering processing, which is also consistent with the
previous prediction, because the Louvain algorithm only reduces the number of voxels
traversed by the algorithm and basically has no effect on the final generated 3Dgeometric
data., So the display efficiency is not improved. Combining rendering processing time
and data processing time, the data time of Louvain algorithm is 65% shorter than that of
MC algorithm on average.

Fig. 1. The efficiency comparison of Louvain algorithm and MC algorithm

5.2 Three-Dimensional Reconstruction Analysis of Image Data

In this paper, based on the key frame screening of the reconstruction data set, multiple
sets of 3D reconstruction experiments have been done. The following mainly shows the
results of the four sets of data sets, including the school data set, the globe data set, the
wine bottle data set and The student’s face data set, the last three data sets were made
by shooting with ordinary cameras. The specific content is shown in Table 2:
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Table 2. Experimental results time of the algorithm

Group Louvain algorithm MC algorithm

School 319 492

Globe 331 451

Vase 94 164

Human face 475 499

Fig. 2. The experimental results time of the algorithm

As shown in Fig. 2, according to the reconstruction results, it can be known that the
algorithm provided in this article can improve the reconstruction efficiency while main-
taining the reconstruction results, but the effect is not ideal during the reconstruction of
individual special data such as face data. Because the human face is flexible and variable
and has some characteristics such as light reflection, there will be many reconstruction
obstacles in the process of using traditional motion-based restoration structures.

6 Conclusions

This paper mainly proposes a Louvain algorithm for map data processing. Based on this
algorithm, a three-dimensional visualization reconstruction systemof atlas is established,
and the system structure and implementation process are described in detail. Finally,
experiments are carried out to test the system based on the new algorithm, and the data
obtained by analysis proves the effectiveness of the Louvain algorithm.
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Abstract. New energy vehicles are not only regarded as a breakthrough in the
transformation and escalation of China’s automobile industry, but also as the only
effective way for China to transfer from big automobile country to a strong auto-
mobile country. As such, the development of the new energy vehicles industry is
of significant importance. In this context, new energy vehicles sales are considered
to be one of the key indicators for measuring the new energy vehicles industry
development. This paper adopts the actual data on annual new energy vehicles
sales from 2011 to 2020. From this data set, seven factors influencing new energy
vehicles sales are extracted through literature analysis. Notably, the grey correla-
tion degrees of the selected seven influencing factors are all above 70%. An annual
new energy vehicles sales model is then built according to a BP neural network
using the seven influencing factors as input variables. The results indicate that the
MAPE of the BP model is only 3.15%, meaning that the BP neural network has
high accuracy when predicting new energy vehicles sales. By using a BP neu-
ral network, it is predicted that new energy vehicles sales volume in China will
increase year by year over the next three years, with annual new energy vehicles
sales reaching 3.5 million by 2023.

Keywords: New energy vehicles sales · Grey relevance analysis · BP neural
network

1 Introduction

Due to the quick development of automobiles, China’s automobile industry scale has
been ranked first in the world for many years. However, various toxic emissions of auto-
mobiles caused greatly dangerous consequences for the environment [1]. Problems such
as energy lack, climate change and environmental pollution driven by the greenhouse
effect have continued to intensify. New energy vehicles are becoming one of the most
effective ways to greatly alleviate this series of problems, which are also essential for
China to meet international climate change obligations greenhouse gas emission reduc-
tion targets [2]. New energy vehicles are not only regarded as a breakthrough in the
transformation and escalation of automobile industry in China, but also as the only way
for China to transfer from a big automobile country to a strong automobile country. With
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this in mind, it is very essential to do new energy vehicles research, and the sales of new
energy vehicles are an important indicator reflecting the development of new energy
vehicles. On this basis, this paper aims to analyze and forecast the new energy vehicles
volume in China.

In order to analyze new energy vehicles sales, it is necessary to first identify the
influencing factors. Wang ZH found that the most important factors influencing Chi-
nese consumers’ purchase decisions include the intrinsic product quality, government
policy incentives, costs, reference groups and symbolic factors [3]. Guan X investigated
whether increasing government subsidies, reducing the life cycle cost and improving
the effectiveness would increase consumers’ willingness to buy new energy vehicles
[4]. Meanwhile, CINZIA C analyzed that vehicles purchase price, charging range, fuel
economy and price to determine the extent to which they affect consumers’ purchase
decisions relating to new energy vehicles by adopting a preference survey [5]. Wang
ZY found that seasonal factors, changes in oil prices, development level of new energy
technology and policy influence significantly affect consumers’ new energy vehicles
purchase decisions [6]. On a similar note, Mabaire AM pointed out that the key impor-
tant factors affecting purchase behaviour of environment-friendly automobiles include
environmental knowledge, environmental values and the responsibility feeling [7]. The
establishment of amodel of new energy vehicles is nowmainly divided into two:methods
based onmathematical statistics andmethods based onmachine learning.Mathematical-
statistical methods such as Multiple Regression Analysis and the Holt-Winters method
rely on historical product sales data [8, 9]. However, it is difficult to graspmarket demand
and product life cycles through these methods [8], such that their prediction accuracy
is not high. The prediction effect of machine learning methods, such as BP neural net-
works, Bass model, and Fruit Fly optimization algorithms, is superior to mathematical
statistical methods [6], and existing research shows that BP neural networks have higher
accuracy in predicting sales volume [6, 10]. In recent years, many scholars have com-
bined different methods to solve the large forecast errors caused by a single technology
and method, the results of which show an increased forecast accuracy relative to when
a single technology is used.

Therefore, in order to obtain higher forecast accuracy, this article combines grey
correlation and neural network analysis to forecast the new energy vehicles sales. After
extracting and verifying the influencing ability of the key new energy vehicles sales
through grey correlation analysis, the influencing factors are then used as input variables
to build a BP model to provide the model with high prediction accuracy.

2 Introduction of Related Theories

This paper reviews existing studies to analyze the factors influencing newenergy vehicles
sales by using grey relevance analysis and calculating the realted degree among the
influencing factors and actual new energy vehicles to clarify the effective factors. These
factors will then form the basis of a BP neural network to guarantee the high prediction
accuracy of the model.
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2.1 Grey Relevance Analysis

Grey relevance analysis (GRA) is a method employed to analyze the similarities and
differences of development degree among various influencing factors, which has been
successfully applied tomany fields including engineering, management science to verify
the influencing ability of each factor [11].

The related formulae are as follows:

x0 = {x0(k)|k = 1, 2, · · · , n} = (x0(1), x0(2), · · · , x0(n)) (1)

xi = {xi(k)|k = 1, 2, · · · , n} = (xi(1), xi(2), · · · , xi(n)) (2)

γi(k) =
min
s

min
t
|x0(t) − xs(t)| + ηmax

s
max
t
|x0(t) − xs(t)|

|x0(t) − xi(t)| + ηmax
s

max
t
|x0(t) − xs(t)| (3)

k represents the time, x0 represents the reference sequence; xi represents
the comparison sequence; γi(k) represents the grey correlation coefficient of the
sequence xi to x0 at time k;η represents the resolution coefficient, the value inter-
val It is [0,1]; min

s
min
t
|x0(t) − xs(t)| represents a two-level minimum difference;

max
s

max
t
|x0(t) − xs(t)| represents a two-level maximum difference.

ri = 1

n

n∑

k=1

γi(k) (4)

The correlation degree of the sequence xi to the reference sequence x0 is calculated
using formula (4).

2.2 BP Neural Network

A BP neural network is a parallel, complex, nonlinear, dynamic algorithm system
proposed by Rinehart and McClelland in 1986 [10], A BP model is a multi-layered
feed-forward network making use of the error back propagation, which can represent
extremely complex nonlinear model systems. Currently, BP neural networks are one of
the most widely used neural network models [6]. They have been used extensively and
achieved outstanding results in terms of regression, classification, pattern recognition,
function approximation and other aspects [10]. As Fig. 1 shows, BP neural network
topology consists of input layers, at least one hidden layer, and output layers. The trans-
fer function of the neural node in the network is a sigmoid function, the output of which
is successive data from 0 to 1, which can be implemented from the input layer to the
output layer of arbitrary non-linear mapping. Although the layers are fully connected,
there is no connection among the nodes in the same layer and each layer can only accept
the input of the previous layer, meaning it cannot cross the layer.

The existing research has demonstrated that a neural network with only one hidden
layer has the ability to approximate any nonlinear continuous function [6]. On this basis,
the present paper chose a classical three-layer BP network topology onlywith one hidden
layer, then built a BP model using Matlab.
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Fig. 1. Three-layer BP neural network structure

3 Model Solving

3.1 Grey Relevance Analysis

Through a literature review and statistical analysis, the following influencing factors are
selected: gross domestic product, consumer price index, number of national policies,
number of patents in the new energy vehicles industry, number of public charging piles,
power battery output, and gasoline prices. Among these, economic level and consumer
purchasing power are the fundamental factors that determine the purchasing power of
new energy vehicles. Additionally, we use consumer price index and gross domestic
product and to check economic level. The technical level affects the development and
improvement of new energy vehicles, which is measured by the number of patents in
the new energy vehicles industry and battery power output. Meanwhile, the number
of national policies and public charging piles reflect the state’s support for the new
energy vehicles. Finally, gasoline prices also affect consumers’ willingness to choose to
purchase new energy vehicles (Table 1).

Table 1. Grey relevance degree between annual new energy vehicles sales and influencing factors

Influencing factors Grey relational degree Rank

Gross domestic product 0.776 4

Consumer price index 0.775 5

Number of patents in the new energy vehicles industry 0.783 2

Power battery output 0.911 1

Number of national policies 0.780 3

Number of public charging piles 0.713 7

Gasoline prices 0.774 6
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It can be seen from the table above that the grey correlation degree of the selected
seven influencing factors is all above 70%. This indicates that the influencing factors are
positively correlated with the sales sample.

3.2 BP Neural Network Analysis

A BP model is built using Matlab R2020a. This network utilizes domestic product,
consumer price index, number of national policies, number of patents in the new energy
vehicles industry, number of public charging piles, power battery output, and gasoline
prices as input variables, whilst new energy vehicles sales is the output variable. The
results show that there are 19 hidden nodes, the learning rate is 0.01, there are 5000
iterations, and 1000 loops. The fitting and prediction results are as follows:
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Fig. 2. Fitting and prediction graph of BP model

The blue line means the true value of the sample data, whilst the red line segment is
divided into two stages. The first stage means the fitting value of the sample data from
2010 to 2017, whilst the latter stage means the predicted value of the data from 2018 to
2020. Just as Fig. 2 shows, the fitted value is largely consistent with the true value, and
there is a very little error between the predicted value and the true value.

Table 2. The error indicator of the BP neural network

Content MAPE MAD MSE MSE

Score 0.031465 39267.91 1625287072.1174 40314.8493

From Table 2, it shows the error of the BP model is small and acceptable. This is
especially true of the MAPE which is only about 3.15%, meaning it is sufficient to meet
the prediction requirements. Therefore, the accuracy of the BP model is high.
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Fig. 3. New energy vehicles sales in China

Finally, the BP model is used to predict the new energy vehicles sales from 2021
to 2023. As Fig. 3 shows, the annual new energy vehicles sales volume in China will
increase year by year for the next three years and the new energy vehicles sales will
finally attain 3.5 million in 2023, thus indicating that new energy vehicles have broad
development prospects in China.

4 Conclusions

This paper calculates the related degree between the seven selected influencing factors
and real new energy vehicles sales. It first proves that the seven influencing factors are
highly correlated and then establishes BP neural network using the seven influencing
factors as input variables. The results show that the trend of prediction results is largely
consistent with the actual data and the error is relatively small. Therefore, the BP neural
network has both high accuracy in predicting new energy vehicles sales and wide appli-
cation prospects. It is predicted that the new energy vehicles sales volume will increase
year by year for the next three years by using the BPmodel. Additionally, the new energy
vehicles sales volume in China will finally attain 3.5 million in 2023, which means new
energy vehicles have huge room for growth. These results have practical reference value
for the decision-making of government departments, the production and operation of
the automobile industry, and the promotion of new energy vehicles.
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Abstract. With the advent of the Internet age, online autonomous learning as
a new learning method is being accepted by more and more students. With the
passage of time, the insufficiency of the network self-learning evaluation mech-
anism has become more and more obvious, which has affected the creation of
teachers’ learning resources and the improvement of students’ learning effects.
This article aims to study the formative evaluation of college English autonomous
learning based on whale optimization algorithm. Based on the analysis of the
whale optimization algorithm, the characteristics of network autonomous learn-
ing, the functions of formative evaluation and the tools of formative evaluation,
it is necessary to understand formative evaluation. In the application effect of
college English network autonomous learning, this paper selects students from
a class of a certain university as the research object, and conducts three-month
network autonomous learning in this class. The experimental results show that
formative assessment can improve students’ autonomous learning ability, and it
is also helpful to apply the learned knowledge in practice.

Keywords: Whale optimization algorithm · College English · Internet
autonomous learning · Formative assessment

1 Introduction

Evaluation is an important part of education management. Evaluation can guarantee the
level of education, improve the quality of education, and is of great significance to the
realization of educational goals [1, 2]. Learning self-assessment also needs to adapt to
the rapid development of the Internet and the popularization of information technology
to bring about major changes in learning tools, methods, environment and other human
factors, forming a web-based self-learning evaluation method [3, 4].

Different scholars at home and abroad have different views on formative evaluation.
Some scholars indicate that if evaluation is an important part of the introduction of edu-
cation, it can be regarded as formative evaluation. Formative assessment helps students
understand their learning goals, provide feedback, and discover and solve problems. This
enables students to reflect on the learning process and evaluate themselves [5, 6]. Some
researchers interpret formative evaluation as a process by which teachers recognize and
respond to students’ learning process during the learning process and improve students’
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learning ability [7, 8]. Some researchers interpret formative evaluation as a diagnostic
evaluation method that can provide teachers and students with feedback on the educa-
tional process. The timing of formative assessment is very random because it provides
direct information about student learning [9, 10]. Some researchers have explained the
definition of formative evaluation more comprehensively. That is, every activity carried
out by teachers and students can be called formative assessment, because the informa-
tion it provides can be seen as feedback to change educational activities. Compared
with other definitions, this definition is easier to be actually understood and applied
by teachers and students [11]. In addition, researchers believe formative assessment is
done in the education and learning process. The information collected in the assessment
can be used to adjust and better adapt to the needs of students and improve the quality
of teaching [12]. In addition, formative evaluation has a special function, that is, the
definition includes the concept of feedback. In other words, the information that can be
obtained from the evaluation process is very different from the overall evaluation.

Based on consulting a large number of references related to formative assessment and
autonomous learning, this article combines the whale optimization algorithm, the char-
acteristics of network autonomous learning, the function of formative assessment and the
tools of formative assessment, and selects a class in a university as the research object,
students in this class will have a three-month online self-learning in order to understand
the application effect of formative assessment in college English self-learning.

2 Formative Evaluation of College English Autonomous Learning
Based on Whale Optimization Algorithm

2.1 Whale Optimization Algorithm

Whale optimization algorithm is currently a relatively new intelligent optimization algo-
rithm, which is widely used in engineering applications. An extensive study involved 29
test modes and 6 structural engineering problems to evaluate development, exploration
potential, local optimal avoidance and convergence. Experimental results show that the
whale optimization algorithm is sufficient and superior to other advanced optimization
algorithms.

The main steps of the whale optimization algorithm are as follows:

(1) Surround the prey

Whales can locate and surround their prey. Once the best searcher is determined,
other searchers will try to move to the best position. The behavior of enveloping can be
described as:

−→
D =

∣
∣
∣
−→
C · −→

X t − −→
X (t)

∣
∣
∣ (1)

−→
X (t + 1) = −→

X ∗(t) − −→
A · −→

D (2)

In the formula, t is the current iteration, and X is the current position of the whale.
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(2) Bubbling offense

In order to describe the mathematical model of the bubbling behavior of humpback
whales, two ways are designed, as shown below:

1) Shrink enveloping mechanism

This behavior can be achieved by reducing −→a , setting
−→
A to be a random number

on [−1, 1], so that a new position can be selected between the initial value and the best
position.

2) Spiral update position

In this way, whales and prey use spiral transformations to represent their positions.
The following formula simulates this behavior, as shown below:

−→
X (t + 1) = −→

D · ebl · cos(2π l) + −→
X ∗(t) (3)

Among them, b is used to determine the form of the logarithmic spiral, and l is a
random number located between −1 and 1.

In order to simulate this concurrency, WOA has a 50% chance to choose the shrink
winding mechanism and spiral model.

3) Search for prey

Whales use randommethods to analyze the location of otherwhales and look for prey.
During the search phase, the search engine location is also used randomly. This randomly
selected value is used to replace the best result. It emphasizes search capabilities, so that
WOA has better global search capabilities.

2.2 The Characteristics of Network Autonomous Learning

(1) Active learning based on web resources

The popularization of the Internet has surpassed the limitations of distance and
learning space, providing students with open educational content and exchanging high-
quality educational resources for independent learning. If students want to learn, as long
as they can connect to the Internet, they can easily and quickly need the resources, which
can provide students with the same learning opportunities and give them the opportunity
to achieve “educational equity”. This is the best way to achieve lifelong learning.

(2) Relatively independent personalized interactive learning

Online autonomous learning transforms traditional pedagogical education into
learning-based learning. Each learner is a relatively independent learner with his own
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learning characteristics. Each learner can use platform interactive resources for person-
alized learning according to their own learning needs. At the same time, the platform
can also reflect students’ learning conditions in a timely manner, and allocate reasonable
learning resources, thus presenting the education rules that teach students according to
their aptitude and vary from person to person.

(3) Virtual autonomous learning environment

The Internet creates a virtual learning environment for autonomous learners. In this
environment, students can effectively reproduce the face-to-face scenes of traditional
classrooms and teachers, and themulti-directional communication between students and
learning-related elements. At the same time, the application of technology can provide
users with real-time data feedback and has strong flexibility. The display of multimedia
courses and on-site demonstration of materials are also conducive to students’ easy and
quick access to knowledge content and resources.

(4) Flexible learning of independent choice

The starting point and purpose of autonomous learning is to coordinate the interaction
between oneself and various factors in learning activities during the learning process.
An independent online learning support system on the Internet can learn independently
according to one’s own needs, flexible, time-saving and labor-saving to achieve the best
learning effect, meet learning needs, and optimize learning results. Generally speaking,
the more autonomous the study, the closer the learning process is to the student himself,
and the better the final learning effect.

2.3 Functions of Formative Evaluation

(1) Formative assessment can monitor or guide the learning process of students. This
is very important, teachers and students can monitor learning progress and guide
education and learning plans.

(2) Formative evaluation focuses on helping language learners understand their own
strengths and weaknesses in learning ability. Once they understand their strengths
and weaknesses, language learners can use some useful strategies to improve their
learning abilities. Formative assessment can determine whether and how much
knowledge a language learner has acquired, can cultivate the confidence and interest
of language learners.

(3) Formative evaluation allows teachers and students to discover problems in time.
Formative assessment can show teachers what educational content needs to be
relearned, and inform language learners what knowledge they have gained and
what knowledge they have lost. Once they understand their learning situation, they
can improve their language learning in many ways.
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2.4 Tools for Formative Assessment

(1) Classroom observation

Observation is “the basis for assessing human skills and behavior.” Classroom obser-
vation is the basic way to directly obtain teaching data in the classroom. Only under
constant observation will you receive information about student behavior and learning
conditions in the classroom. Through classroom observation, teachers can obtain basic
knowledge of student performance, which helps teachers design, implement and modify
their educational plans.

(2) Portfolio assessment method

Since the ultimate goal of formative assessment is to improve learning, many tools
and techniques are used to support the assessment. The portfolio assessment method is
a useful tool to improve the quality of formative assessment. Its purpose is to measure
the abilities of students and inform teachers of their strengths and weaknesses. An ideal
learning portfolio will hold the key information of students’ learning and development,
and paint a dynamic, comprehensive and three-dimensional development picture for
students, so that students can feel the progress in their learning life, thereby enhancing
their self-confidence in learning. In the process of creating a learning portfolio, students
can independently participate in the selection of the content of the learning portfolio. By
constantly recalling the contents of the portfolio, self-reflection, continuous improve-
ment, and the pursuit of excellence can be realized, so that students can avoid relying on
the guidance of teachers, and indirect passive students gradually become independent
students.

(3) Diary

Diary is another formative assessment tool, also called dialogue diary, which records
the dialogue between teachers and students. Both teachers and students can write diaries.
It is a means for teachers and students to communicate and communicate emotions and
ideas to a certain extent. It helps to improve the relationship between teachers and
students.

3 Experiment

3.1 Research Objects

This article takes a class of non-English majors in a university as the research object. The
class has 48 students. In this class, 5 h of online self-learning time are arranged every
week. The experiment process lasts for 3 months. Before the experiment, investigate
the students’ English autonomous learning ability. After the experiment, they will be
investigated again and compared with the results before the experiment to understand
the application effect of formative assessment in college English autonomous learning
on the Internet.
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3.2 Implementation Process

(1) To apply formative assessment to online autonomous learning, learners should first
know and share their own learning goals and performance standards. English teach-
ers can clarify to all students the teaching goals and characteristics of collegeEnglish
courses in this semester in the first class of each academic year, and define or sug-
gest corresponding online self-learning content. Of course, teachers can also form
an incentive mechanism to discuss with students and establish their own learning
goals and success criteria through the learning goals and success criteria established
with students.

(2) Online self-learning encourages students to practice collaboratively to overcome
time and space constraints. Learners can communicate information and network
interaction andmutual evaluation during the teaching process. The formative assess-
ment at the student level is divided into four forms: student self-assessment, peer
assessment, peer consultation and self-regulation.

4 Discussion

4.1 Formulation and Implementation of Study Plan

Table 1. Development and implementation of student learning plans

Before the experiment After the experiment P

Set goals according to their own reality 5.38 ± 1.00 7.41 ± 1.16 0.028

Self-made study plan 4.91 ± 0.92 7.14 ± 0.80 0.00

Adjust the plan according to the learning
situation

4.25 ± 0.67 5.15 ± 0.88 0.034

Plan study time 4.76 ± 1.00 6.42 ± 0.95 0.027

The development and implementation of student learning plans are shown in Table 1
andFig. 1. From the statistics, it can be seen that in determining the learning goals accord-
ing to their own reality, the average value of students after the experiment was 7.41, an
increase of 2.03 points compared with before the experiment. In the independent devel-
opment of English learning plans, the data reached 7.14 after the experiment, indicating
that after a period of study, students are more active and proactive in making plans. In the
third survey, the scores before and after the experiment were 4.25 and 5.15, respectively,
indicating that after threemonths of study,most students have improved in adjusting their
learning plans according to their own learning situation, but they are still at a low level. In
terms of arranging study time, most students can arrange English study time reasonably,
which is better than before.
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4.2 Persistence of Learning

It can be seen from Table 2 and Fig. 2 that in terms of learning persistence, the students
were able to persist in English preview and review after the experiment, reaching a good
standard; in the second item, the average after the experiment reached 7.51, which was
an increase of 2.56 compared to before the experiment. The difference is significant,
indicating that after three months of formative evaluation of online self-learning, most
students have realized their learning deficiencies and have taken specific actions to
remedy them; in insisting on reading every day, the students after the experiment are all
worth 9.34, the difference is significant; in applying the knowledge learned in practice,
the average values before and after the experiment were 2.78 and 3.33, respectively,
indicating that most students in the experimental class still have great deficiencies in
applying language knowledge and skills.
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Fig. 2. Analysis of the persistence of students’ learning
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Table 2. Analysis of the persistence of students’ learning

Before the experiment After the experiment P

Insist on daily preview and review 5.61 ± 0.80 7.13 ± 1.66 0.020

Self-improvement of weaknesses 4.94 ± 0.53 7.51 ± 1.64 0.022

Keep reading every day 6.66 ± 1.31 9.34 ± 1.35 0.033

Use what you have learned in practice 2.78 ± 0.20 3.33 ± 0.51 0.086

5 Conclusions

At present, the theoretical research and application practice of autonomous learning
is very rich, but it is limited to the autonomous learning in the traditional education
environment, while the autonomous learning evaluation research in the new era network
environment is relatively small, and the real-time feedback of the evaluation process is
insufficient, and the network technology. The degree of integration is not high, and more
in-depth theoretical research is needed to better support and practice teaching.
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Abstract. Using data mining technology to collect and analyze a large number
of learning data generated during the learning process of learners, discover learn-
ers’ learning characteristics and problems, so that teachers can adopt reasonable
interventionmeasures to learners to improve learners’ learning effects. This article
aims to study the student performance prediction and learning intervention system
model based on machine learning. Based on the analysis of the educational data
mining process and performance prediction algorithms, the student performance
prediction model and learning are constructed by comparing the performance of
four different algorithms. The experimental results show that special attention
should be paid to the historical information of students in the study of student
behavior and study performance prediction.

Keywords: Machine learning · Data mining · Performance prediction · Learning
intervention

1 Introduction

In the context of the information age, all classes of society have accumulated massive
amounts of data, and the amount of data has grown exponentially. Valuable knowledge
and information are often hidden under massive data, making it a valuable resource for
many disciplines and industries [1, 2]. Machine learning and data mining technologies
have discovered some unique data laws, and extracted valuable information and knowl-
edge from them to solve problems in different disciplines, allowing managers to make
more scientific decisions [3, 4].

Using performance prediction to intervene in student learning has always been a hot
research topic abroad, and related research is relativelymature and in-depth. Some schol-
ars used the Apriori algorithm, a classic association rule mining algorithm in data min-
ing, to discover two types of association relationships, namely: the correlation between
entrance examination scores and courses. Deriving these two types of correlation can
provide useful support for formulating a reasonable teaching plan [5, 6]. Some schol-
ars use correlation algorithms to extract and analyze student performance information,
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explore the relationship between courses, and then achieve the purpose of helping college
education managers to alert student performance in time [7, 8]. Based on the improve-
ment of decision tree algorithm C4.5, some researchers built a performance prediction
model based on the relevant information tree in the student performance database, and
realized the prediction of student entrance examination scores [9, 10]. There are also
some researcherswho analyze the overall performance of students in a specific university
to determine the characteristics of student performance distribution, use four evaluation
models to evaluate and compare students’ learning conditions, and finally decide to use a
linear regression model to evaluate and predict student performance [11, 12]. In general,
domestic research involves more theoretical research than practical applications, and
systems developed by data mining are rarely applied in practice.

On the basis of consulting a large number of related references, combining the process
of educational data mining and performance prediction algorithms, this paper constructs
a student performance predictionmodel and a learning interventionmodel, and compares
the performance of the four algorithms in the student performance predictionmodel. The
test results show that the XGBOOST algorithm has the best predictive effect.

2 Student Performance Prediction and Learning Intervention
System Model Based on Machine Learning

2.1 Educational Data Mining Process

(1) Data preprocessing

It is difficult for datamining algorithms to directly use these data, because the original
data can come from a variety of data sources, and can even include noisy, incomplete
or inconsistent data. The data preprocessing is the process of transforming the original
data into a new data format that meets the needs of data mining. This involves four
major processes: data processing, data integration, data processing specifications and
data exchange. Among them, data cleaning technology mainly includes filtering useless
and unnecessary data, eliminating noise in big data processing, ensuring data integrity,
and filling in missing big data processing through mathematical statistics. The data
integration technology is to integrate data from different system databases. The data
storage and management protocol is used to increase the effect of big data mining,
thereby reducing the size of the original data. The data is processed according to the
characteristics of the selected algorithm through data conversion.

(2) Data mining

As a key process in the data mining process, the primary purpose of data mining is
to establish a data model. In the data mining stage, it is first necessary to characterize the
used scenario problem and the data set itself, and then select the appropriate algorithm
to deal with the scenario problem. Therefore, the purpose of the sorting algorithm is
to assign types to objects. The purpose of statistical methods and regression algorithms
is to assign values to statistical objects. The purpose of the grouping algorithm is to
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divide similar data objects in the same category, and the purpose of mining association
rules is to find the similarities or associations between data objects. Secondly, if you
want to apply the selected algorithm to data mining, you need to continuously refine it
throughout the data mining process. After adjusting the parameters, you may have to go
back and perform data mining to get the model.

(3) Model evaluation

Model evaluation is the evaluation of the model obtained after data mining. The
generated model must be tested in a series of tests, and the quality of the model must
be evaluated according to the relevant model indicators. If the indicators do not meet
expectations, the model needs to be further optimized until the demand is met.

2.2 Performance Prediction Algorithm

(1) XGBOOST

XGBoost is a massively parallel tool based on tree enhancement. XGBoost reduces
computational complexity, speeds up calculations, does not change the input data, has
strong interpretability, and is easy to adjust parameters. Whether it is big data or data
with a small number of variables, it shows excellent characteristics such as improved
accuracy. Solve various supervised learning problems very effectively. Therefore, it is
widely admired in various data science competitions, even in the fields of machine
learning and data mining.

(2) Gradient boosting decision tree

Gradient Boosting Decision Tree (GBDT) is an improved and optimized algorithm
based on the built-in Adaboost learning algorithm. In fact, the promotion method based
on the decision tree is called the promotion tree. For classification problems, the decision
tree is a binomial classification tree, and for regression problems, the decision tree is
a binomial regression tree. The relationship between data input and output is complex.
Boosted trees are a powerful machine learning algorithm because the linear combination
of decision trees is optimal for training data.

(3) Random forest

Random forest is an improved version of traditional decision tree. The decision tree is
constructed retrospectively from top to bottom, so there is no problem with the decision
tree creation process. There is no need to replace the data selected from the training data.
The process of building a decision tree:

1) The input data mainly includes training set features and class labels.
2) Choose the most suitable attribute as the root node division attribute.
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3) For each branch to be split, if it is already in the same category, split it again. If they
are not in the same category, select different attributes in turn as the split attributes
of the split, and delete the selected split attributes.

4) Repeat step 3) until reaching the leaf node, the last level of the decision tree. At
present, all data under this node belong to the same type.

5) Finally, the class label marked by each leaf node is obtained.

(4) Support vector regression

For traditional regression algorithms, the method of calculating model loss is usually
to calculate the difference between the predicted value of the model and the actual value,
while support vector regression uses a different idea. In other words, only in the case of
absolute model error. Only when the absolute value of the difference is greater than ε,
the loss of the value and the actual value model is calculated, where ε is the maximum
deviation that the model can tolerate.

3 Experiment

The purpose of the machine learning task is to obtain a model with strong generalization
ability. In order to obtain the predictive ability of the model more objectively and accu-
rately, it is necessary to choose a more appropriate method of evaluating models and
indicators. In order to ensure the accuracy of the evaluation of the experimental results,
this paper adopts a ten-fold cross-validation method. First, the data set is divided into
10 equal parts. Whenever one of the data sets is used as a test set and the other is used
as a training set. Train to receive test results. Repeat 10 times to get 10 test results, and
finally take the average of the 10 results as the final result of the model index.

To accurately evaluate the generalizationof themodel, an index that can fullymeasure
the performance of the model is also needed. This article is a regression task. The
commonly used evaluation scores for regression problems are average absolute error,
mean square error and coefficient of determination.

The average absolute error is calculated as shown in formula (1), where f
(
xi

)
is the

predicted value of sample xi, and yi is the true result. It can solve the problem of absolute
error offset between positive and negative. The smaller the MAE value, the better the
model fitting effect.

MAE = 1

n

∑n

i=1

∣∣∣f
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)
− yi

∣∣∣ (1)

Mean square error. The calculation method is shown in formula (2). It is used to
detect the deviation between the predicted value and the true value.

The worse the test effect.
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The calculation method of the coefficient of determination is shown in formula (3).

R2 = 1−
∑n

i=1
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(
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(
y − yi

)2 (3)
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In the formula, y is the mean value of all results. Generally speaking, the larger the
R2, the better the model fitting performance.

4 Discussion

4.1 Result Analysis

The features used in the model in this article include diligence-related indicators, behav-
ioral rules-related indicators, the new indicators proposed in this article, and students’
past performance. This article conducts ablation experiments and combines quantitative
features in different ways to study the model results of different algorithms and Fore-
cast model’s demand for different characteristics. This article first creates a predictive
model that learns the diligence index, and then continuously adds new features to the
model, readjusts the parameters, and evaluates the model. That is equivalent to using
the controlled variable method to conduct five different experiments, each experiment
using SVR, GBDT, RF, XGBOOST four different regression algorithms to build four
prediction models. The experimental results are shown in Table 1:

Table 1. Comparison of ablation experiment indicators

Learner Index Experiment
1

Experiment
2

Experiment
3

Experiment
4

Experiment
5

SVR MAE 0.08299 0.08546 0.08622 0.08587 0.08249

MSE 0.01501 0.01417 0.01404 0.01384 0.01252

R2 0.14770 0.17292 0.17547 0.18718 0.26137

GBDT MAE 0.08154 0.08125 0.08240 0.08100 0.06618

MSE 0.01464 0.01390 0.01358 0.01339 0.01108

R2 0.16905 0.19831 0.21825 0.22976 0.37175

RF MAE 0.08332 0.08271 0.08140 0.08171 0.06482

MSE 0.01438 0.01338 0.01311 0.01304 0.00950

R2 0.17284 0.21424 0.23304 0.23315 0.45377

XGBOOST MAE 0.08337 0.08283 0.08200 0.08118 0.06486

MSE 0.01418 0.01332 0.01306 0.01281 0.00919

R2 0.18203 0.22350 0.23534 0.25387 0.47429
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It can be seen from Table 1 that for five different experiments, the prediction model
indicators constructed by the four algorithms all show relatively consistent results, that
is, among the various model indicators, the performance of the SVR indicator is the
worst, and the performance of the XGBOOST indicator is the best. This shows that the
XGBOOST algorithm in this article has the best prediction results, so this algorithm is
selected as the model prediction algorithm in this article.
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Fig. 1. Comparison chart of indicators of different experiments

This article takes the best XGBOOST model algorithm as an example. We will
illustrate the experimental effects of using different feature combinations and draw a
comparison chart of indicators as shown in Fig. 1. It can be seen in each round of experi-
ments that the performance of themodel has been greatly improved, which shows that the
quantified indicators in this paper are of great significance to the construction of accurate
prediction models. From Experiment 3 to Experiment 4, we can see that by adding stu-
dents’ past performance information, the performance of the prediction model has been
significantly improved. This shows that historical information plays a very important
role in constructing predictive models. Therefore, when studying student behavior and
predicting academic performance, special attention should be paid to student historical
information.
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4.2 Learning Intervention Strategies

According to the results of learning performance prediction, an adaptive learning system
can be created for learners, and a large-scale learning intervention model in the adaptive
learning system, as shown in Fig. 2.

Before 
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After 
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Group 
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Group 
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Analysis results and 
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Data mining prediction

Data mining modeling

Is there a learning crisis

Intervene decision making

Evaluation and feedback of learners' academic 
performance

Y

N

Fig. 2. Learning intervention model of adaptive learning system

(1) Curriculum developer’s perspective

Develop adaptive learning systems to improve interventions. The learning progress
reminder can clearly show your learning progress and remind you whether the learn-
ing meets the standards. At the same time, students can view other students’ digital
dashboards, allowing them to supervise each other’s learning. The Bullet and Reminder
windows provide students with real-time or interval reminder feedback and customiz-
able resource upgrades, which are seamlessly connected through SMS, WeChat, and
email. Remind students of the performance of learning activities, knowledge content, and
behavior characteristics that can be reminded and supervised through multiple channels.
Learning StrategyGuidance provides studentswith learning strategy guidance, including
communication and collaboration strategies and self-regulation strategies, especially for
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students who are prone to learning disabilities. Behavior participation resource policy
driven.

(2) Teacher’s perspective

First of all, teachers need to use educational strategies such as group difference guidance
to teach according to students’ abilities and various reward and punishment mechanisms.
The second is to give full play to the leading role of teachers. The advantage of online
learning is that you can learn independently, but the disadvantage is that the control
ability is weak. Online learning makes students ignorant of time, prone to inaction,
delayed interactive behavior, and plagiarism when submitting homework. They will not
only affect student behavior, but also affect the effect of online learning.

(3) The learner’s perspective

First of all, it is recommended that learners consciously increase their participation
in online learning and increase their learning time. Secondly, it is recommended that
learners consciously improve their learning strategies, follow the teacher’s teaching
arrangements, gradually complete learning tasks, clarify learning goals before online
learning, formulate a clear learning plan, and complete homework in accordance with
the learning plan. They need to participate in discussions, exchanges, review notes and
other interactions to gain a sense of success and a sense of belonging to learning and
action. They manage, coordinate and evaluate their behavior and psychology in a timely
manner.

5 Conclusions

As one of the important research fields of educational data mining, student performance
prediction has received widespread attention, and many researchers at home and abroad
have successively carried out fruitful research. However, in the existing research work,
there is still much room for improvement in the predictability and accuracy of methods
for predicting student performance.

References

1. Riihijarvi, J., Mahonen, P.: Machine learning for performance prediction in mobile cellular
networks. IEEE Comput. Intell. Mag. 13(1), 51–60 (2018)

2. Dong, S., Zhang, Y., He, Z., et al.: Investigation of support vector machine and back propaga-
tion artificial neural network for performance prediction of the organic rankine cycle system.
Energy 144(FEB.1), 851–864 (2018)

3. Hao, W., Lu, Y., Lai, Y., et al.: Research on operation strategy and performance prediction of
flat plate solar collector with dual-function for drying agricultural products. Renew. Energy
127(NOV), 685–696 (2018)

4. Tirupathinaidu, C., Jain, N., Renganathan, T., et al.: Unified thermodynamicmodel for perfor-
mance prediction of adiabatic feedstock gasifiers. Ind. Eng. Chem. Res. 59(44), 19751–19769
(2020)



870 Y. Kong

5. Bao, Y., Lu, F., Wang, Y., et al.: Student performance prediction based on behavior process
similarity. Chin. J. Electron. 29(6), 1110–1118 (2020)

6. Al-Faifi,A.M., Song,B.,Hassan,M.M., et al.: Performance predictionmodel for cloud service
selection from smart data. Future Gener. Comput. Syst. 85(AUG), 97–106 (2018)

7. Armetti, G., Migliazza, M.R., Ferrari, F., et al.: Geological and mechanical rock mass con-
ditions for TBM performance prediction. The case of “La Maddalena” exploratory tunnel,
Chiomonte (Italy). Tunn. Undergr. Space Technol. 77(JUL), 115–126 (2018)

8. Jani, D.B., et al.: A review on use of TRNSYS as simulation tool in performance prediction
of desiccant cooling cycle. J. Therm. Anal. Calorim. 140(5), 2011–2031 (2019). https://doi.
org/10.1007/s10973-019-08968-1

9. Badshah, M., Badshah, S., Jan, S.: Comparison of computational fluid dynamics and fluid
structure interaction models for the performance prediction of tidal current turbines. J. Ocean
Eng. Sci. 5(2), 164–172 (2020)

10. Peter,W.A., Christian, V., Christoph, R., et al.: The vivarium:maximizing learningwith living
invertebrates—an out-of-school intervention is more effective than an equivalent lesson at
school. Insects 9(1), 1–26 (2018)

11. Sacr,M., Fors, U., Tedre,M., et al.: How social network analysis can be used tomonitor online
collaborative learning and guide an informed intervention. PLoSONE 13(3), e0194777 (2018)

12. Schweder, S., Raufelder, D.: Needs satisfaction and motivation among adolescent boys and
girls during self-directed learning intervention. J. Adolesc. 88(5), 1–13 (2021)

https://doi.org/10.1007/s10973-019-08968-1
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and Development of Urban Tourism Resources

Based on Artificial Intelligence
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Abstract. With the progress of human society, people pay more and more atten-
tion to natural and cultural resources, and urban tourism resources have also
received extensive attention. The evaluation and development of urban tourism
resources has also become a hot topic in the current research field. Urban tourism
has become a new trend in the tourism consumption market, and the tourism
industry has huge potential for development and strong growth points. Due to the
influence of many factors in the evaluation and development of urban tourism
resources, comprehensive analysis of various data is required, which is a com-
plex systematic project. Tourism resources are the material basis and prerequi-
site for tourism development. Understanding the framework conditions such as
the quantity, scope, quality, distribution, and development potential of tourism
resources has become a necessary condition for the large-scale development of
tourism resources. A reasonable and scientific evaluation of resources is the sci-
entific basis for the formulation of tourism planning and development planning,
and ensures the correct formulation of the sequence, depth and direction of the
development of tourism resources. At the same time, with the continuous devel-
opment of science and technology, artificial intelligence has been widely used in
various fields. Therefore, by constructing a model for comprehensive evaluation
and development of tourism resources to analyze the relationship between var-
ious influencing factors, it plays an important role in promoting the sustainable
and healthy development of tourism. This article adopts experimental analysis
method and data analysis method, and aims to build a systematic and quantifiable
model based on artificial intelligence technology to measure the value of urban
tourism resources and provide a reference for the development and utilization of
its resources. According to the research results, with the technical support of arti-
ficial intelligence, the intelligent model of this experiment can basically evaluate
the tourism resources of a city, and to a certain extent can reflect the current situ-
ation of local tourism and the direction that needs improvement, so as to realize
reasonable and effective development to promote the development of the local
tourism industry.

Keywords: Artificial intelligence · Urban tourism resources · Resource
evaluation · Development research
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1 Introduction

With the rapid development of artificial intelligence technology, it is playing an increas-
ingly important role in the national economy, bringing great convenience to people.
At the same time, people are paying more and more attention to the development and
utilization of tourism resources, and the evaluation and development of urban tourism
resources has also become a hot topic in the current tourism industry. The evaluation
and development of urban tourism resources is a complex and tedious task. Its purpose
is to comprehensively analyze and evaluate various factors such as nature, humanities
and society, and propose corresponding measures. Utilizing the advantages of artificial
intelligence, high degree of informationization and powerful functions is conducive to
constructing an urban tourism resource evaluation and development model, scientifically
and rationally evaluating urban tourism resources, and providing a scientific basis for
formulating tourism planning and development plans, so as to promote the sustainable
and healthy development of urban tourism.

At present, scholars and experts pay more attention to the two aspects of artificial
intelligence and tourism resource evaluation and development, and the related research
results are also very rich. For example, Chen Yu pointed out that the use of mathematical
models to evaluate the city’s own tourism resources and the ability to receive tourists
can analyze the situation more scientifically and rationally, provide an accurate basis for
the development and utilization of tourism resources, and improve economic efficiency
[1]. Yu Hu believes that by building a tourism resource database, analyzing the scale,
space management, and regional tourism functions and layout, the scientific nature of
the development and utilization of tourism resources can be improved [2]. Chen Jianmin
proposed to build a smart tourism big data analysis model, which can analyze relevant
data efficiently and accurately, and also reduce the cost of tourism service providers,
thereby promoting tourism service providers to make improvements in related areas, so
as to provide tourists with a comfortable travel experience [3]. Therefore, this article is
based on artificial intelligence to conduct research on urban tourism resource evaluation
and development model construction, which meets the requirements of the development
of the times and has important research value and application significance.

This article mainly discusses these aspects. First, it briefly explained what artificial
intelligence is and the background of this era. Then, the evaluation and development of
urban tourism resources are elaborated. In addition, the application of comprehensive
weighting algorithm in the evaluation and development of tourism resources is also
introduced. Finally, based on artificial intelligence, for the construction of urban tourism
resource evaluation and development models, experimental research is carried out, and
experimental results and analysis conclusions are drawn.

2 Construction of Model of Urban Tourism Resources Evaluation
and Development Based on Artificial Intelligence

2.1 Artificial Intelligence

Artificial intelligence is a combination of computer and machine for humans to process
information and analyze data to complete the interactive intelligent control process for
humans and machines.
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With the rapid rise of high-tech disciplines such as computer technology, communi-
cation networks, and biological sciences, more and more new concepts of artificial intel-
ligence have emerged, and they have been gradually applied to life and production, and
have achieved significant results. At the same time, some difficult-to-achieve or difficult-
to-operate work tasks have been better completed. For example, in the field of science
and technology, intelligent robots have become an indispensable and irreplaceable tool
in the production and life of modern society [4, 5].

Artificial intelligence technology is a complex and highly comprehensive subject,
which has applications in industry, service industry, autonomous driving, medical and
industry, financial industry, education industry, legal industry, military and so on. In
practical applications, artificial intelligence often requires a large number of algorithms
for processing. Therefore, a fast, efficient, safe, reliable and stable program is needed to
solve complex and high-complexity problems.

The research of artificial intelligence has developed to a certain extent. People can
use intelligent robots to complete various complex, tedious and difficult tasks, such
as sweeping robots, industrial production robots, etc. With the continuous improve-
ment of computer technology, some domestic enterprises have begun to study artificial
intelligence systems to improve their competitiveness and meet market needs.

2.2 Evaluation and Development of Urban Tourism Resources

Tourism resources refer to various things and elements that can attract tourists to nature
and human society, can be developed and used for tourism, and can bring economic,
social and environmental benefits. The evaluation of tourism resources is based on the
principles of science, objectivity, and comprehensiveness. On the basis of seeking truth
from facts, one or more scientific and effective methods are adopted to scientifically
and reasonably evaluate local tourism resources in terms of the quality of local tourism
resources, resource environment and development conditions. The content of tourism
resource evaluation is shown in Fig. 1.

Comprehensive
evaluation

Single element 
evaluation

Natural tourism resources
Humanities tourism resources

Tourism resource 
evaluation

Tourist capacity
Development conditions

...

Fig. 1. Contents of tourism resource evaluation

Initially, the evaluation of tourism resources was based on the needs of practical
work such as environmental protection and the construction of national parks. With the
advancement of science and technology, advanced technologies such as the Internet use
analysis and information processing, and spatial positioning and analysis skills have also
been widely used in tourism resource evaluation [6, 7].
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Through the evaluation of tourism resources, the nature and scale of local tourism
resources are determined, and then the key points of developing local tourism resources
are pointed out, which has a direct impact on the scientific formulation of tourism plan-
ning. First, the scientific evaluation of local tourism resources can provide a theoretical
basis for the targeted positioning and ecological planning of the development of local
tourism resources. Second, tourism resource assessment can also determine the scien-
tific development direction for the development of local tourist attractions, determine
the development direction of tourist attractions, and provide reasonable improvement
measures for the developed and partially developed tourist attractions. Third, in terms of
management and protection, scientific and reasonable evaluation of tourism resources
can make corresponding grade judgments on corresponding tourism resources, thereby
determining the level of management and protection, and implementing more effective
tourism resource management and protection.

The scientific evaluation of tourism resources must follow the following princi-
ples. The first is scientific principles. The research on the value of tourism resources
involves multiple disciplines, including geography, aesthetics, sociology, economics,
etc. Tourism resource evaluation is a multi-level and multi-disciplinary comprehensive
study, and appropriate scientific and systematicmethodology should be adopted to evalu-
ate tourism resources. It can effectively evaluate the quality, type, scale and conditions of
the environmental development of the enterprise. The second is the principle of integrity.
From the content point of view, the evaluation of tourism resources includes the type,
quality, scope of local tourism resources, as well as the socio-economic environment
and development conditions, etc., and a multi-level, multi-level systematic evaluation.
In the evaluation process, it is necessary to be as comprehensive and complete as possible
to meet the integrity requirements. The third is the objective principle. It includes the
functionality of the evaluation process and the functionality of the evaluation results.
Understand the nature and scope of local tourism resources, select the content and meth-
ods of evaluation, and process the data to obtain more scientific and reasonable results.
On the other hand, the evaluation results of local tourism resourcesmust be achievable. It
must be able to transform the evaluation results into the development and improvement
of local tourism resources that combine theory and practice, otherwise the evaluation
work will be reduced to theoretical discourse [8, 9].

The development of urban tourism resources is affected and restricted by many fac-
tors such as the resources themselves, socio-economic conditions and the tourismmarket.
Therefore, there aremany factors that affect the development of urban tourism resources,
and the degree of influence is uneven. According to the degree of its influencing factors,
the influencing factors are divided into resources, cities and regions.

The city’s tourism resources are formed by the interaction of nature and man-
made objective aspects. Due to the differences in geographical environment and socio-
economic development, the differences in the tourism resources of various cities are
very huge. In terms of scale, the smaller the city, the simpler the economic structure,
the larger the city, the more complex the economic structure, and the development of its
tourism industry is only an integral part of the local economic development. In addition,
tourism is a comprehensive industry, and its industrial relevance is particularly strong.
The development of urban tourism should stand at the height of the region and focus
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on the integration and development with surrounding cities. Therefore, the competition
and cooperation relationship in the development of tourism economy between regions
are particularly important [10, 11].

2.3 Application of Comprehensive Weighting Algorithm in Tourism Resource
Evaluation and Development

Because it is difficult to obtain absolute quantitative index data, the selection of indicators
in many tourism resource evaluation studies is mainly based on qualitative descriptions,
which shows that most studies use subjective weighting to determine weights. In view
of the inevitable shortcomings of the subjective weighting method, this article, based on
previous studies, combined with the principal component analysis method and expert
advice, carried out the overall subjective and objective weighting, so that the evaluation
of tourism resources can be carried out faster, and provide a certain basis for efficient and
reasonable development of resources [12]. First, the weighted average calculation model
is used to construct the weight evaluation function model, the formula is as follows.

j(u) =
∑

vu ∗ yu (1)

Then, calculate the index weight. Normalize different levels of indicators, and get
the weight set. Finally, the element weights of each level of the tourism resource index
system are obtained.

eu = ju

/
m∑

u=2

ju (2)

E = (e1, e2, · · · , em)R (3)

Among them, vu is the factor score coefficient, and yu is the score value of the expert
on the same indicator. e(u) is the index of different levels, and E is the weight set.

3 Experimental Research on the Construction of Urban Tourism
Resource Evaluation and Development Model Based on Artificial
Intelligence

3.1 Experimental Environment

In this experiment, the hardware configuration: CPU is Inter i5 2.8 GHz, memory is
12 GB, and hard disk is 1 TB. Software configuration: operating system is Windows
XP, web server is Tomcat8.0, background database is MySQL586.6, development and
debugging environment is Eclipse5.2. Network configuration: The bandwidth is 1000
Mbps for wired.
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3.2 Experimental Process

In this experiment, with the support of artificial intelligence technology and experimental
hardware and software equipment, an intelligent model was built to calculate the evalu-
ation level of tourism resources in City G. Then construct the fuzzy evaluation matrix,
and use the intelligent model to calculate the evaluation level of some tourism resource
indicators. The tourism resource indicators include resource abundance, environmental
capacity, location traffic, and ornamental value. Among them, some of the experimental
results are shown below.

4 Experimental Analysis on the Construction of Urban Tourism
Resource Evaluation and Development Model Based on Artificial
Intelligence

In this experiment, a fuzzy evaluation matrix is constructed, and an intelligent model is
used to calculate the evaluation level of tourism resources in City G. And the calculation
results are shown in Table 1.

Table 1. Calculating results of tourism resource evaluation grade

Project Not
very
good

General Good Very
good

Resource
richness

0 2 5 7

Environmental
capacity

1 3 6 8

Location traffic 2 3 6 9

Ornamental
value

1 5 7 6

It can be seen from Fig. 2 that in this experiment, the intelligent model is used to
calculate the evaluation level of tourism resources in City G. Some tourism resource
indicators such as resource abundance, environmental capacity, location traffic, and
viewing value are all high in evaluation levels, which are 7, 8, 9, and 6 respectively. It
can be seen that with the technical support of artificial intelligence, the intelligent model
of this experiment can basically evaluate the tourism resources of a city, and to a certain
extent can reflect the current situation of local tourism and the direction to be improved,
so as to realize the reasonableness of urban tourism resources. Effective development
promotes the development of the local tourism industry.
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Fig. 2. Calculating results of tourism resource evaluation grade

5 Conclusion

Tourism resources are the basic conditions for the development and development of
tourism in a region. The evaluation of urban tourism resources is a qualitative or quanti-
tative analysis of a region’s tourism resources in time and space, and predicts its future
development trends, providing decision-making support for development and utilization.
In order to transform the potential benefits of tourism resources into actual social and
economic benefits, it is necessary to analyze the scope, quality, distribution and classifi-
cation of tourism resources, and conduct scientific and reasonable assessments, and then
grasp the focus of local tourism development. At the same time, artificial intelligence has
been applied in many fields and has made great contributions in many aspects. Among
them, it has also had a huge impact on the development of urban tourism. Therefore,
based on artificial intelligence, this article studies the development of urban tourism
resource evaluation and development model construction, which is of great significance
to the sustainable development of the urban tourism industry.
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Abstract. With the continuous development of the Internet of Things, the data
security and privacy protection issues of the Internet of Things are becoming
more and more noticeable. This article mainly introduces the application of the
image rain removal algorithm in the big data platform architecture of the Internet
of Things. In order to design multiple small files generated by multiple sensors,
we used the IndoorSTG indoor RFID data generation tool to simulate the data
generated by 1,000 sensors. In order to increase the calculation speed and save
the calculation cost, this paper randomly selects 9100 image pairs regardless of
whether it is raining or not, and then randomly retrieves the images. As a network
training group, 30,000 image patch pairs will be generated regardless of whether
it is raining or not. In the network training process, the Xavier weight initialization
method is used, and the Adam optimization algorithm is used. The batch size is
32, the learning rate is set to 0.0005, and a total of 175,000 repeats. DMFS has
an average 60% higher write throughput when facing small files than Redis. The
results show that the image rain elimination algorithm can improve the stability
of the IoT big data platform architecture.

Keywords: Image rain removal algorithm · Internet of Things · Big data · Image
decomposition

1 Introduction

In the information society, the development of computer technology is becoming more
and more intelligent. The main sources of human access to information are vision and
hearing, in which visual information is much larger than auditory information. Human
access to information through vision accounts for more than 70%, while only about 10%
is obtained through hearing. Computational vision is a kind of computer intelligence
that simulates human vision by camera and computer. Computer vision is widely used
in many fields, such as remote monitoring, intelligent transportation, target tracking
and detection, sports reporting, public security, military and national defense. In the
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time frame, the rain lines in the image will be highly aliased based on the background
information. This is because separation is difficult, so the background information will
be blurred or deleted during the rain removal process, which affects the quality. Rain is
similar to the texture of the image and exists in the high-frequency part of the image.
Therefore, if the rain in the high frequency part of the image is removed, the rain removal
problem is simplified, which helps maintain the background information of the image.

The data requirements in the big data environment are very high, with tens of thou-
sands of read and write requests frequently occurring every 1 s. The performance of rela-
tional database is not enough to achieve high simultaneous reading and writing [1, 2].
There are hundreds of millions of data read and written in relational databases. Regard-
ing data, query performance is low, and secondly, the horizontal scalability is low, and
it is impossible to collect more than 1000 nodes [3]. In order to recover from failures,
RAMCloud saves logs and data backups in ordinary hard drives. Memcached divides the
memory into boards of various sizes [4, 5]. These boards are used to store small pieces
of string or object data [6]. However, in-memory database cannot be performed. It is now
used as an independent datamanagement program [7]. If the network is too deep, the con-
vergence of the network during the training process will become very difficult [8]. Due
to the disappearance of the gradient, network training tends to fail [9]. In addition, after
the network reaches a certain depth, the performance brought by the deep networkwill be
greatly reduced. After saving the data in the form of a file to a permanent device, in order
to achieve high-performance data retrieval services, it is necessary to create an index in
the data in the file [10].

On the Internet of articles, in order to perform statistical analysis when obtaining
emergency situations, it is necessary to combine the history data for effective infor-
mation screening. This requires efficient online analysis and processing. In the face of
large-scale data ratios, the calculation time of the algorithm for the data aggregation
calculation task must be linear or approximately linear or approximately linear, and it
is necessary to redesign the statistical analysis algorithm of the conventional database.
In the physical Internet environment, optimizing algorithm performance faces consider-
able challenges. The “Veracity” function based on IoT big data cannot effectively apply
traditional statistical algorithms based on data scanning to OLAP queries of IoT big
data.

2 IoT Big Data Platform Architecture

2.1 Image Rain Removal Algorithm

The ultimate goal of image processing algorithms is to achieve image rich details and
clear contour edges. This is very convenient for future research and use. There are two
types of image evaluation: subjective evaluation and objective evaluation. Among them,
subjective evaluation is the direct judgment of human beingswith the naked eye, which is
the subjective classification of picture quality. However, computer vision algorithms are
often constrained by the noise of images or videos collected in nature, and can not process
the information in the data quickly and accurately. A good data source can make us get
the desired information faster and more accurately, which reflects the importance of data
preprocessing. The noise of videos or images collected in nature is often caused by bad
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weather, and bad weather will increase the difficulty of video or image preprocessing,
resulting in many research works on videos or images are limited and can not be applied
to all aspects of our life. Therefore, the basic research on video or image preprocessing
collected in bad weather is particularly important.

Assuming that the input of the PolyInception module is x, the nonlinear mapping of
the Inception residual part in the module can be expressed as:

H (x) = W3Concat
(
σ(W1x + b1), σ

(
W 3

2 σ
(
W 1

2 x + b12

)))
+ b3 (1)

Among them, W1 and b1 respectively represent the weight and bias of the 1 ×
1Conv(64) branch.

The output of the nonlinear mapping of the 2-way module can be expressed as:

F2−way = σ(H (x) + H (x) + x) (2)

The output of the nonlinear mapping of the poly-3 module can be expressed as:

Fpoly−3 = σ(H (x) + H (H (x)) + H (H (H (x))) + x) (3)

File query performance optimization strategy. The optimization of file query per-
formance mainly depends on the disk I/O times required for query. Placing files with
stronger access relevance into a large file can effectively reduce the time overhead of
query. For different query types, different access Association evaluation models and
different clustering algorithms need to be used. This paper designs an access relevance
evaluation model and clustering algorithm for object point query, the most common
query type in the Internet of things application scenario. Archive file is a file archive
policy that combines files and puts them into HDFS blocks. It works by creating a hier-
archical file system on HDFS. It is created by the archive tool from a collection of files.
The sequence file uses the file name as the key and the file content as the value. The file
is written into the sequence file through parallel program, and the small file is indexed
in the form of binary tree. Although the method of creating archive file and sequential
processing small file does reduce the memory utilization of name node.

2.2 Big Data of the Internet of Things

Data is sent to the data center in the form of a stream, and the data arrives very fast, espe-
cially on the Internet. In order to meet the timeliness of the query, the index construction
speed consistent with the data retrieval system is required. The results of data retrieval
are very different from the results of the next second, and there is a high requirement
for the index construction speed of the data retrieval system. It is generally believed that
if a large amount of data is used to make an index, especially in the case of the main
memory configuration index, due to the capacity limitation and high cost of the main
memory, the space overhead is very high. The output characteristics of the first layer and
all bottleneck structures in the network will be passed to the subsequent layers. There
is a direct positive connection between any two layers in the network, forming a tightly
connected network structure. This structure can strengthen the dissemination of network
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information. Each layer in the network can use the features extracted from the previous
layer. This helps the high-frequency prediction subnet learn more detailed information
about no rain.

In terms of big data storage of IOT perception, a large number of sensor devices
collect and upload data in real time. The storage system needs to store a large number
of perception in near real time, that is, it has high requirements for write throughput.
Due to the temporal and spatial characteristics of the perceived data of the Internet of
things, the perceived information includes time information and location information.
The location information changes with time. The existing storage structure only records
each data directly and does not reflect its temporal and spatial characteristics, which
brings difficulties to rapid query and analysis. In the aspect of big data query perceived by
the Internet of things, due to the spatio-temporal and multidimensional characteristics of
the perceived data of the Internet of things, the traditional key value data storage system is
difficult to carry out efficient multi-dimensional query and analysis. In multidimensional
query, a large amount of data needs to be scanned, which takes a long time, and even
affects the normal query andwrite operations. IOT sensorswill be popularized in all fields
and our lives, forming an ubiquitous IOT world and providing users with convenient and
efficient services. How to deal with the high-throughput writing and efficient query of
big data perceived by the Internet of things has become a core problem to be solved.

3 Simulation Experiment of IoT Big Data Platform Architecture

3.1 Experimental Environment

In order to design multiple small files generated by multiple sensors, we used the
IndoorSTG indoor RFID data generation tool to simulate the data generated by 1,000
sensors. The principle of IndoorSTG is to simulate the movement of physical objects
based on semantics. RFID sensor data can be simulated and generated by configuring
indoor structure, sensor location and other parameters. Each RFID sensor continuously
detects moving objects, and when the amount of data reaches a certain threshold, the
file data is sent to the storage system for storage. There are two main criteria for evalu-
ating the data set: the first is the degree of conformity with the real data. The better the
conformity with the real data, the closer the features learned by the machine are to the
real distribution, and the better the effect when the model is applied to the actual task;
The second important factor is the size of the data set itself. In the training process of
the deep learning model, if the training set is too small, the model will inevitably fall
into over fitting, that is, the model fits well on the training set, but the effect on the test
set is very poor. This happens mainly because the data set itself is too small to represent
a wide range of situations statistically.

3.2 Network Training and Testing

Firstly, the network camera directly collects sequence images. This part of data is mainly
represented by some static background images in the data set, such as buildings, streets
without moving objects, bright flowers and street statues. This is mainly because the rain
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and rain free images in these scenes will not be affected bymoving objects, So we can try
to make the training data conform to the actual situation. The second way is to directly
crawl the rain free pictures through the network. The data obtained in this way is mainly
shown in some pictures with dynamic objects in the data set, such as cars on the street,
football teams on the grass, landscape pictures and night scenes of some streets. Because
wewill simulate and add the effect of rain to these pictures, Therefore, there is no need to
pay attention to whether there are moving objects in their scene. The data we collected
before can not fully meet the training requirements, which mainly has the following
defects: first, the amount of data is still insufficient. Less than 20000 pictures are used as
the training set, which is easy to make the training fall into over fitting, so the data needs
to be expanded; Second, many of the collected pictures do not meet the requirements,
mainly reflected in the low resolution, affecting the recognition, the watermark blocking
the picture itself, and the contrast is too strong to simulate rain; Third, the size of the
pictures crawled on the Internet is different, which is not conducive to the network to find
the statistical distribution of features during training, and the final results of pictures of
different sizes in the designed network will be different, which is also not conducive to
the design of the model, so it is necessary to normalize the obtained pictures. In order to
increase the calculation speed and save the calculation cost, this paper randomly selects
9100 image pairs regardless of whether it is raining or not, and then randomly retrieves
the images. As a network training group, 30,000 image patch pairs will be generated
regardless of whether it is raining or not. In the network training process, the Xavier
weight initialization method is used, and the Adam optimization algorithm is used. The
batch size is 32, the learning rate is set to 0.0005, and a total of 175,000 repeats.

4 Experimental Results

Create 10, 20, 30, and 40 tuples for each object to simulate the uncertainty of the data.
In the same object, the tuples are all located in a multi-dimensional orthogonal area, and
the center of the area is the original data. Multidimensional data. For each dimension,
the length of the region is set to 0.5%, 1%, and 2% of the value range. In such a field,
the instance is distributed according to a multi-dimensional Gaussian, and its expected
value is the center of the area. The SSIM comparison of the six single-image rain removal
algorithms on the synthetic rain map test set is shown in Fig. 1. The PSNR comparison of
the six single-image rain removal algorithms on the synthetic rainmap test set is shown in
Fig. 2. The timeoverhead of convolution-based aggregation increaseswith the increase of
spacebudget. This is due to the longer pmf length in the higher-level Cuboid aggregation
operation, which increases the time overhead of convolution, and the aggregation based
on Sketch the cost of partial materialization of the strategy increases linearly. Compared
with convolution, the time cost is greatly reduced. For task performance, the error rate
is less than 13%, and the power performance error is within an acceptable range. The
goal of energy efficiency optimization in this paper is to perform all submitted stream
computing tasks and minimize the energy consumption of the cluster without reducing
the performance. Among them, two task forms on yarn are considered, namely batch
task and online task. Batch tasks are submitted to yarn at the same time. For example,
yarn is used to analyze sales data during business hours, or to filter and analyze data
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sets collected from websites. This type of tasks are submitted to the computing cluster
periodically and run in batches. Batch tasks are widely used in many traditional business
environments that need offline processing services. Corresponding to batch tasks, online
work is submitted to the computing cluster irregularly one by one. This task submission
method is common in public cloud platforms.
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Fig. 1. SSIM comparison of six single-image rain removal algorithms on the synthetic rain map
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Fig. 2. The PSNR comparison of six single-image rain removal algorithms on the synthetic rain
map test set

Part of the materialization tests the trade-off between space cost and material perfor-
mance, and inquires about changes in performance under various storage costs. Spatial
tools are used to represent the storage cost of part of the material. Here, the space ejec-
tor is the ratio of the space overhead of the partial materialization and the total cost
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materialization. The memory write rate comparison is shown in Table 1. Experimental
results show that the write throughput of DMFS for small files is 60% higher than that
of redis on average. This is mainly because DMFS uses multi-threaded concurrent write
technology to improve the write throughput of the system. The threading architecture of
Redis is single-threaded. DMFS is better than Redis. The performance of memcached
has increased by 407%, mainly due to the serious locking conflicts caused by write
operations in memcached. The performance of DMFS has increased by 625% and 182%
respectively over spark and tachyon. Firstly, the image is divided into high-frequency
part and low-frequency part by guided filtering. Secondly, by appropriately enhancing
the low frequency as the reference image and using the high frequency part as the input
image, the rain and snow are removed from the high frequency part, and then the high
frequency part without rain and snow is added to the low frequency part to obtain the
initial restored image. Then, the valley edge in the image can be restored by taking the
minimum value of the initial restored image and the input image to obtain a clear image.
Finally, the balance between the clear image and the initial image is taken as the guide
image, and the guide filter is used again for the clear image to obtain the final restoration
result.

Table 1. Memory write rate comparison

DMFS Redis Memcached Spark Tachyon RAMCloud

10 1604.67 614.85 2690.14 1445.32 2385.05 2691.93

20 1987.96 2121.60 586.77 2751.87 2634.09 698.62

30 1541.24 1276.80 1284.92 734.24 1894.13 989.91

40 2162.55 2014.87 1559.31 2589.27 2919.50 875.13

50 1053.11 2078.01 966.03 1962.68 766.28 1014.33

60 2503.59 2159.79 2448.34 1171.50 1081.58 1803.48

70 2543.17 1757.14 1717.82 1779.08 1468.74 2286.52

80 1483.63 1552.31 1849.80 773.79 2803.75 2486.09

90 2177.97 1151.84 2490.88 576.14 2379.37 2341.34

100 902.53 1481.41 1189.08 2164.17 2160.93 910.39

5 Conclusions

From the perspective of time domain, this paper analyzes the variation characteristics
of raindrop brightness value, uses the improved k-means clustering method to detect
raindrops, and then uses the color characteristics of raindrops to realize the initial opti-
mization. Finally, the removal of raindrops in video images is realized by statistical
characteristics. Compared with the traditional rain removal algorithm, the algorithm in
this paper has better rain removal effect, and the restored image details are clearer. For
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the energy consumption optimization of streaming task scheduling framework, only the
power consumption of CPU is optimized at present, but the power consumption char-
acteristics of memory, bandwidth, disk and other hardware need to be analyzed in the
future. Through the analysis of relevant theories, this paper believes that the construction
of local manifold structure in the extraction process of refined rain and snow map can
greatly reduce the loss of inherent information in the image. Rain and snow destroy the
inherent information and internal laws contained in the image, so accurate extraction of
rain and snow stripe information can avoid the secondary destruction of image content
by image processing algorithm. Starting from the manifold learning theory, this paper
uses the low-dimensional embedded manifold to describe the inherent information of
the image, then uses the global information and local information of the image to solve
the refined rain and snow map of the image, and finally applies it to the rain and snow
removal of the image.
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Abstract. Sports training is a complex, challenging and uncertain process. It
needs to considermany factors, such as speed, acceleration, etc. For sports training,
posture control is one of its core issues. In order to improve the athlete’s sports
skills and posture, it is necessary to conduct research on the intelligence analysis
of sports training posture. This article mainly applies analytical and experimental
methods to intelligently analyze and detect sports training postures, and proposes
corresponding intelligent analysis methods. The experimental results show that
under the same FLOPs, the global network has better results than the one-stage
hourglass network, which can reach 66.8% .

Keywords: Deep learning · Motor training · Pose recognition · Intelligent
analysis

1 Introduction

Sports training is a kind of athletic technology that is based on the body and achieves
a certain target effect through the perception and analysis of external stimuli. In the
field of sports, sports training has become a behavioral activity that strengthens athletes’
skills and strengthens their limbs. The main goal of sports training is to improve its
posture and physical abilities. In practical applications, the motion trajectory tracking
technology can accurately control the height and angle.

There are many theories for the research on the intelligent analysis technology of
sports training posture based on deep learning. For example, some researchers have pro-
posed that human gesture recognition is widely used as a research hotspot in computer
vision and pattern recognition in many fields such as human-computer interaction, intel-
ligent video surveillance, analysis, sports, and medical assistance [1, 2]. In addition, it is
also said that motion capture technology, as an important branch of natural multi-modal
human-computer interaction technology, has developed rapidly in recent years [3, 4]. In
addition, in order to improve the accuracy of the athlete’s posture analysis, some people
quantify the athlete’s video data for training feedback, use image processing technology
to process the athlete’s video, and provide a multi-functional optical flow analysis model
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that tracks human commonality [5, 6]. Therefore, in order to solve the current problem of
inaccurate sports posture testing, this article studies the intelligent analysis technology
of sports training posture.

This article first studies the human posture analysis of deep learning. Secondly,
it briefly describes the motion training gesture recognition in deep learning. Then it
analyzes the moving target detection method. Finally, an experimental test was carried
out, and the data results were obtained.

2 Intelligent Analysis Technology of Sports Training Posture Based
on Deep Learning

2.1 Human Posture Analysis Based on Deep Learning

(1) Deep learning
Deep learning is a method of processing training data on a computer based on
artificial brain networks, while sports training needs to be achieved by obtaining
relevant information in real time.

Its appearance has led to the rapid development of speech recognition, image pro-
cessing, and natural language processing. Therefore, deep learning is becoming more
and more popular in academic theories and industrial applications. Combining deep
learning technology to solve the problem of classification and detection of motion sta-
tus. To this end, it is necessary to understand the related technologies of deep learning.
Deep learning is a wide range of machine learning technology and architecture, which
is characterized by the use of hierarchical non-linear information processing methods,
which are hierarchical in nature. Among the monitored deep learning networks, there
are mainly LSTM network models and neural network models such as CNN. The deep
learning network of the hybrid system mainly includes a combination model of deep
belief network and deep neural network, a new model combining deep belief network
and Markov model, etc. [7, 8].

Neural network and mechanical structure analysis method. Neural network has a
variety of classification capabilities and different types of neuron unit composition.
Its biggest feature is that its nonlinearity, time-varying and unsupervised characteristics
make it easy to understand and can be used in deep learning; in addition, because artificial
cells areworking. In the process, new stimuli are constantly produced, so there are certain
requirements for in-depth training [9, 10].

(2) Artificial intelligence
The field of artificial intelligence has developed vigorously in the past few decades
and has developed into a future-oriented themewith increasingly perfect theoretical
foundations, universal application possibilities and a high degree of interactivity.
With the rapid development of data generation and hardware and software technol-
ogy, artificial intelligence has become widespread. In short, artificial intelligence
is to let computers think and automatically process tasks like humans; because the
concept of artificial intelligence is very extensive, more technical and theoretical
research is needed [11, 12].
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(3) Machine learning
Machine learning is a discipline dedicated to the study of how to use computa-
tional methods and use the acquired knowledge to improve the performance of
the system itself. In computer systems, the so-called “experience” usually exists
in the form of “data”, so the content of machine learning research is to use the
characteristics of the data to generate the algorithm of the model. From the core
perspective of machine learning, optimization and statistics are the two core sup-
porting technologies. Machine learning can be seen not only as a method, but also
for pattern recognition or data mining. There are four main types of problems in
the field of machine learning: prediction, clustering, classification, and dimension-
ality reduction. At present, in many fields of computing science, including graphics
and image processing, software engineering, computer vision, and natural language
processing, machine learning can serve them.

(4) Pattern recognition
With the advent of the big data era, deep learning has been successfully applied in
the field of computer vision. Therefore, studying how to use deep learning to solve
the problem of human pose estimation is another focus that researchers in the field
of human pose estimation based on graphic structure models should study. The first
step is to obtain an approximate human pose in the input image, and then feed the
result back to the same deep convolution grid, and repeat the loop until the exit
condition of the grid is met. This model converts the human body posture problem
into a regression problem, and obtains a regressor that estimates the human body
posture from the overall situation of the human body through training and learning.
Comparedwith the classic pairedmodelmethod, thismethod significantly improves
the accuracy of human pose estimation.

Human pose estimationmethods based onmodel comparison have some applications
in static images or videos. Due to the diversity of human postures, it is difficult to list
all possible human posture models in practical applications, so this type of model is
only suitable for the analysis of a few specific actions. This model is currently the most
widely used model, and it is also a research topic in the field of human pose estimation.
The graphic structure model decomposes the human body into some interconnected
commonpoints. It consists of three parts: the appearancemodel of the parts, the geometric
constraint relationship between the parts and the graphic alignment. The model not only
uses Markov network for modeling, but also uses fast and efficient graphical thinking,
which can flexibly represent any human posture.

2.2 Sports Training Posture Recognition in Deep Learning

Deep learning means that in a movement process, a certain goal can be achieved by
operating multiple objects, but this technology is based on humans’ accumulated expe-
rience and knowledge. And what we generally think of as sports training mainly refers
to a kind of highly difficult, highly complex action in a large range, which is a non-linear
programming design. For us, deep neural network applications and sports science can
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be expressed as: First, it must be able to determine an optimal output point. Secondly, it
is necessary to calculate each neuron in the network, and then find the optimal solution
or output result based on the input data.

In sports training, the concept of deep learning is introduced in the traditional sense,
and a new height is obtained by reprocessing the initial position information and cur-
rent posture data. However, the original image is often composed of a large number of
points and has the same characteristics. Therefore, when it is necessary to obtain certain
information, errors or omissions may occur, which may cause the output result to be dif-
ferent from the actual situation, even excessive deviation or too large inaccuracy, causing
unnecessary losses. Deep learning provides a new method to solve kinds of series of the
questions.

2.3 Moving Target Detection

The purpose of moving target detection is to achieve target extraction and segmentation.
That is, the image sequence is processed, and the target of interest is extracted based
on the geometric or statistical characteristics of the target. Effectively extracting human
targets or features is an indispensable step for pose estimation. Therefore, the research
focus of this chapter is to detect and extract human features from video or sequence
images for subsequent human pose estimation and the construction of auxiliary training
systems.

The success of an analysis algorithm depends to a large extent on the characteristics it
uses and defines. Color features, texture features, shape features, edge gradient features,
spatio-temporal relationship features, etc. are image features that are frequently used.
The color function is one of the most commonly used functions in image functions.
The color attribute describes the pixel attribute of the image area or the surface attribute
of the scene corresponding to the image. As an overall attribute, texture attributes and
color attributes have the same mechanism for characterizing attributes. The difference
between the two is that the texture attributes are based on several pixel attributes. Both
color features and texture features have their limitations. Due to the influence of external
factors such as light, shadow, clothing, etc., the feature extraction in the image will be
greatly affected.

(1) Background subtraction
The background subtraction method can be regarded as a special screen difference
method. Once the background model is established, the approximate shape of the
foreground object can be obtained by comparing the current image with the back-
groundmodel and subtracting the known background information. The background
image can be represented by Y (a, b), the image sequence is represented by X (a,
b, m), the position coordinates of the image are represented by (a, b), the number
of images is represented by m, and the difference image can be represented by any
A kind of expression to remove the noise in the foreground image caused by the
background or illumination changes. The specific formula is:

Q(a, b) =
{
1, (X (a, b) − Y (a, b)) ≥ R

0, (X (a, b) − Y (a, b)) ≺ R
(1)
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The method of determining the background pixel is: the pixel gray value of the
current frame image is subtracted from the pixel gray value of the background image,
and the difference between the two is within a certain threshold range; similarly, we can
determine that the pixel has a human body What happens is that the difference between
the pixel points of the current frame image and the pixel points of the background image
is not within the threshold range.

(2) Inter-frame difference method
The inter-frame difference method is a kind of background subtraction method. Its
background model is the image of the previous frame. The detection idea of the
frame difference method is to detect the changed areas in two adjacent frames of
images, and then obtain the approximate outline of the target. When the environ-
ment brightness is basically unchanged, if a moving object appears in the camera’s
field of view, the interval between two adjacent frames is short, and the motion
information in the image is extracted by binarizing the gray-scale difference image
of the adjacent frame. The specific formula is:

Ql(a, b) = |Xl(a, b) − Xl(a, b)| (2)

The change between the grayscale image of frame l Xl(a, b) and frame l − 1
Xl+1(a, b) is represented by a difference image.

3 Human Body Gesture Recognition Experiment

3.1 Data and Training

This article mainly uses MSCOCO’s detection data, which has a total of 50 categories
and more than 1000 pictures. In the training phase, ResNet101 is used as the backbone
network, and the ROIAlign method takes the maximum value. At the same time, FPN is
used for the fusion between different feature layers. When generating labels, the overlap
rate with the label frame is greater than 0.6 as a positive example The ones less than
0.2 are regarded as negative examples, and the others are not regarded as samples. Soft-
NMS is used for non-maximum suppression, and the threshold is set to 0.6. In order to
improve the performance of the network, there are five anchor scales: 3, 6, 9, 12, and
15. The aspect ratio is 1, 2, and 4. The number of online difficult sample mining is set
to 32, and the weight attenuation coefficient of 1e − 4 and the momentum coefficient of
0.8 are used. In terms of optimization, this article uses a segmented learning strategy. It
is worth noting that the initial learning rate used here is related to the number of batches
per GPU. The larger the number of batches, the greater the initial learning rate. In the
testing phase, this article uses a common non-maximum suppression threshold of 0.5.

3.2 Data and Evaluation Indicators

MSCOCO human body key point data set MSCOCO’s training set has 30K images, at
the same time there are 100K human bodies, and the verification set has 5K images.
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The test set contains test-dev and test-challenge, each containing 15K pictures, and its
evaluation standard is mAP based on OKS, where OKS is defined as the similarity
between different people’s postures.

Posetrack is mainly a data set proposed for posture tracking in videos. It has 200
videos, including more than 15K video frames and more than 100K personal posture
annotations. Among them, there are 25 sections in the training set, 25 sections in the
verification set, and the test set. There are 150 segments. It can be seen that each picture
in the Posetrack data set contains more human body annotations, which poses a certain
challenge to the algorithm of this article. The evaluation standard is based on the mAP
of PCKh. The PCKh here is similar to the above OKS. It is used to measure the distance
between two human postures. At the same time, there are three different subtasks based
on the Posetrack data set, namely: 1) human pose estimation of a single frame picture;
2) human pose estimation based on multiple frames; 3) multi-person pose tracking.

3.3 Experimental Process

Data augmentation is extremely important for realizing the scale invariance and rotation
invariance of the algorithm. Therefore, here, this article first trims the detected human
frame while maintaining its own aspect ratio. In the ResNet50 network, the crop size
of this paper is 186 × 192, and for the ResNet101 network, this paper uses a crop size
of 286 × 288, and only the 100 candidate boxes with the highest scores obtained by
the detection are operated to reduce the amount of calculation. On this basis, this paper
uses random scales with random rotations and horizontal flips for data amplification. In
order to minimize the variance of the prediction results, this paper uses a 2D Gaussian
kernel on the predicted heat map. This article not only predicts the key point position of
the test picture, but also predicts the key point of the image that is flipped left and right,
and takes the average of the two as the final prediction result.

4 Analysis of Experimental Results

4.1 Method Comparison

This paper compares the proposed CPN network with the cascaded hourglass algorithm
with different stages, the ResNet50 network with different dilated convolutions, and the
CPN network without online hard sample mining technology. The results are shown in
Table 1:

Table 1. Comparison of other methods of cascaded pyramid network

Average
accuracy

Calculation
amount

Parameter

One-stage hour glass
network

54.6 3.85 14

(continued)
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Table 1. (continued)

Average
accuracy

Calculation
amount

Parameter

Holecon volution 66.2 17.65 94

Global network 66.8 3.80 96

Pyramid
network+ResNet-50

70.1 6.4 101

54.6 66.2 66.8 70.1 

3.85 17.65 3.8 6.4 14

94 96 101
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Fig. 1. Comparison of other methods of cascaded pyramid network

As shown in Fig. 1, we can see that CPN has a better ability to compromise speed and
accuracy. The global network has better results than the one-stage hourglass network.

4.2 Results of Attitude Tracking

This paper uses the MOT16 standard data set to verify the effectiveness of the pro-
posed algorithm, and then tests the effect of human posture tracking in the video on the
Posetrack data set. The details are shown in Table 2:

Table 2. Results of posture tracking

MOTA MOTP FAF

SOT+MOT 43.5 74.6 2.3

MHT 42.1 75.5 1.1

NOMT 46.2 75.6 1.8

JMC 46.1 74.7 1.2

As shown in Fig. 2, we can know that because the data set has very strict labeling
standards, the labeling results are very reliable and can better reflect the quality of the
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Fig. 2. Results of posture tracking

detector. The comparison between themethod in this paper and othermethods onMOT16
shows its superiority.

5 Conclusion

In order to overcome the shortcomings of traditional structured probabilistic neural
networks in learning, the deep brain network is used to provide a training space, and
the deep neural network is designed to realize the analysis and research of the motion
model. Sports training is in a specific environment, through some simple methods, to
make certain objects reach a certain goal, or a certain technique or rule. Sports training
is mainly used to solve the need to do some corresponding actions when humans have
a certain degree of difficulty. Through the understanding of deep learning and sports
training posture analysis, the relevant algorithms and systems proposed in this paper can
be effectively tested and the training effect can be obtained.
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Design and Implementation of English Speech
Scoring Data System Based on Neural Network

Algorithm

Xia Sun(B)

Department of Public Education, Shandong Polytechnic College, Jining, Shandong, China

Abstract. With the improvement of the performance of the Internet and other
mobile terminals, English speech scoring technology based on neural network
algorithms has becomemore andmore favored by business development and daily
life. Therefore, how to provide a voice scoring data system with high recognition
performance and strong robustness has become more and more obvious, and it
is also particularly important. The purpose of this paper is to study the design
of English speech scoring data system based on neural network algorithm. This
article makes full use of the freedom of neural network learning and the adapt-
ability of multiple data domains. This paper has developed a set of data system
for scoring spoken English. Students can use the system to simulate film dubbing,
and the system can evaluate the multi-index data in the recordings submitted by
the students. Experimental research shows that the improved BP algorithm used
in this paper has a higher oral English recognition rate than the traditional BP
algorithm by about 10%, and the optimized algorithm training performance and
recognition rate are significantly better than the traditional algorithm.

Keywords: Neural network · Speech scoring · Evaluation system ·Machine
learning

1 Introduction

English speech scoring technology based on neural network algorithms can automat-
ically evaluate the testers’ spoken language, and the research results of pronunciation
quality assessment technology can help students learn and understand English better,
and help improve their pronunciation [1, 2]. Especially for second language learners
who lack the language environment and professional guidance [3]. In addition, it can
also be used for automated evaluation of spoken computer tests, because it is not subject
to interference from subjective factors, and can significantly improve the effectiveness
and quality of the score.

In the research on the design of English speech scoring data system based on neural
network algorithm,many scholars have studied it and achievedgood results. For example,
Kaur G designed a communication network based on the PESQ algorithm based on
the characteristics of the voice quality of the communication network. The scheme of
speech quality assessment system [4].MDPawar proposed an overall design scheme of a
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communication network voice quality assessment system based on the PESQ algorithm,
as well as the selection of the main software architecture and hardware [5]. It can be
seen that the combination of algorithms and systems to evaluate spoken English ensures
that the evaluation results are fast, true and reliable, and can meet people’s needs in all
aspects. It has broad application prospects in the assessment of spoken English speech
quality.

This paper proposes an optimized parameter extraction method based on MFCC.
Then summarized the advantages and disadvantages of the traditional BP neural network
algorithm in the speech recognition system, and proposed the method of simultaneously
increasing the momentum factor and using the adaptive learning rate to optimize.

2 Design and Research of English Speech Scoring Data System
Based on Neural Network Algorithm

2.1 Voice Recognition Prototype System

(1) System function
The work content completed by each module is as follows.

1) Voice preprocessing. Remove the non-sound segment, and at the same time
process the noise segment speech collected in the test set environment into
groups, Fourier transform, and intra-group spectrum averaging, and add the
noise spectrum to the training set. After the above processing, themixed training
set is obtained as The input of the acoustic model.

2) Build an acoustic model. The acoustic model is built, the BP backpropagation
algorithm training parameters are used in the early stage, and the improved
NWBP algorithm training weights are called in the later stage of the model
training. The model completes the mapping of speech features and phonemes
or words [6, 7].

3) Statement display. Display the relevant information of the sentence correspond-
ing to the input voice.

(2) Key category design

1) SoundAdding class: The noise of the test set is obtained through the endpoint
detection of the EndpointDetection class, and the spectrum obtained by the iff
transformation is added to the spectrum of the training set, and then the time
domain map of the noisy speech is obtained by the ifft transformation.

2) SpectrogramGet class: Draw a speech spectrogram. The training set with noise
added by the SoundAdding class and the test set after the endpoint detection
of the EndpointDetection class inherit the PretreatDone class for basic speech
processing, and then draw the spectrogram. The SpecColorMap function can
draw the spectrogram color board.

3) SpeechTraining class: The spectrogram obtained through the SpectrogramGet
class is used as the input of the acoustic model, and the backpropagation algo-
rithm is used to train the model. This class is implemented using some methods
in the DeepLearnToolbox-master toolkit.
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2.2 Error Detection System Based on KT Divergence Distance Metric
in Phonetics Space

(1) Description of the problem of detection of spoken pronunciation errors
In the language learning database, each phoneme p has a large number of samples,
which are divided into two categories according to manual annotation: one is the
correct pronunciation sample, and the other is the wrong pronunciation sample [1,
8]. Through the forward propagation of the DNN, they are respectively mapped
to two point sets in the phonetic space. If the center point of the point set is used
to represent its position in space, it represents the mean value of the posterior
probability distribution of the correct pronunciation and the wrong pronunciation
of the phoneme p.

(2) Classifier design
The task of detecting pronunciation errors for each phoneme is abstracted as a
binary classification problem. Assuming that there are M different phonemes in the
phoneme set, the traditional classification method divides the entire data set into
M parts according to the corresponding phonemes, and learns a binary classifier
for each phoneme separately. In this paper, a multi-task classifier based on neural
network is proposed, which is different from traditional classification algorithms:
M two classifiers are embedded in the same neural network framework, and each
classifier shares the underlying neural unit to classify M two classes. Trainers are
trained together instead of separately.

2.3 Spoken Language Evaluation Data System Design

(1) System design
In the data module, the system visually displays the individual evaluation results
of students, the evaluation results of different indicators, the evaluation results of
different corpora, and the evaluation results of different classes through diversified
forms such as radar chart, bar chart, pie chart, and line chart., From different angles,
assist teachers, find common problems in daily teaching, and provide data support
for personalized teaching.

Spoken language learning anytime and anywhere is the future trend, so the
system adopts C/B-S architecture [9, 10]. For learners, there are mobile phone
clients and web pages, teachers use web pages, and the client and web pages are
responsible for processing human-computer data interaction. The web server is
developed with the thinkphp framework of MVC architecture and is responsible
for voice data preprocessing, pronunciation quality evaluation, data storage, etc.

(2) Language acquisition path
The input and output of the language must be close, that is, interaction is required.
Learning in interaction, human-to-human interaction is the best learning situation,
but in reality, the lack of teacher resourcesmakes it difficult to have one-to-one inter-
action Opportunity to learn. Therefore, it is necessary to use computer technology
to achieve a similar “interactive” effect. Understand, the input of the language is
understandable, and it is x + 1 of the learner’s language level. Assuming that the
actual level of a language learner is x, the input information needs to be one level
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higher than that of the learner [11]. If it is x + 0, it will not help the learner. If it is
x + 2, it is difficult for the learner to digest, so it is difficult to continue to interact.

In layman’s terms, collaboration is to give learners a lot of information elements
other than verbal content, including context, language form, language style, and so
on. Output means that the learner receives input and produces output through imi-
tation. In oral learning, especially the film and television English imitating reading
aloud questions, the basic input and output elements include “sight”, “listening”,
“speaking” and “acting”.

2.4 Optimization Method of MLP/HMM System Training

(1) The bottleneck layer characteristics of MLP
Generally, the posterior features output by MLP have higher dimensionality, and
the difference between the values is large, so logarithm and Principal Component
Analysis (PCA) dimensionality reduction processing should be performed on this
vector. Using BN layer features to replace the posterior probability features of the
output layer has two obvious advantages: not only can ensure reasonable feature
vector dimensions without relying on dimensionality reduction, but also will not
lose feature information due to dimensionality reduction. Thereby ensuring the
integrity of the feature information.

(2) Segmentation of MLP training data annotated text
In the hybrid HMM/ANN speech recognition system, the training of ANN is a
supervised learning process. Annotated text with detailed time segmentation cor-
responding to the voice data is required. Manual labeling is often time-consuming
and limited in quantity, which cannot meet the requirements of large-scale training
data.

(3) New model initialization method
For the training of a new model, in addition to modeling from the very first basic
approach, HERest also provides another model initialization method that maps a
fully trained model to a new data set. When using HERest training, the training
list is listed in the form of feature pairs, the first of each pair is the training data
under the corresponding original model, used to estimate the forward and back-
ward probability, and the other is used as the new Model parameter estimation and
update. Use the prefixes HPARM1 and HPARM2 in the configuration file to set the
parameters of the original data and the new data respectively.

(4) MLAN system modeling on multi-accent data
When training the GMM-HMM model, it is necessary to perform the feedforward
of the trained two-level MLP on the standard Mandarin data, and the process is
similar. The resulting two-part MLAN features.

TheMLAN features of standardMandarin that are fed forward through the two-
levelMLP in theMLANsystemnot only include the original acoustic characteristics
(PLP), but also because of the “filtering” of the second-level MLP, it has the ability
to adapt to specific accent data. The training data with accent characteristics is
greatly improved, and the sparsity of specific accent data is solved well.
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At the same time, the final MLAN features of the accent data not only retain the
acoustic features of the original PLP, but also because it has passed the first-level MLP
trained by standard Mandarin data, these features “absorb” the accent to a greater extent
Commonality between data and standard data.

2.5 Binomial Logistic Regression Model

Assuming that the corresponding categories of the positive and negative samples in the
binary classification problem are C1 and C2, given the feature vector x of the sample,
the posterior probability of the sample belonging to the positive sample C1 is defined as:

p(C2|x) = y(x) = σ(wTx + b) σ (z) = 1

1− e−z
(1)

Among them, σ() is a sigmoid function, and w and b are model parameters to be
learned. Obviously, the conditional probability that the sampleC2 belongs to the negative
sample category is:

p(C2|x) = 1− p(C1|x) = e−wT x−b

1− e−wT x−b
(2)

In the problem of phoneme pronunciation error detection, we define the samples
with correct (Correct, C) pronunciation as positive samples.

3 The Design Experiment Research of English Speech Scoring
Data System Based on Neural Network Algorithm

3.1 Experiment Preparation

The disadvantage of the traditional BP neural network is that the convergence speed is
slow, and it is easily limited to local minimum points. For these two drawbacks, this
article will increase the momentum factor, and the learning rate will be adaptive. The
combination of the two makes up for the shortcomings of the traditional BP network. In
order to be able to compare with the traditional BP neural network, in the experiment,
the speech and recognition data, steps, and training methods are all the same as the
above, and the parameters extracted by the hybrid MFCC parameter extraction method
are selected as the feature parameters.
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3.2 Sources of Experimental Data

The training samples used in this experiment were produced by 10 testers who pro-
nounced the numbers 0–5, and 1000 samples were obtained. Among them, 400 training
samples are obtained from the first 2 pronunciations, and 600 test samples are obtained
from the last 3 pronunciations.

4 The Design Experiment Research Analysis of English Speech
Scoring Data System Based on Neural Network Algorithm

4.1 Performance Comparison Before and After Neural Network Improvement

The recognition results are shown in Table 1:

Table 1. Recognition results of optimized BP algorithm

Voice signal Number of test
samples

Number of correct
recognition

0 15 14

1 14 12

2 16 15

3 12 10

4 15 15

5 17 16

Fig. 1. Recognition result of optimized BP algorithm

As shown in Fig. 1, it can be seen that the improved BP algorithm has a higher
oral English recognition rate than the traditional BP algorithm by about 10%, and the
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training performance and recognition rate of the optimized algorithm is much better than
the traditional algorithm.

4.2 Performance Comparison of Different Parameters

The characteristics of a piece of speech can be reflected from the characteristic parame-
ters, so its accuracy has a great influence on the recognition rate of speech. The optimal
number of hidden layer neurons selected in this article, that is, the number of neurons
in the first to fifth options is set to 20, and the test samples are 250, 240, 230, 220, and
210 respectively. The final experimental results are shown in Table 2.

Table 2. Comparison of recognition performance of different parameters

Feature parameter
scheme

Number of
samples

Number of
recognition

LPCC 250 247

MFCC 240 205

Hybrid MFCC 230 206

LPCC+MFCC 220 197

LPCC+Hybrid
MFCC

210 188

Fig. 2. Comparison of recognition performance of different parameters

As shown in Fig. 2, in the selection of parameter features, whether it is LPCC,
MFCC, hybrid MFCC, MFCC and LPCC hybrid, LPCC and hybrid MFCC, the system
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can accurately identify most words. Among these schemes, the recognition rates of the
third, fourth, and fifth schemes are not much different, and the pattern recognition rate
of the combination of LPCC and hybrid MFCC is slightly higher. Experiments have
also confirmed that MFCC parameters have better performance than LPCC parameters,
because MFCC is based on the auditory characteristics of the human ear, and LPCC
is a synthetic parameter, mainly derived from the assumption of the all-pole model, so
the recognition rate of MFCC is slightly higher, Also has good anti-noise performance.
MFCC is based on the auditory characteristics of the human ear, so the logarithm of
the Hz-Mel frequency shows a corresponding relationship. There are more filters in the
low frequency part, and less in the middle and high frequency parts. That is to say,
the higher the frequency, the lower the accuracy. Hybrid MFCC is compatible with
the characteristics of the low, medium, and high frequency bands, so it is higher than
MFCC in terms of recognition, which also confirms the conclusion that hybrid MFCC
has better performance than traditional MFCC parameters. Finally, after mixing the two
parameters of hybrid MFCC and LPCC, because it has the advantages of hybrid MFCC
and LPCC at the same time, it makes the characteristic parameters more expressive and
the recognition effect is more ideal.

5 Conclusions

This article mainly studies the pronunciation error detection algorithm related to the
text. The algorithm is only suitable for the oral reading learning mode, but the more
practical application scenario is to evaluate the user’s arbitrary free speech. Spoken lan-
guage evaluation that is not related to text usually requires a voice recognition system to
recognize the user’s voice in advance, and then use text-related strategies for processing.
Therefore, its accuracy largely depends on the performance of the speech recognition
system. Although deep learning greatly reduces the word error rate of speech recogni-
tion, the performance of non-standard pronunciation for beginners needs to be further
improved.
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Network Algorithm
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Abstract. With the continuous development of the economy and the advancement
of technology, the number of enterprises in our country is increasing. With the
continuous expansion of scale, the financial risks of enterprises are gradually
exposed. This article focuses on the financial risk prediction of small andmedium-
sized enterprises basedonneural network algorithms, andunderstands thefinancial
risk prediction of small andmedium-sized enterprises and related theories of neural
network algorithms on the basis of literature data, and then analyzes the financial
risk prediction model of small and medium-sized enterprises based on neural
network algorithms, then carry out construction, and verify the constructed model
using examples. The results of experimental verification show that the model
constructed in this paper has a maximum risk prediction accuracy of 94.56% .

Keywords: Neural network algorithm · Financial risk · Risk prediction ·Model
construction

1 Inductions

AsChina’s capitalmarket is becomingmore andmoreperfect, the fair competition among
enterprises has become more and more in line with the laws of market economy, and
more and more people have joined the investment of financial liabilities [1, 2]. However,
opportunities and risks always coexist. The increasingly open financial market makes
the early warning of corporate financial status risks more and more critical [3, 4]. At
present, China is in the era of great transformation of building a well-off society, and it is
also in the era of economic structural transformation [5, 6]. The big change also means
huge opportunities and risks, which is particularly critical for managing the financial
risks of enterprises. As the domestic securities market is experiencing unprecedented
instability due to the epidemic, it is very important for companies and investors to predict
corporate financial risks under such market fluctuations [7, 8].

Regarding financial risk prediction research, some researchers described the past
formation, current progress and future development direction of deep learning from
the perspective of the real world. Different from the opinions of the academic circles,
researchers focus more on the practical application of deep learning, and point out that
deep learning is very important to the practical environment, and it is also very helpful to
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understand the progress and development trend of deep learning [9]. Some researchers
also pointed out that there is an obvious connection between industrial environmental
risks and corporate financial risks. The company’s external conditions will also affect
the company’s financial risks. Therefore, case studies are conducted through system
dynamics, and the risk indicator framework of the environmental protection industry is
constructed, which involves industrial resource risks, industrial competition risks, and
industrial life cycle risks, and came to the conclusion that the risks of the environmental
industry must be related to the economic risks of enterprises, and system dynamics can
better represent the logical connection between the two [10]. Some researchers have car-
ried out research on early warning indicators for small and medium-sized enterprises,
and introduced quality indicators such as corporate working environment, internal man-
agement, external environment, operating environment, solvability indicators, and prof-
itability indicators for analysis, and integrated certain data for audit, research found that
the introduction of quality indicators can predict financial risks well [11]. In summary,
our country has a lot of research and application of corporate financial risk, but corporate
financial risk is a dynamic and complex process, and the early warning models of differ-
ent environments also need to be changed. This is something that static models cannot
adapt. Therefore, the introduction of neural network model can solve this problem well.

This paper studies the financial risk prediction of small andmedium-sized enterprises
based on neural network algorithm, analyzes the causes of financial risk of small and
medium-sized enterprises and the advantages of BP neural network in financial risk
prediction on the basis of literature data, and then analyzes the financial risk of small
and medium-sized enterprises based on neural network algorithm. The risk prediction
model is constructed, and the constructed model is tested, and relevant conclusions can
be drawn through the test.

2 Research on Financial Risk Prediction of SMEs

2.1 Causes of Financial Risks for SMEs

(1) The complexity of the external environment.
An enterprise has no independent business. It must be in a complex external envi-
ronment and closely related to these environments, including internal and external
economic environments, legal constraints, and natural conditions [12]. Most exter-
nal environments are objectively irreversible. The enterprise itself only needs to
adapt and is unlikely to change the environment. Therefore, for this reason, com-
panies need to improve their quality and adaptability so that they can be internal
without being restricted by the external environment.

(2) The capital structure is unbalanced.
The capital structure of an enterprise has a direct impact on its financial status. A
balanced capital structure will affect solvency, generate financial risks and increase
financial costs. In particular, too little capital accumulation will reduce profitability,
too much capital accumulation will lead to an imbalance of capital ratios, and too
much debt will significantly increase the company’s financial risks.
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(3) Imperfect governance structure.
The corporate governance structure is a control and balance relationship that
restricts the distribution of rights and responsibilities between shareholders and
directors. A good governance structure allows owners and operators to perform
their duties and improve the operational performance of their businesses. On the
contrary, the chaotic structure where shareholders and directors are solely respon-
sible causes unnecessary internal friction, reduces the efficiency of the company,
and causes financial problems.

(4) Poor asset liquidity.
Asset liquidity is the liquidity of company assets.However, tomeet the requirements
of daily operating funds, commercial assets must be reasonably realizable to meet
operating needs. Insufficient asset liquidity is particularly obvious in situations such
as overstocking and insufficient funds. Insufficient liquidity of company assets will
have a serious impact on the company’s financial status.

2.2 Advantages of BP Neural Network in Financial Risk Prediction

(1) The operation of BP neural network is similar to the operation of students with self-
learning ability. It can adapt to the environment. After many attempts to find the
inner law, it can perform calculation, identification or process control. Specifically,
students can absorb and learn by themselves through the knowledge imparted by
teachers, and make decisions and choices based on existing knowledge of similar
situations. Similarly, the BP neural network directly introduces new financial data
after the artificial training data. The neural network can automatically receive the
results according to the previously learned skills, so it is relatively simple and
intelligent.

(2) The comparative analysis of financial risk predictionmodels shows that the accuracy
of artificial neural network model prediction is relatively high, and high accuracy
is one of the important purposes of financial risk prediction.

(3) The processing of artificial neural network prediction is mainly done by computer.
The computer runs faster than the human brain and can perform multiple functions
at the same time, which significantly speeds up the prediction task and saves time.

2.3 BP Neural Network Algorithm

Because it is habitually believed that a neuron will receive the influence of multiple
other neurons, it is described as n interconnected models, and a neuron counting model
is established. Neurons have certain input and output states, as shown in Fig. 1. However,
the state of the neuron itself also determines whether its input and output system can
be used. That is, each neuron receives the information transmitted by the other n −1
neurons, thereby forming nerve excitement and impulse. As long as other conditions
remain unchanged, all stimuli will work. When the total input quantity exceeds a certain
limit, the possibility of action will be generated and delivered at the fastest rate. When
the total number of input stimuli is less than the threshold, the neuron enters a stopped
state and is not excited, and at the same time, it will not form a stimulus output for a
long period of time.
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Fig. 1. BP neural network calculation model

For the i-th neuron among n interconnected neurons, the sum of external inputs
affects its state, and the state of the i-th neuron is

The output is formed in the form of a certain function, namely:

ui =
i∑

j=1

wijvj − θi (1)

vi = f (ui) (2)

Where:
wji----Represents the connection strength between neuron i and neuron j (simulating

the connection strength of the synapses between biological neurons), here, we call it the
connection weight;

ui-----Represents the state of neuron i;
vj-----Represents the output of neuron j, which is also an input of neuron i;
θi------ Represents the threshold of neuron i.

3 Construction of SME Financial Risk Prediction Model Based
on Neural Network Algorithm

3.1 Predictive Indicators

Earlywarning indicators directly determine the rationality of themodel and the effective-
ness of earlywarning, so it is very important to choose appropriate indicators. Reasonable
early warning indicators can objectively, comprehensively and dynamically reflect the
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financial status of an enterprise. The complete early warning indicator system is com-
posed of interrelated financial indicators. Changing the attribute value of one index will
change the attribute value of another index. This feature makes the early warning result
more objective and logical, but it also increases the early warning cost of the model.
Therefore, the selection of scientific and logical early warning indicators must be con-
sistent with the predictive ability of the model itself. The impact of early warning should
also be considered.

The company’s financial status perfectly reflects the company’s operating condi-
tions and operating environment. The company’s business strategy has problems such as
low management efficiency, investment losses, and blind expansion. Or, the company’s
business environment has deteriorated, such as the introduction of stronger competition
strategies, policy constraints, and the implementation of regulatory systems by competi-
tors. All of these can deteriorate the value of specific financial ratios, ultimately increase
financial risks, and affect the interests of themselves or their stakeholders. Therefore,
the financial risk discussed in this article is a characteristic value that can reflect and
quantify the changes in the financial status of enterprises in the operating environment
of China’s SMEs. The high characteristic value indicates that the company’s financial
status is changing in the wrong direction, and it can be concluded that there is a problem
with the company’s business strategy or operating environment. If this characteristic
value is small and within a certain range, it means that we are moving towards a better
opposite change, at least there is no problem with the company’s business strategy or
business environment.

Based on the above considerations, and with reference to the research results of
well-known scholars and the regulatory standards of China and the United States, this
article provides nine early warning indicators to better reflect the company’s financial
status. The results are shown in Table 1:

Table 1. Early warning indicators

Index Relative to financial risk

Capital adequacy A1-income ratio Reverse indicator

A2-Debt-to-equity ratio Positive index

Profitability X3-net return rate Converse indicators

X4-total net interest rate Reverse indicator

Solvency X5-current ratio Reverse indicator

X6-Asset-liability ratio Positive index

Growth ability X7-amount of payout increase and income ratio Reverse indicator

X8-amount of payout change rate Reverse indicator

X9-income growth rate Moderate index
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3.2 BP Neural Network Model

Through the nine common factors obtained above, the common factors are used as new
variables in the neural networkBP, and then the classification results are obtained through
training and testing, and financial risk prediction research is carried out.

(1) Input vector and target vector
The input vector selection is generally based on two principles. One is that the input
variables have a great influence on the output and can be output, and the other is that
there is no or little correlation between the variables. Since the number of nodes in
the input layer mainly depends on the dimensionality of the input data, the number
of common factors obtained by dimensionality reduction through factor analysis is
used as the number of input layers of the BP neural network. The selection of the
output layer is relatively easy, and the determination is based on the type of output
data and the size of the data required to represent the type.

The value of F is obtained through factor analysis, as the input level data of the
BP neural network, so the input level has a total of nine dimensions. According to
whether the company receives special treatment, it can be divided into FX com-
panies and non-FX companies. Specifically, 0 represents a non-FX company, and
1 represents an FX company. Since the output is only 0 or 1, the output plane is
defined in one dimension, and the output plane is also the target vector.

(2) Network topology
This article uses the most common 3-level BP neural network. This is also the most
basic and classic topology. The input plane here is 9-dimensional, and the output
plane is 1-dimensional.

Determining the number of hidden layer nodes plays an important role in the
overall function of the neural network. If the number of nodes is too small, the
ability of the network to output information samples is weak, and if the number of
hidden layer nodes is too much, the phenomenon of “overmapping” will appear,
reducing its generalization. Under normal circumstances, the number of hidden
layers is determined empirically and combined with the actual results of the model.
Adjust the number of neurons in the network grid layer to improve error accuracy
and make training results clearer. The calculation formula for the number of hidden
layers can get a certain range of hidden layer nodes, and then the number of hidden
layer nodes increases continuously throughout the training process. Finally, when
the number of hidden layers is 13 nodes, this is the most effective training result.

(3) Network related parameters
According to the characteristics of the data sample and the network structure, the
nonlinear function of theBP neural network is integrated through the S-type transfer
function, so the hidden layer is generally the S-type transfer function, the tansig
function is defined as the transfer function, and the output value of the hidden layer
is controlled as (−1,+1). Since the output value defined in this article is 0 or 1, the
logsig function is used to determine the transfer function from the hidden layer to
the output layer.
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This article uses an improved L-M algorithm for network training. It has the fastest
convergence speed and is very suitable for small and medium-sized networks. The net-
work training function in this article uses trainlm, because the batchmode trainlm training
function is provided in the MATLAB 8.0 neural network toolbox.

4 Empirical Analysis

In order to verify the effectiveness and superiority of the model proposed in this paper,
this paper uses factor analysis (FA) and BP neural network methods to compare the two
models represented in the model. The model used in this article is used to train a BP
neural network after dimensionality reduction through factor analysis (for convenience,
the following is represented by FA-BP). Collecting three-year financial data of small
companies, analyzing them with different methods, and getting the forecast results. The
results are shown in Table 2:

Table 2. Model experiment comparison results

Model 1 Model 2 Model 3

Year 1 76.10% 90.21% 90.56%

Year 2 80.89% 90.21% 95.34%

Year 3 71.32% 71.32% 90.56%
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Fig. 2. Model experiment comparison results

It can be seen from Fig. 2 that among the three models, Model 3 has a three-year
comprehensive judgment rate higher than the other two, reaching 90.56%, 95.34% and
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90.56% respectively. Model 1 has the lowest accuracy of BP neural network, which
are 76.10%, 80.89% and 71.32% respectively. Therefore, without considering other
situations, the model proposed in this paper is better than the other two models and can
better meet the accuracy requirements.

5 Conclusions

This article studies the financial risk prediction of small and medium-sized enterprises
based on neural network algorithms. After understanding the relevant theories, con-
structs the financial risk prediction models of small and medium-sized enterprises based
on neural network algorithms, and tests the constructed models. By introducing tradi-
tional the factor analysis method and BP neural network method are compared, and the
experimental results show that the accuracy of the model constructed in this article is
higher than these two models.
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Abstract. Developments in the information ages coming. The prevalence of
covid-19 destroys economic and social development. This paper uses the data of
COVID-19 epidemic in China from January 11, 2020 to February 9th to observe
the trend of the number of confirmed cases and analyze the spatiotemporal dis-
tribution characteristics of the patients. On this basis, we establish the CA model
and focus on the influence of different population activities on the transmission of
infectious diseases by changing the parameters. Finally, it is concluded that inter
provincial migration does have a certain impact on the spread of the epidemic, but
its impact capacity is related to the geographical location of the target province;
for individuals, the stronger the activity capacity is, the faster it spreads.

Keywords: CA model · COVID-19 · Epidemiological statistics · Population
dynamics · Informatization

1 Introduction

At the end of 2019, COVID-19 appeared inWuhan, China, and then spread rapidly across
the country. Most of the first batch of cases came from a seafood market. The relevant
health management departments in Wuhan closed the seafood market on January 1,
2020, began to isolate patients on January 7, and released the relevant information of the
virus genome sequence on January 10. Therefore, the global public health department
could take certain screening and disease prevention measures, and gradually determined
the diagnosis process. The initial stage of transmission of this virus is similar to that of
SARS coronavirus in 2003. So in the process of research, the relevant information of
SARS is referred to.

G.Ch. Sirakoulis and I. Karafyllidis study the effect of two population movement
parameters on the epidemic propagation: the distance ofmovement and the percentage of
the populationmoves [1, 2]. Tzai-HungWen,Min-HauLin andChi-Tai Fang investigated
the effects of local environmental and demographic characteristics to clarify the role of
the daily commute in Dengue transmission. They also analysed the clustering pattern
of space-time distances between commuting and noncommuting Dengue cases from
June 2007 to January 2008 in Tainan city, Taiwan [3, 4]. Jorge A. Falcon-Lezama, Ruth
A. Martinez-Vega focus on the relationship between Dengue transmission and People’s
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day-to-day movement. They use a simple model to examine the fundamental roles of
broad demographic and spatial structures in epidemic initiation, growth and control [5].
Ping Zhang and Peter M. Atkinson selected the main factors of the urbanlization process
(urban sprawl, land use development, population movement and age structure) to model
the impact of urbanlization on infectious disease transmission by integrating a CA land
use development model and CA epidemic model in S-Plus [6]. Jayanthi Rajarethinam,
Janet Ong and Shi-Hui Lim try to understand the implication of human movement on
disease spread. A retrospective study was conducted using aggregated and anonymized
mobile phone data to examine movement from the cluster to identify areas of possible
transmission. Their result supports the proof of concept of using mobile phone data to
approximate population movement, thus identifying areas at risk of disease transmission
[7].

Refer to the above literature, we can simplify the transmission process of COVID-19
can be as follows: the infected person spreads the virus to the susceptible population
in the incubation period, making it become a new infected person. After the incubation
period, due to the characteristics of the virus, the transmissibility after the onset of the
disease is greatly reduced [8].

The range of daily activities is a key factor which affects the spread of disease. In
addition, during the Spring Festival, China’s population flow is very frequent, and the
percentage of population emigration will also become a key factor affecting the spread
of the disease.

2 Data Acquisition, Cleaning and CA Modeling

2.1 Data

The date of selected data is from January 11 to February 9, 2020.
The data describe the spread of COVID-19, including the cumulative number of

confirmed cases, newly diagnosed cases, deaths and cures, are from the official website
of the National Health Council of China. The relevant data of populationmigration about
the percentage of Wuhan’s daily population moving out to each province are obtained
from Baidu by Python.

2.2 Statistical Analysis Method

2.2.1 Basic Trend

The cumulative number of confirmed cases in each province and the percentage of
population migration from Wuhan to the province are shown as line chart.
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2.2.2 Analysis of Temporal and Spatial Characteristics

Plot the spatial distribution of the cumulative number of confirmed cases and the
percentage of population migration from Wuhan to other provinces.

2.2.3 The Impact of Population Activity on Disease Transmission: CA Model

CAModel is for physical system with discrete space and time, which is used to describe
local interaction. It is widely used in the field of complex systems. In this paper, we
use CA cellular machine to simulate the spread of covid-19 under different population
activity intensity by setting different parameters [9].

CA Model is composed of n regular and uniform units. A physical quantity is used
to represent the global state of CA, and the value of the physical quantity corresponding
to each cell is its local state. Each cell only interacts with its neighborhood, that is, it
only interacts with its neighboring cells. The state of each cell is updated simultaneously
based on its neighborhood and the state of the previous time.

There are five elements in CA Model:
➀ It is composed of n units;
➁ CAModel dimension parameter w, where wij is the width of the cell in the i − th

row and j − th column;
➂ The neighborhood width is d ;
➃ The state of CA Model;
➄ Operation principle of CA Model [2].
According to the above principles, we construct a CA Model:
Let the CA Model be C, Ct

i,j represents the state of unit (i, j) at time t. For the

convenience of representation, we call it Ct
i,j =

{
Pi
i,j, INF

t
i,j, IMFt

i,j

}
.

INFt
i,j indicates whether the unit (i, j) at time t is infected. INFt

i,j = 0 means no
infection, and INFt

i,j = 1 indicates infection.

Pt
i,j = Sti,j

T t
i,j
, Sti,j is the number of infected population in unit (i, j) at time t,T t

i,j

represents the total number of people in unit (i, j) and INFt
i,j = 0, Pt

i,j = 0.
IMFt

i,j indicates whether the population in unit (i, j) is immune to diseases at time t,
and IMFt

i,j = 0 is not immune; IMFt
i,j = 1 is immune. The time of invalidation was tim.

So we can draw a conclusion:

Pt+1
i,j = Pt

i,j + k
(
Pt
i−1,j,P

t
i,j−1,P

t
i,j+1,P

t
i+1,j

)

+l
(
Pt
i−1,j,P

t
i,j−1,P

t
i,j+1,P

t
i+1,j

)
, d = 1

Where k and l represent infection coefficient respectively, k > l.
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2.2.4 Correlation Analysis

(1) Grouping:
According to the scatter plot of population migration percentage, the provinces
(municipalities) in China were divided into four levels according to the color (rep-
resenting the degree of infection): (I) Henan Province and Hunan Province; (II)
ChongqingCity, Jiangxi Province andGuangdongProvince; (III) Shaanxi Province,
Guizhou Province, Anhui Province, Jiangsu Province and Zhejiang Province. (4)
Other provinces (municipalities, autonomous regions, etc.). Since the percentage
of population migration and infection in the fourth group were very low (almost
zero) from January 11 to February 9, only the first three groups were selected as
the research objects [10].

On this basis, further segmentation was conducted to study whether the impact of
populationmigration percentage at the same level on epidemic transmissionwas different
under different geographical conditions, On this basis, two regions with large latitude
differences in each group were further selected for comparative analysis. The results
showed that (I) Henan Province (North), Hunan Province (South) (II) Chongqing City
(North), Guangdong Province (South) (III) Shaanxi Province (North), Guizhou Province
(South).

(2) Correlation Analysis
➀ Covariance:

Let X be the percentage of population migration and y be the number of new confirmed
cases.

If the total correlation coefficient is expressed by ρ, then there is

ρXY = cov(X ,Y )√
DXDY

= E[(x − μX )(Y − μY )]√
σ 2
X σ 2

Y

Where σ 2
X , σ

2
Y is the total variance of sample X and sample y respectively, cov(X ,Y ) is

the covariance of X and y.
According to Cauchy-Schwarz inequality:

[cov(X ,Y )]2 ≤ σ 2
X σ 2

Y

The deformation is ρXY ∈ [−1, 1], where the closer the linear correlation between
the two variables, |ρXY | is to 1,; conversely, the lower the linear correlation between the
two variables, |ρXY | is to 0.

➁ Based on (I), the sample correlation matrix is obtained.

⎛
⎜⎝
r11 · · · r1p
...

. . .
...

rp1 · · · rpp

⎞
⎟⎠
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Where
(
rij

)
p×p is the simple correlation coefficient of two variables:

rij =
∑

(x − x)(y − y)√∑
(x − x)2�(y − y)2

➂ The scatter plot of [X,Y] was drawn, and the impact of population migration
percentage on the spread of the epidemic was analyzed by the curves of newly diagnosed
number and the curve of population migration percentage.

3 Data Analysis

3.1 Overall Trend Analysis of Epidemic Data

Compare relevant data, We can find that: (1) compared with other provinces, Hubei
Province, as the source of the epidemic, has a much higher increase in the cumulative
number of confirmed cases than other provinces; (2) except for Hubei Province, as of
February 9, 2020, the cumulative number of confirmed cases has not exceeded 1200;
(3) except for Hubei Province, according to the number of confirmed cases, all regions
can be roughly divided into severe epidemic (600–1200) There are three levels: medium
(200–400) and slight (<200). The difference between the first level and the second level
is more obvious. (4) In the follow-up analysis, we take January 27 as the research node,
and assume that the first batch of local infected people begin to get sick on January 27,
and those people are from the immigrants.

3.2 Analysis of Space-Time Cluster

3.2.1 Severe Infection Group: Henan Province (North), Hunan Province (South)

Y        X
Y  1.00000 -0.42395
X -0.42395  1.00000

1: [X, Y] scatter diagram  2: [t, X] line chart   3: [t, Y] line chart 

Henan Province
Correlation Matrix

Fig. 1. Correlation test in Henan province
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Hunan Province
Correlation matrix

Y         X
Y  1.000000  0.024866
X  0.024866  1.000000

1: [X, Y] scatter diagram      2: [t, X] line chart         3: [t, Y] line chart

Fig. 2. Correlation test in Hunan province

3.2.2 Moderate Infection Group: Chongqing (North), Guangdong (South)

Chongqing
Correlation Matrix

Y         X
Y  1.000000 -0.090849
X -0.090849  1.000000

1: [X, Y] scatter diagram       2: [t, X] line chart     3: [t, Y] line chart 

Fig. 3. Correlation test in Chongqing
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Guangdong Province
Correlation Matrix
Y         X

Y  1.000000  0.662102
X  0.662102  1.000000

1: [X, Y] scatter diagram    2: [t, X] line chart      3: [t, Y] line chart 

Fig. 4. Correlation test in Guangdong province

3.2.3 Mild Group: Shaanxi Province (North), Guizhou Province (South)

Shaanxi Province
Correlation matrix

Y        X
Y  1.00000 0.17933
X  0.17933  1.00000

1: [X, Y] scatter diagram     2: [t, X] line chart     3: [t, Y] line chart 

Fig. 5. Correlation test in Shaanxi province

According to Figs. 1, 2, 3, 4, 5 and 6 and the correlation coefficient matrix, it is concluded
that the percentage of population migration and the number of newly diagnosed cases
do not meet the linear correlation, but it does affect the spread of the epidemic.
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Guizhou Province
Correlation Matrix

Y        X
Y  1.00000 -0.30143
X -0.30143  1.00000

1: [X, Y] scatter diagram       2: [t, X] line chart          3: [t, Y] line chart 

Fig. 6. Correlation test in Guizhou province

3.3 The Propagation Process of COVID-19 Simulated by CA Model

Special note: since the data are from the early stage of the epidemic, we assume that
IMFt

i,j = 0. The figure below shows the result of 220 iterations.

1: d = 1               2: d = 2             3: d = 3

Fig. 7. The transmission process of COVID-19 simulated by CA Model

According to Fig. 7, in the natural state (without any protective measures) ➀ The
spread of COVID-19 is faster and faster in the early stage; when the number of infected
persons is close to the total number, the growth rate obviously slows down. This trend
is independent of ‘d’ of the simulated population’s activity radius. ➁ The higher the
d values, the shorter the time is needed for the early growth stage and the steeper the
curve is. That is, a larger range of human activities will make it easier for the epidemic
to spread. From this point of view, it is necessary to restrict the crowd activities.

4 Conclusion

According to Figs. 1, 2, 3, 4, 5, 6 and 7, the percentage of population flow mainly
determines the time when the non-source area of the epidemic enters the stage of rapid
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spread of the disease, but has no obvious impact on the development of the follow-up
epidemic [11]. In the process of simulation of epidemic spread by CA Model, we set
different d,which is the radius of population activity.We found that the larger the distance
of population activity will made the epidemic spread more easily. Therefore, restricting
the flow of population between provinces can reduce the spread of the epidemic, while
restricting the scope of local population activities can slow down the growth of the
number of infected people. Since there was no cure in the early stage of the epidemic,
the number of cured people was ignored in this study. If we add follow-up data, we need
to add elements on this basis to simulate the healer and change the infection probability
after taking isolation and prevention measures. On the other hand, the migration mode of
population can be divided into groups according to different methods of transportation
by using GIS system so as to make CA Model more accurate.
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Facial Image Restoration Algorithm of Dazu
Rock Carvings Based on Machine Vision

Zhuying Ran(B)

College of Environmental Arts, Chongqing College of Architecture
and Technology, Chongqing, China

Abstract. Image restoration is a technology that uses known information to sup-
plement the content of defects, and it is one of the main research topics in the
field of image processing. This paper studies the Dazu Rock Carving Face Image
Restoration Algorithm based on machine vision, understands the related theories
of the image restoration algorithm on the basis of literature data, and then designs
the Dazu Rock Carving face image restoration based on machine vision and ref-
erences it. The image restoration algorithm of this paper is used for experiments.
Through experiments, it is concluded that the time-consuming and PSNR value
of the improved algorithm in this paper is due to the traditional algorithm, which
shows the superiority of the algorithm in this paper.

Keywords: Machine vision · Image restoration · Stone carving face ·
Restoration algorithm

1 Introduction

Vision is themost important way to recognize human information. Daily life, social com-
munication, work and research always convey visual information [1, 2]. As the basis of
vision, image is the main means to perceive external things and convey effective infor-
mation [3, 4]. In a society with highly developed information technology, images play
an increasingly important role in information dissemination. The efficient processing of
image information ensures the accuracy and stability of information transmission. Image
information processing is a science that studies human creation and collection, extrac-
tion and analysis, as well as the representation and use of image signals. It is a subject
with intersecting characteristics. It is closely related to peripheral industries such as pat-
tern recognition and artificial intelligence. It is used in the protection of cultural assets,
Biomedical engineering, communication engineering, military public security, culture
and art, etc. It has wide range of uses [5, 6]. Therefore, the research and development
of image processing technology has important theoretical and practical significance for
scientific progress and social practice activities [7, 8].

For the research of image restoration, some researchers have proposed a new edge
detection method based on the machine vision thread detection system. It solves the
problem of thread detection on the Internet through particle conversion noise reduction
and local maximization processing [9]. There is also an image restoration algorithm
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proposed by researchers. The algorithm uses reliability and image boundary information
to define a priority function, prioritizes reliable pixel blocks, and includes structural
information, so that the repair result is closer to the original image and the image, and
the structure contour is more connect. However, the Criminisi algorithm also has some
defects when processing images [10]. The following is an example: (1) The quality of
repair largely depends on the size of the pixel block. The pixel block is too small, the
calculation is time-consuming, the repair result is chaotic, and it is prone to blockage.
The repair sequence is disordered and the repair result is wrong. (2) The filling order of
pixel blocks also has an important influence on the repair effect. In the middle and final
stages of recovery, the traditional priority algorithm will have errors, which will disrupt
the recovery order andmake the recovery results wrong [11]. In summary, there aremany
research results on image restoration technology, and there are still some problems in
the image restoration algorithm that need to be resolved.

This paper studies the Dazu Rock Carving Face Image Restoration Algorithm based
onmachine vision, and analyzes the application fields of image restoration and the theory
of the image restoration algorithm based on the literature, and then conducts the Dazu
Rock Carving face image restoration algorithm based on machine vision. Experiment
and verify the effectiveness of the algorithm through experimental results.

2 Research on Image Restoration Algorithms

2.1 Application Areas of Image Restoration

(1) The main purpose of restoring the original era of digital imaging technology is to
preserve precious ancient artifacts, calligraphy and painting.Many ancient artifacts,
paintings and calligraphy have been damaged or scratched to varying degrees during
the long-term storage and transportation process, but because such paintings and
calligraphy works are often art treasures with high humanistic significance and aes-
thetic value, or for historical images with important historical material significance,
digital image inpainting technology is the best choice [12].

(2) Repair images and videos damaged due to transmission loss. When using a lossless
transmission protocol to transmit video, music or images over the Internet, factors
such as broadband will cause frequent data loss, resulting in the loss of some
encoding blocks. This phenomenon makes it impossible to guarantee the surface
quality of the download cost, in which case digital image restoration technology
can be used.

(3) In these damaged audio, video or image videos or old movies, peel off stains and
scratches. The aesthetic taste of video viewers is often determined by the clarity
or comfort of the video or picture content. Such as projected object scratches or
unpleasant stains, etc., can be eliminated using digital image correction technology
to restore the original vision.

(4) Remove unnecessary parts in the image to make the image beautiful. During the
shooting, due to the complexity of the background, unnecessary parts of the shot
were collected. Digital image restoration technology can remove or modify these
objects to prevent the observer from discovering that they have changed and make
the image look comfortable and natural.
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2.2 Image Restoration Algorithm

(1) Priority calculation
The priority of calculation is to determine the order of image correction, the purpose
is towiden the linear contour of the image structure, so that the boundary information
can be connected first.

(2) Quick search and match
After calculating the priority, first find the block with the highest priority value for
repair, and search for the most similar matching block in the source area.

(3) Reliability update
When the high-priority block is restored and filled, the reliability and time of these
pixels will also change, so the unknown area in the block to be restored becomes
a known block, and the unknown pixel also becomes a known pixel, so need to
refresh here.

2.3 Problems in Criminisi Algorithm

(1) In the priority calculation, the confidence interval is greatly affected by the pixel
value of the pixel itself. The confidence term is considered to measure the amount
of reliable information around the pixel, so the size of the pixel value cannot be
determined. The confidence item is not safe, because the amount of information
that can be trusted only describes the brightness of the known area around the pixel.

(2) In the process of multi-image restoration, the priority is calculated by multiplying
the trust item and the data item, so the trust item and the data item are reduced
sharply. When a part of it is reduced, the priority is too low to be accurate Indicates
the information of the other party. In this example, this problem has a significant
impact on the repair effect, especially when repairing small images.

3 Facial Image Restoration of Dazu Rock Carvings Based
on Machine Vision

3.1 Repair Evaluation

(1) Subjective evaluation method
Subjective evaluation is highly uncertain and subjective, and can be divided into
absolute evaluation and relative evaluation. The absolute score is based on the most
intuitive visual perception of the scored image. Relative evaluation is based on
the subjective perception of comparing images, so the image quality is evaluated,
and the evaluation result is expressed as the average score of the rater. Subjective
evaluation of image quality can intuitively derive the results of image processing,
and it is easy to set standards. However, subjective participants are affected by
factors such as cognitive background, scoring environment, and scoringmotivation,
and their accuracy evaluation is easy and not convincing enough. This method
requires more participants, which is time-consuming and expensive. Therefore, in
practice, the method of objectively evaluating image quality is more common.
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(2) Objective evaluation method
Objective image quality evaluation is a measure of the pixel error between the
processed image and the original image. The method is simple in calculation, fast
in calculation, easy to establish a quantitative model, and high in stability. It is
often used as a template for evaluating image quality. The evaluation of image
quality mainly includes average value, standard deviation, information entropy,
mean square error (MSE) and signal-to-noise ratio (PSNR).

3.2 Image Restoration

This article is based on the idea of “creative” restoration strategy, because the restoration
of Dazu Rock Carved Face Images is often not enough to find similar semantically sim-
ilar images one by one. In the selection of restoration methods, the “original” method of
copying a similar image is rejected, and the “borrowing”method is directly adoptedmul-
tiple similar images. In the process of processing multiple similar images, the method of
re-sampling from multiple similar images is abandoned, the target image is constructed,
and new image samples are created based on the similar images to avoid the possibility
of similarity and avoid high time costs.

Therefore, this paper has created a sample library, a new multi-sample restoration
method based on Dazu Rock Carvings Face Image Samples, based on the Criminity
algorithm and image recognition method, to address the problem of restoring Dazu
Rock Carvings face images. The following describes how and how to modify the face
image of Dazu Rock Carvings based on image fusion.

(1) Selection of similar images.Using image recognition, first use the deep convergence
neural network to learn the characteristics of the database sample, and then use the
cosine distance measurement to select the first 10 images closest to the target image
as the reference image.

(2) Create an image sample.Use the selected reference image as the geometric reference
of the image to be repaired, perform spatial correction and alignment, and then
merge each pair of paired reference images to create a sample image.

(3) Image restoration. Using theMSRoVGGmethod and cosine distancemeasurement,
the generated sample image and the repaired image are checked for similarity, and
they are highly similar. The sample image (less) is selected as the corresponding
sample, and the sample image is restored through the block search field.

3.3 Implementation of Deep Convolutional Neural Network

The convolutional neural network in this section is implemented by the theano library
in Python. There are 6 layers in total, except for the input layer, each layer contains
trainable parameters. As shown in Fig. 1.

The input layer is a normalized initial segmented text image; the convergence layer
C1 is composed of 22 feature maps, each feature map is composed of 30× 30 neurons,
and the input of each neuron is the region of the original image.

The down-sampling layer S1 uses the principle of partial image correlation for image
sampling. It also contains 22 feature maps. Each feature map is composed of 15 × 15



926 Z. Ran

32x32

28x28

28x28

15x15

15x15

12x12

12x12

12x12

12x12

5x5

5x5

5x5

5x5

Fig. 1. Deep convolutional neural network structure

neurons, and each neuron is composed of eachC1 level feature, and outputs themaximum
value near 3 × 3.

C2 is also a convergent plane, consisting of 51 feature maps, and each feature map
is composed of 12 × 12 neurons.

The samplingmapS2 at the bottom is composed of 51 featuremaps, and the operation
mode is the same as that of S1.

F is a fully connected layer consisting of 410 neurons, and each neuron is fully
connected to S2. In other words, the input of each neuron is the area of all 50 feature
maps in the previous layer.

L is the output level, accepts 410 inputs and produces 40 outputs.

3.4 Improvement of Repair Algorithm

(1) The Criminisi algorithm expands the initial image information of the area to be
repaired according to the edge information of the area to be repaired to meet the
requirements of human optical connection. Priority determines the order of repair
and affects the progress of the repair cycle.

The data element D (p) has special cases, such as Ip and n. There is a vertical phe-
nomenon, which causes the priority to be zero, which has a greater impact on the priority
calculation. The reason is that special circumstances make the confidence level C (p)
meaningless in terms of priority. Therefore, the normalization function is introduced to
smooth the data element D(p), which can resist the interference of special circumstances.
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(2) Improve the search and completion of the optimal template

Finding and perfecting the best template is to perfect the complete site information of
the area to be repaired. The higher the accuracy, the smaller the pattern error required,
and the higher the quality of the repair. This step lays the foundation for the next cycle
step and plays an important role in the entire Criminisi algorithm.

This article will introduce the concept of mean value and mean square error to
measure the fluctuation of the mean value and gray level of the pattern, assuming that
the size of the pattern is a constant value. The size of the template is determined according
to the specific characteristics of the area to be repaired in the image. If the image structure
and texture information are more complex, use a small format template. If the image
structure and texture information are relatively simple, a large format template will be
selected. In this article, the template is set to be square, with sizes ranging from 3 × 3
to 9 × 9. After obtaining the best template step, select the template size. The selection
method is as follows.

E(P, (p, n)) = 1

n2

n2∑

k=1

g(k) (1)

D(P, (p, n)) = 1

n2

n2∑

k=1

(g(k)− E(P, (p, n))2 (2)

In formula (1), E(P(p(p,n)) represents the average gray value of a square pattern with
side lengths n and p as the center point, where g(k) represents the returned active gray
value. Template the active pixel in is the pixel at the intersection of the template and
the complete area, n2 is the size of the template, in formula (2), D(P(p,n)) represents
an edge, the length is n, and p is the center, The gray gradient changes in a square dot
pattern.

4 Improve Algorithm Testing

4.1 Data Source

The image data in this article are mainly color RGB digital images of Buddhas in six
different caves in three mountains. Initially, 1,200 digital images were taken. After pro-
viding some data from theDazuRockCarvings Research Institute, a tour was conducted.
In order to increase the number of sample libraries, thousands of images were converted
horizontally to obtain the same number of mirror images.

4.2 Experimental Design

This paper compares the traditional algorithm with the algorithm in this paper, and
illustrates the feasibility of the algorithm in terms of the time-consuming of different
repair methods and the PSNR statistical table. The experimental results are shown in
Table 1:
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Table 1. Comparison result of traditional algorithm and this algorithm

T/s PSNR/dB

Classic Criminisi algorithm 708.01 38.5

Algorithm 1 750.05 39.1

Algorithm 2 679.07 41.2

Improved algorithm in this paper 657.04 42.5

708.01 

750.05 
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640
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algorithm
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paper
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41
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Classic Criminisi
algorithm
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algorithm in this

paper

Ti
m

e

Type

PSNR/dB

Fig. 2. Comparison result of traditional algorithm and this algorithm

It can be seen from Fig. 2 that the error information of the algorithm in this paper is
less accumulated, and the average time-consuming time of the algorithm in this paper
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is 650 s, which improves the repair effect while reducing time consumption, which has
good practical value.

5 Conclusions

This paper studies theDazuRockCarvingFace ImageRestorationAlgorithmofMachine
Vision, understands related theories on the basis of literature, and then designs the Dazu
Rock Carving face image restoration algorithm based on machine vision, and detects the
designed algorithm. The detection result shows that the average time-consuming time
of the algorithm in this paper is 650 s, which is shorter than the traditional algorithm.
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Data Mining Model of English Translation
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Abstract. In modern society, the development of information technology is
becoming more and more rapid, especially virtual reality technology and data
mining, which have become one of the hot spots of the current era. From the
current point of view, computer technology has become an important applica-
tion tool in the field of English translation. However, in the translation process,
the traditional English teaching model can no longer meet the needs of transla-
tion work. In traditional English translation teaching, teachers often explain and
analyze the knowledge points learned in the classroom. However, some transla-
tion knowledge points are abstract and complicated and difficult for students to
understand, which leads to lower learning efficiency. Therefore, in order to better
improve the teaching effect and cultivate high-quality English translators, it is
necessary to use virtual technology and data mining methods to assist the estab-
lishment of corresponding links between translation methods and methods, and
to achieve effective integration, thereby helping English translation Professionals
perform language output work more quickly in the classroom. This article uses
questionnaire survey and data analysis methods to explore the current status of
existing English translation teaching models, and then uses virtual technology and
data mining methods to deal with existing problems, thereby further enhancing
the effect of English translation teaching and improving teaching quality. Accord-
ing to the survey results, most of the interviewed teachers and students believe
that virtual technology has played a certain auxiliary role in the development of
teachers’ teaching work and students’ English translation training, and has certain
application value to the teaching mode of English translation.

Keywords: English translation · Teaching mode · Virtual technology · Data
mining

1 Introduction

English translation is a highly comprehensive subject, which involves two aspects of lan-
guage and background culture. This means that when learning English, students must
not only master basic vocabulary, sentence patterns and grammar, but also learn the
relevant background culture of China and English-speaking countries. In the traditional
teaching mode of English translation, teachers are the leading role and students learn
passively. The disadvantage of this teaching method is that it cannot arouse students’
interest in reading. At the same time, due to the differences in the traditional language
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environment, voice information processing methods and expression forms, it is difficult
for some students to understand complex words, sentence structure features and appli-
cation skills. Therefore, using virtual technology and data mining methods to explore
the English translation teaching model can make the teaching process more vivid and
visualized, thereby further improving the teaching model and improving the quality of
teaching.

At present, there are endless researches on English translation teaching, virtual real-
ity and data mining, and the research results are also very rich. For example, Wang Xue
pointed out that using data mining algorithms to verify the new teaching concepts and
methods of tea culture translation courses, so as to lay a good foundation for future
tea culture translators [1]. Huang Jing believes that, to a certain extent, the education
model combined with the Internet is beneficial to effectively increase the effectiveness
of English translation classroom teaching [2]. Xu Min proposed that virtual reality tech-
nology should also be accepted by teachers and used in the teaching process, which is of
great significance for English learning [3]. Therefore, this article uses virtual technology
and data mining methods to study the teaching mode of English translation, keeping up
with the trend of the development of the times, and has important research value and
practical significance.

This article mainly elaborates from these aspects. First, it briefly explains what
virtual technology is and data mining. Then, the teaching mode of English translation is
elaborated. In addition, the application of decision tree algorithm in English translation
teachingmode is also introduced. Finally, regarding the application of virtual technology
in the English translation teaching model, a questionnaire survey was launched, and the
survey results and analysis conclusions were drawn.

2 Virtual Technology, Data Mining Methods and Teaching Mode
of English Translation

2.1 Virtual Technology

Virtual technology, with the help of computer networks, creates things that may or may
not exist in objective reality, and is used to simulate scenes or things that may or may
not exist in real life. At present, virtual reality technology has been widely used in
various fields. Virtual technology already possesses the new characteristics of modern
technology. It creates a real-time three-dimensional imageworld that reflects the changes
and interactions of physical objects.

It has strong interactivity and can make language translation work more convenient.
With the development of high and new technology such as computer network, com-
munication engineering, artificial intelligence, and its powerful functions, people have
conducted in-depth explorations in more fields of virtual reality. An important feature of
virtual reality technology is immersion and experience. It puts people in a virtual world
and produces immersive feelings that can improve people’s work efficiency and help
people to accomplish things that they could not do before [4, 5].
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2.2 Data Mining

Data mining is the use of effective methods to extract useful and potentially valuable
information from a large amount of incomplete, unstructured and semi-structured data
information. Through the analysis of the original variables and statistical related knowl-
edge, we can discover its inherent laws. The core of data mining technology is to unearth
potentially useful information, so in order to achieve this goal, it is necessary to clarify
what kind of original variables are being studied. Data mining technology is an inter-
disciplinary problem involving multiple disciplines and fields. It requires researchers
to classify and integrate complex information from multiple perspectives into practi-
cal value and effective decision-making methods. The implementation process of data
mining is shown in Fig. 1.

Data
selection

Data
preprocessing

Data
conversion

Data
mining

Interpretation and 
evaluation of results

Fig. 1. The process of data mining

Data mining technology has its unique advantages in all aspects. First, it has strong
applicability and high excavation efficiency. It can also reduce labor costs, improve work
efficiency and productivity, so as to solve practical problems. The second is high flexibil-
ity and predictability. Through the use of these characteristics, the hidden relationships
and rules can be found well, so that things can be predicted and analyzed, and then con-
clusions can be drawn. The third is strong operability. Ability to apply different types of
knowledge points in different fields to deal with problems. But it requires professionals
to be familiar with computer technology and related theories to get a solution [6, 7].

2.3 English Translation Teaching Mode and Research Status

The teaching model represents the integration of teaching philosophy and teaching prac-
tice. The formation of teaching mode also involves factors such as teacher composition,
student combination, teaching conditions and evaluation. In the process of transfor-
mation, China’s translation teaching model has mainly experienced these modes: the
traditional translation teaching model, the translation teaching model after the transfor-
mation of the roles of teachers and students, the translation teaching model of multime-
dia computer-assisted teaching, and the integration of multiple disciplines and multiple
perspectives translation teaching model.

The traditional English translation teaching model in China, whether it is a teaching
model centered on translation skills, a teaching model centered on translation theory,
or a teaching model combining the two, is that teachers dominate and students learn
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passively, and the teacher introduces some translation theories and techniques, arranges
relevant exercises, and students practice translation after class to achieve the purpose of
consolidating theories and strengthening skills. This traditional teaching model, which
emphasizes the text itself, ignores the interference of the learning subject and non-verbal
factors, has a strong empiricism. Although this method allows teachers and students to
communicate and interact, enhance the relationship between teachers and students, and
improve classroom efficiency, it cannot solve the problem of language understanding
well [8, 9].

At the same time, under the influence of structural linguistics, traditional English
translation teaching focuses on the analysis of morphology and syntax. On the basis of
comparing the grammatical structure of the language, teaching translation skills such as
the order of English toChinese. Translation education has thus changed froma traditional
teaching method that focuses on smaller language units to a macro translation teaching
method that emphasizes language, function, cognition and culture. For students, the
teaching method that pays attention to the language microstructure of words, phrases,
sentences, etc. cannot be ignored.

At present, China’s translation teaching models mainly include these types of mod-
els. First is themissionmode. In this mode, the teacher does not directly pass the learning
content to the students, but assigns tasks so that the students will gradually feel the learn-
ing content when performing the tasks assigned by the teacher. The student completes the
homework, and the teacher provides feedback and feedback when the student completes
the homework. Second is the situational teaching model. The situational teaching mode
requires that it be separated from the traditional translation teaching and carried out in
a real situation, and the simulated environment covers all aspects of social life. Third is
he teaching mode under the multimedia and network environment. Taking advantage of
the large storage capacity of the multimedia network, a translation database is created
so that teachers can access various resources at any time. Multimedia technology can
also record the results of each student stage so that teachers and students can test the
effectiveness of their teaching and learning [10, 11].

2.4 Application of Decision Tree Algorithm in English Translation Teaching
Mode

In the field of data mining, decision tree algorithm is one of the commonly used tools to
classify and predict the researched matter. Decision tree algorithm has the advantages of
high classification accuracy and simple generation model, which solves many problems
in practical applications. Data mining, using its advantages in mining massive data,
crawls a large number of English resources, including various network information
resources and multimedia materials, and then obtains valuable information. In addition,
by analyzing frequently used English translation vocabulary, sentence segments, etc.,
students can improve their understanding of teaching content and increase their interest
in learning; and through corresponding technical means, students can strengthen their
training in English translation [12, 13].
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When the decision tree algorithm selects branch attributes on the root node and each
internal node, the information gain is used as a measure. First, calculate the expected
information of the data set, the calculation formula is as follows.

U (m1,m2, · · · ,mn) = −
n∑

g=1

O
(
dg

)
log2

(
O

(
dg

))
(1)

Then, the information entropy is calculated, which is later used to calculate the
information gain.

F(Be) =
w∑

r=1

m1r + · · · + mnr

total
U (m1r, · · · ,mnr) (2)

U (m1r, · · ·mnr) = −
n∑

g=1

Ogr log2
(
Ogr

)
(3)

Finally, calculate the information gain when Be divides the data set.

Gain(Be) = U (m1,m2, · · · ,mn)− F(Be) (4)

Among them, M is the node, d is the category, w is the number of different values,
X is the data set, mgr is the number of samples belonging to the category dg in Xr, and
Ogr is the proportion of the data samples of the category gr in the subset Xr Proportion.

3 Questionnaire Survey on the Application of Virtual Technology
to English Translation Teaching Mode

3.1 Questionnaire Design Process

The questionnaire survey selected 90 teachers and students fromCUniversity of Foreign
Languages. Through the issuance of online questionnaires or paper questionnaires, the
collection and quantitative analysis of the information filled in by users are carried out
to draw conclusions of the questionnaire.

(1) In the preliminary preparation of the questionnaire, the number of questions
should be as concise as possible to avoid fatigue of the interviewees.

(2) Questionnaire distribution. The questionnaire is distributed through online ques-
tionnaires, on-site questionnaires, and inviting friends to help ask friends and students
around them to fill in the questionnaires. A total of 90 questionnaires are distributed, 90
valid questionnaires are returned, and the questionnaire recovery rate is 100%.

(3) Questionnaire analysis. The collected questionnaire information will be sorted
out and the required information data will be obtained. Analyze the results of the ques-
tionnaire. The analysis results include the opinions of teachers and students on the appli-
cation of virtual technology in English translation teaching mode. Some of the results
obtained from the questionnaire are as follows.
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3.2 Questionnaire Survey Content

The first part is the selection of 90 teachers and students from C University of For-
eign Languages. The interviewees are divided into English translation teachers, English
translation students and non-English translation students according to their occupations
and majors, and their application of virtual technology to English translation Investigate
opinions in the teaching model.

The second part is to sort out the information collected in the questionnaire and
understand the opinions of 90 citizens on the application of virtual technology to English
translation teaching mode. Part of the questionnaire survey results are as follows.

4 Questionnaire Survey Analysis on the Application of Virtual
Technology to English Translation Teaching Mode

In this questionnaire survey, 90 teachers and students from C University of Foreign
Languages were selected, and the respondents were divided into English translation
teachers, English translation students, and non-English translation students according to
their occupations and majors. A questionnaire survey of opinions applied in the teaching
model of English translation. The survey results are shown in Table 1.

Table 1. Attitudes toward application of virtual technology in English translation teaching mode

Project English teacher Students of English translation
major

Students of non-English
translation major

Very helpful 11 12 9

Helpful 9 8 11

General 8 7 9

Not helpful 2 3 1

As can be seen from Fig. 2, regarding the application of virtual technology to the
teaching model of English translation, among the 90 interviewees, 32 people said it was
very helpful, 28 people said it was helpful, and only 6 people said it was not helpful.
It can be seen that most of the interviewed teachers and students believe that virtual
technology has played a certain auxiliary role in the development of teachers’ teaching
work and students’ English translation training, and has certain application value to the
teaching mode of English translation.
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Fig. 2. Attitudes toward application of virtual technology in English translation teaching mode

5 Conclusion

From the current point of view, there aremany problems in the existing teachingmethods
of English translation, which are mainly manifested in: teachers cannot grasp the content
of textbooks in a timely and effective manner, lack the ability of independent innovation;
learning time is short, which makes it difficult to keep up with the development require-
ments of the times, etc.. It is difficult for students to learn because of the single language
types and simple expression methods used in the traditional teaching mode. With the
help of virtual technology and data mining methods to solve these problems, it is feasi-
ble and operable, which can not only make English translation easier to understand, but
also improve teaching efficiency to a certain extent. Therefore, this article uses virtual
technology and data mining methods to conduct a preliminary discussion and research
on the teaching mode of English translation, which has certain research significance and
value.
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Prediction Algorithm of Music Trend Based
on Neural Network
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Abstract. Predicting music trends can allow users to understand current music
trends, experience music and artistic atmosphere, and cultivate sentiment. The
purpose of this article is to study amusic trend prediction algorithmbased onneural
network. Explain the advantages ofBPartificial neural network in predictingmusic
trends. For themonthly, weekly, and daily goldenmusic rankings of popular trends
on the Ali music platform, the BP artificial neural network is used to predict
the monthly, weekly, and daily playback volume. The selection of features is
done through the artificial neural network BP model, the number of hearings
and the average error rate of prediction. The average relative forecast error is
5.1%. Next, we compared the results of three methods to predict music trends: BP
neural network model, quadratic exponential smoothing and ARIMA model. The
experimental results show that the BP neural network algorithm can predict the
development trend of data more accurately than other algorithms.

Keywords: BP neural network ·Music popular · Popular trend · Prediction
algorithm

1 Introduction

Music has undergone a huge transformation from traditional vinyl records to cassette
music storage formats to CD storage and digital MP3 music storage, and music files
have also evolved from self-storage to network storage [1, 2]. With the development of
the Internet, the old music forms have gradually disappeared, and online music forms
have become more and more common, and various music data related to them have
also been created, such as downloading, listening, and commenting [3]. At the same
time, Internet music users put forward higher IQ and personalized requirements for their
music platform experience. How to better use various online music data services for
music users is also a research hotspot [4, 5].

In recent years, due to the upsurge of neural networks and deep learning, many
scholars have begun to apply it to prediction [6]. Some scholars have proposed a stock
trend prediction method based on the convolutional neural network (GC-CNN) model
of graph convolution features, which considers both stock market information and indi-
vidual stock information [7]. Specifically, an improved graph convolutional network
(IGCN) and a dual CNN are designed to construct GC-CNN, which can simultaneously
capture stock market features and individual stock features. Six randomly selected Chi-
nese stocks were used to prove the superior performance of the proposed GC-CNN
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method. Experimental analysis shows that the method based on GC-CNN is superior to
several stock trend prediction methods and stock trading strategies. Some scholars also
showed a new method of Bitcoin trend prediction based on one-dimensional convolu-
tional neural network (1D CNN) model [8]. First, they proposed a method to construct
a useful data set that takes into account social media data, a complete blockchain trans-
action history, and many financial indicators. In addition, they proposed a cloud-based
system characterized by an efficient distributed architecture, which allows us to use
the above methods to collect large amounts of data to build thousands of different data
sets. Using historical Internet music data, it is of great significance to study music trend
prediction based on BP neural network [9].

This article introduces the source and research significance of music popular pre-
diction, explains the main work and contribution of this article, and combines the orga-
nization structure of the thesis. The experimental data set comes from Alibaba Cloud
Music Platform. Combined with the BP neural network algorithm, a new music trend
prediction model is established, which can obtain accurate prediction results. According
to the user’s historical reproduction data, by predicting the number of songs that the
artist will play in the target time, they recreate the artist who will become the trend, so
that they can achieve precise control over the trend within a period of time.

2 Research on Prediction Algorithm of Music Trend Based
on Neural Network

2.1 BP Neural Network

Neural network is a mathematical algorithmmodel that simulates the behavior of animal
neural networks to process score information. The BP neural network is a multi-layer
power supply network trained by the inverse error multiplication algorithm, and the
optimization of the network weight factors has obvious characteristics [10, 11]. If the
input and output are known, and themechanism of extracting output from the input is not
clear, the unknown process between entry and exit can be regarded as a “network”; and
the entrants and exits of the network can be selected from the sample set to correspond
to The sample is used as a “train” on the Internet. The input samples should be processed
from the input layer, hidden layer and output layer [12]. When the exit is inconsistent
with the ideal exit, the network enters the feedback process and uses the error between
the two to adjust the weight between nodes to the ideal error level. After the training,
when the network operator is provided again, the network will be produced according
to the weight after the training.

The BP neural network algorithm is simple and the source is clear. It can identify
samples of unstable factors or lack of factors, andmatch a large amount of input informa-
tion. After learning, the indirect characteristics and rules of the sample can be assigned
to the weight of the neural network connection. Even if some connections are wrong,
the efficiency of the network will be slightly reduced, and the accuracy of learning is
also high. After training, the analysis rules automatically derived from the network have
strong nonlinear generalization ofmapping and generalization, which can be used to pre-
dict unknown things. However, in practical applications, BP networks also have some
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shortcomings, such as slow convergence, the choice of network structure and learning
parameters also directly affect the ability to ensure convergence at the global minimum.
Impact on network model optimization. These parameters are usually determined based
on experience or the size of the error. Therefore, the training of the network has a certain
degree of randomness and redundancy.

2.2 BP Artificial Neural Network Music Trend Prediction

BP artificial neural network can achieve fuzzy approximation of the nonlinear rela-
tionship between input and output. The combination of the S-shaped logarithmic or
tangent activation function of the artificial neural network and the linear function makes
it possible to simulate any non-linear relationship, and continuously explore the causal
relationship between the input and output of popular music historical data, which can
simulate popular music well. It is in a dynamically changing nonlinear system. In view
of the fact that neural network data cannot achieve human-computer interaction, under
the existing network technical conditions, it can be compensated by sufficient sample
data, and when the characteristics of the problem and the number are transformed, the
existing theory can be combined with MATLAB’s The function function is designed to
minimize the loss of information.

Neural network canmake diversified predictions through self-programming inMAT-
LAB. On the one hand, the neural network can regulate the value range in the prediction
process by adjusting the training function category and the number of hidden layers
in the program design. On the other hand, the artificial neural network can be realized
by MATLAB. The characteristics and numbers of the actual problem are transformed
through the conversion of input and output models, and the prediction problems that
need to be solved through self-programming are explored. The learning samples can be
predicted in the program according to actual needs. As a result, the design is easy to
achieve the comprehensiveness of popular music prediction. In addition, the establish-
ment of popular color prediction system and the development of application software
are the inevitable trend of popular music prediction work.

3 Investigation and Research of Music Trend Prediction Algorithm
Based on Neural Network

3.1 Data Collection

This article uses the music data of the Ali music platform for half a year as the original
data, and then further processes these data to form a new data set, and then predicts from
the perspective of regression prediction and time series prediction respectively, so that
the singer’s song is in the next Predictive study of the total number of broadcasts in the
time period.

The data mainly contains the manipulated information of the song and the informa-
tion of the singer to which the song belongs. The attributes included in the table are the
song number, the account number of the singer corresponding to the song, the release
time of the song, the initial number of songs played, the language of the song, and the
gender of the singer.
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The timestamp corresponding to the play_time attribute provided in the data set
in this article can be accurate to the hour. For example, the timestamp 15688549 will
be converted into a normal date format of 2021-10-30, 8:0:0, and the date value of
2021-10-30 is It is also provided in the collection_time attribute.

3.2 Evaluation Index

The error sum of squares used in this experiment is mainly used to measure the degree
of fit of the quadratic exponential smoothing method, autoregressive moving average
model, and BP neural network model for nonlinear fitting. The squared error is shown
in Eq. 1:

E =
∑n

i=1
(yi−yi
∧

)2 (1)

In formula 1: E is the error sum of squares, Yi is the i-th actual observation value,
and n is the number of observation values.

This experiment needs to predict the daily audition volume of the artist’s songs,
and the average relative error can be used to see the effect of the prediction simply and
clearly. The average relative error is shown in Eq. 2:

E = 1

n

∑n

i=1

∣∣yi − yi
∧∣∣
yi

(2)

In formula 2: E is the average relative error, Y is the i-th actual observation value,
and n is the number of observation values.

4 Investigation and Analysis of Music Trend Prediction Algorithm
Based on Neural Network

4.1 Building a Neural Network Model for Predicting Music Trends

When constructing the neural networkmodel for the audition volumeof the artist’s songs,
the number of input neurons is 28, the number of output neurons is 1, the number of hidden

Table 1. Average error rate between predicted output and actual output

Time date Average error rate

1–5 4.2%

6–10 5.7%

11–15 3.9%

16–20 6.6%

21–25 4.7%

26–31 5.5%
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layer neurons is 6, and there is only one layer of hidden layer neurons. Constructing this
algorithmmodel and predicting the artist’s daily audition volume of songs from October
1, 2021 to October 30, 2021 are shown in Table 1.

The above table records the output of the neural network algorithm from October 1,
2021 to October 30, 2021, the actual amount of audition of artist songs, and the average
error rate of prediction. The average relative error of prediction is 5.1%. The bar graph
that can be drawn based on the predicted data and the average error rate of the actual
data in the above table is shown in Fig. 1:

Fig. 1. Average error rate between predicted output and actual output

As can be seen from the above figure, the neural network can simulate the devel-
opment trend of things to a certain extent when using the neural network algorithm to
predict, and even some small data fluctuations can be predicted by the algorithm. The
prediction error mainly depends on the training effect of the neural network model train-
ing data, the selection of factors influencing the amount of audition of artists’ songs, and
the number of hidden neurons.

4.2 Comparison of 3 Prediction Algorithms

The preliminary screening method selects 5 artists, and uses the quadratic exponential
smoothing method, the ARIMA model and the neural network algorithm to predict the
amount of the artist’s song audition from October 1, 2021 to October 30, 2021. The
predicted average relative error rate is shown in Fig. 2:
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Fig. 2. Error comparison of experimental results

Since the prediction is the daily audition volume of artist songs fromOctober 1, 2021
to October 30, 2021, there are 15 data in total, and the predicted time period is slightly
longer, so the prediction effect is not very good. From the average value obtained in the
above table, it can be seen that the prediction accuracy is the highest when using the BP
neural network model.

Observing the line chart of the song audition volume of the artists from October 1,
2021 to October 30, 2021, and comparing them with the prediction results of these three
algorithms, the following conclusions can be drawn:

Using these three prediction algorithms can predict the next stage of the artist’s song
audition to a certain extent. But sometimes the prediction effect is that the quadratic
exponential smoothing method is the best, sometimes the ARIMAmodel is the best, and
sometimes the neural network algorithm model is the best, and no one algorithm can
completely exceed the prediction results of other algorithms. But in general, the overall
prediction level of the neural network algorithm is higher than the other two prediction
algorithms; the use of the quadratic exponential smoothing method can find a linear
function based on the past data to predict the future data. If the actual development trend
of the predicted data is relatively stable and the fluctuation is small, the accuracy of the
algorithm’s prediction is relatively high. On the contrary, if the fluctuation of the data
is relatively large or the data has no long-term development trend, it is easy to cause
relatively large prediction errors, and the prediction isThegreater the distance, the greater
the error; when using the quadratic exponential smoothing method for forecasting, the
predicted value can only change along one trend. However, when using neural network
algorithm to predict, it can reflect the various trends of the predicted value in a certain
period of time. When the ARIMAmodel is used for prediction, the predicted value may
show periodic trend changes due to the parameters of the model; compared with these
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three prediction algorithms, the time used by the neural network model in the prediction
time far exceeds the other two algorithms time. From the perspective of the development
trend of prediction results, neural network algorithms can predict the development trend
of data more accurately than other algorithms.

In practical applications, the BP neural network model, the quadratic exponential
smoothing method and the ARIMA model can be used in combination to predict data.

5 Conclusions

In recent years, the application of neural networks in the field of prediction has gradually
attracted attention, and there have been some gratifying explorations. This article is
a research on the popular trend prediction of Ali music platform, mainly based on
the characteristics of the music platform in the early stage to predict the amount of
music played in the later stage. The content of this article can be divided into four
parts: introduction, related algorithm description, feature selectionmodel establishment,
experiment and comparative analysis. The popular trend ofmusic ismainly due to various
uncertain factors before and during music playback. Because the internal relationship
between the influencing factors is not clear, and the influencing factors are large in
dimension, this article applies the latest popular BP artificial neural network to In the
music trend forecasting, the music trend forecasting neural network is established, and
the training model is adjusted to adjust the parameters to predict the music trend.
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Abstract. With the development of the times, the increasingly mature digital
painting technology has brought us into a new era of computer graphics. Digital
painting, which inherited the spirit of traditional painting art, quickly entered
the commercial market with its high efficiency, high expressiveness, and high
tolerance, and supported each other with other digital visual arts, opening up a
broader space for development. The geometric position transformation of a given
digital painting can produce some interesting visual effects, which can profoundly
affect the overall form and content of the digital painting. This article aims to study
the application of panoramic image splicing technology inmodern digital painting.
On the basis of analyzing the classification of digital painting, the characteristics
of digital painting and the basic theory of image splicing, in order to further
confirm the application of panoramic image splicing technology in modern digital
painting. The feasibility of this article is to verify the feature matching algorithm
in panoramic image stitching technology. The experimental results show that the
overall performance of the Delaunay grid feature matching algorithm is the best,
with small fluctuations and low mismatch rate.

Keywords: Panoramic image stitching technology · Modern painting · Digital
painting · Feature matching algorithm

1 Introduction

Art and scientific skills are two different forms that enable people to know themselves
and reflect the entire objective world. The power of social progress based on science
and technology can be achieved through extensive use and integration with other human
societies [1, 2]. The mutual penetration of science and art has promoted the development
of my country’s culture and art and the revolutionary innovation of its forms. Technology
has become an important carrier of contemporary social and cultural exchanges and
contemporary artists’ global intellectual and cultural exchanges, thus bringing a new
way of thinking to contemporary artists’ creation [3, 4].

The extensive application of panoramic image splicing technology in the devel-
opment of digital painting art has differentiated traditional painting forms and digital
paintings from each other, and has produced and developed an artistic expression form
of panoramic image splicing-the art of panoramic image splicing [5, 6]. The extensive
use of digital technology in the practice of modern painting art is not only reflected in
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the materials and tools of painting, but also has an impact on the creativity and way of
thinking of artists, causing changes in the creative process and expression techniques
of painting, has produced a new type of artwork that is different from our traditional
painting art form [7, 8].

Based on the analysis of the classification of digital paintings, the characteristics of
digital paintings, and the basic theories of image splicing, in order to further confirm
the feasibility of panoramic image splicing technology applied to modern digital paint-
ings, this article analyzes the feature matching algorithm in panoramic image splicing
technology.

2 Application of Panoramic Image Stitching Technology in Modern
Digital Painting

2.1 Classification of Digital Paintings

(1) Classification according to the principle of image generation of digital painting

1) Bitmap
First of all, we can see through the idea that the basic unit of a bitmap is a pixel.
Pixels, also called pixels, are the basic part of the image we see on the screen.
When we look at the bitmap image under multiple magnifications, we can see
that it is actually composed of many small color blocks, each of these small
color blocks is a pixel, and the computer processes these points [9, 10]. Because
of this calculation method and the idea of displaying bitmaps, its advantage is
that it is easy to modify and create. It is a good idea to modify some color
patches immediately. In addition, it can also create very sensitive images. If the
artist constructs the canvas large enough, the color change can be accurate to
every pixel.

2) Vector diagram
Vector graphics refer to images represented by geometric shapes based onmath-
ematical equations such as points, lines, and polygons. In addition to bitmaps,
another graphics mode. Although the bitmap creation function is very pow-
erful, it also has a big disadvantage, that is, it cannot be zoomed in or out,
because it consists of a certain number of pixels, so whether it is zooming in or
zooming out, it will cause pixel loss. When you enlarge an image, the number
of original pixels in the image is obviously not enough, so the computer will
automatically copy the original pixels to enlarge it, but this mechanical copy
and enlargement of pixels in equal proportions will cause the image to be obvi-
ous. It is not clear, there are jagged small squares [11, 12]. The vector diagram
counteracts this problem well. Vector graphics do not record and calculate the
color value of each pixel to form an image, but divide the image into geometric
shapes one by one, and divide these geometric shapes intomathematics. Record
and calculate the equation in the table so that no matter how many times the
image is enlarged or reduced, the image is always clear, because the equation
is constant, but the value is modified. Therefore, this creative method is very
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common when designing large-scale advertisements and making huge posters.
However, due to image segmentation and complex calculation methods, it can-
not be used for very detailed creation. It is generally based on large pieces of
paint, graphics, etc., which is very inconvenient for detailed painting. In addi-
tion, its creative process is far from traditional painting creation. Therefore,
when creating digital paintings, artists will use a combination of bitmaps and
vector graphics.

(2) Classified according to the composition of the painting space

1) Two-dimensional plane creation method
The so-called two-dimensional graphic creation methodmeans that the creative
concept is creation from level to level, that is, the creator starts with the method
of creating a plane, and the final creation is also a plane artwork. It is char-
acterized by easy creation, and the process is much simpler than 3D creation.
Most digital artists prefer this method of creation. Because this way of creation
makes them feel more free and relaxed, they can understand the inspiration of
creation more quickly. But its disadvantage is that it is very difficult to create
3D multi-angles, and the spatial accuracy is not high.

(3) Three-dimensional creation method
The 3D creation method refers to the use of some 3D creation software to create a
3Dmodel on the computer, and then through the design of the model, adding virtual
lights, adding the scene, and outputting a virtual photo in the following form. In
a 2D image or video. His idea is from three-dimensional to two-dimensional. Its
advantage is that when creating a model, you can use the existing model to capture
and design multiple angles, multiple scenes, and different actions. When creating
large-scale, multi-angle and digital paintings, movies and TV, you can save a lot
of work and make the effect more realistic. But there are also disadvantages, that
is, the initial modeling process is very time-consuming and consumes energy. This
method of creation is difficult to satisfy artists who need to quickly understand
inspiration.

2.2 Features of Digital Painting

(1) The virtuality and non-uniqueness of the way of existence
In some cases, some accidental factors in the project are difficult to control. How-
ever, digital painting has been subverted at this point, and the new way of creation
and dissemination is a breakthrough in art. It is created on the computer, the way
to save the work is virtual and can be copied infinitely. Therefore, every piece of
work we see is real, and every piece is a manuscript created by the author one by
one. It is no different from traditional paintings in terms of beauty, composition,
lines, colors, light and shadow.

(2) The creation process is convenient and quick
First of all, from the preparatory stage of painting, artists only need to use mouse,
hand-painting board, pressure-sensitive pen and other equipment to create their
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own creations on their computers, and they can truly achieve paperless painting. In
addition, it is worth noting that many painting software currently have functions of
erasing and modifying. This kind of button function is generally called the “regret
button” by some professional artists. As the name suggests, the “regret key” means
that when you make a mistake in a stroke, you can use the “regret key” to undo
and redo, so that the artist can explore art with confidence, without worries, and
break the irreversibility of traditional painting creation in the past, which greatly
reduces the cost of artistic creation. These functions are also another progressive
embodiment of digital painting.

2.3 The Basic Theory of Image Mosaic

(1) Image grayscale
Image gray-scale processing is the process of gray-scale processing an image. The
images we shoot generally have color information, because in the field of digital
image processing, most images only need grayscale images, and do not need images
that contain color information. Because grayscale images also have rich informa-
tion, including image edge information, image outline information and image tex-
ture feature information, and grayscale images occupiesmuch smaller storage space
than color images, which is conducive to image processing. The pixel value range
of the grayscaled image is between 0 and 255, which is simple and does not involve
color information.

(2) Image sharpening
Photos acquired through mobile phones and other photography equipment may
have disadvantages such as low resolution, unclear images, and blurred images. At
this time, image sharpening technology is needed to sharpen the edges of objects
in the image to change the blurry place. To be clear, and at the same time make
the image outline more clear. Image sharpening is mainly to enhance the contour
features of objects, including linear sharpening and nonlinear sharpening. Image
sharpening has been widely used in real life, including the sharpening of images by
mobile phone software, the sharpening of human appearance by the monitor, and
the sharpening of lesions by medical treatment.

(3) Image correction
When taking a picture, because the shooting device is not fixed or the shooting
device is shaken, the captured photo will appear tilted. The process of correcting
the tilted photo into a horizontal photo is called tilt correction. In order to merge
and merge the text image, this paper chooses the method based on Hough line
transformation to correct the skew of the text image, which makes the subsequent
text image mosaic and fusion more convenient.

3 Experiment

The extraction of feature points in digital painting registration needs to be able to extract
stable and high-precision feature points for the same object in different paintings when
the imaging conditions change. At present, the positioning accuracy of feature points by
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feature operators has reached the sub-pixel level. Therefore, the evaluation indicators
for feature point extraction mainly include the following three points: 1) the repetition
rate of point features extracted from overlapping areas; 2) extracted from paintings The
number of feature points; 3) The time consumed for feature point extraction.

The repetition rate characterizes the proportion of the feature points that can be
repeatedly extracted to all the extracted feature points,which is of great significance to the
application of geometric parameter recovery using the feature points in the overlapping
area. Repeatable feature points need to satisfy that the distance difference of feature
points after homography-based transformation is less than a certain threshold. Set the
feature point set of the reference image in the overlapping area as {A}, and the feature
point set of the image to be registered in the overlapping area is {B}, the homography
transformation matrix between the reference image and the image to be registered is H,
then the repetition rate of the feature extraction operator is defined as:

R = Size{(H ∗ A) ∩ B}
Size{A} (1)

Where Size{} represents the number of elements in the set, and Size{(H ∗ A) ∩ B}
represents the number of feature points in set A that have corresponding feature points
in B after H transformation. The repetition rate is an important indicator of the feature
point operator. The feature point extraction operator with high repetition rate has better
anti-interference performance against the environment, and the number of feature points
extracted is larger, and it can also reduce the matching error during subsequent feature
point matching.

In order to verify the feasibility of the algorithm in this paper, this paper will use the
classic SURF algorithm and the improved ORB algorithm and the BRAND algorithm,
and the matching algorithm based on the Delauay network and the filtering algorithm
based on scale clustering proposed in this paper for comparison and verification.

4 Discussion

After the performance test of the image feature point extraction operator. The three
feature extraction algorithms all have the ability to calculate themain direction of feature
points, and have good stability against interference such asmorphological transformation
and noise.

In Fig. 1, the abscissa is the interference added to the reference image, the maximum
value is normalized to 100, and the ordinate is the repetition rate of the point feature
extraction operator, which is the result of averaging the repetition rates of the five types
of interference. It can be seen from the figure that the BRANDextraction operator has the
best performance, while the ORB algorithm is in the middle, and the SURF extraction
operator has poor performance, mainly because after the feature transformation, the
number of feature points is greatly reduced and the repetition rate is reduced.

In order to verify the effectiveness of the image matching algorithm proposed in this
paper and the removal of false matching, for image feature extraction and matching, the
experimental results and information are counted as a table. According to the definition,
the recall rate of feature matching is calculated for comparative analysis.
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Fig. 2. Feature matching algorithm recall curvature

It can be found from Fig. 2 that the recall rate of the feature homogenization algo-
rithm decreases faster under the condition of large interference, and the grid matching
performance based on Delauney is the best, and the performance of the algorithm based
on scale clustering is reduced compared to that.

It can be seen from Table 1 that the feature point offset and mismatch filtering of
the traditional algorithm fluctuate greatly, and the matching algorithm based on scale
clustering has a small number of matching pairs, but the mismatch filtering effect is
obvious, the matching efficiency is high, and the feature Both the offset mean value
and the offset variance value are relatively low, and the matching performance is better.
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Table 1. Image feature matching result

Algorithm Mean value of
feature point
offset

Variance of
feature point
offset

Matching
logarithm

Logarithm of
mismatch

Feature point
distribution
uniformization
algorithm

107.626 2322.481 1158 61

Matching algorithm
based on scale
clustering

9.443 5.744 98 2

Feature matching
algorithm based on
Delauney grid

19.422 59.688 360 6

Based on the Delaunay grid feature matching algorithm, the overall performance is the
best, with small fluctuations and low mismatch rate.

5 Conclusions

The digital age has truly arrived, and the digital society has become the objective envi-
ronment for human survival today. The digital age has truly arrived, and the digital
society has become the objective environment for human survival today. Every time a
new art-related technology appeared in history, it inspired the original art to continue
to exist and develop with a new look. Today, panoramic image stitching technology
also introduces painting into fields that have not been explored before. All these new
technologies can be called ways to expand the language of painting and provide new
possibilities for the diversification and individual development of art.
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Abstract. With the development of science and technology and the improvement
of people’s quality of life, the demand for video image processing technology is
more and more extensive. Target detection and tracking in football game video
is a very challenging task. The complexity of its moving background and picture
makes football detection and tracking become the difficulty of image process-
ing technology. This paper aims to study the football game target tracking system
based on particle swarm optimization algorithm. Based on the analysis of the prin-
ciple of image preprocessing and target tracking, combined with particle swarm
optimization algorithm, a target tracking system is designed and implemented. In
order to verify the effectiveness of particle swarm optimization algorithm, this
paper takes a football game video on the Internet as a test sample to compare
the tracking effects of particle swarm optimization algorithm and classical target
tracking algorithm. The experimental results show that compared with the mean
shift algorithm, the particle swarm optimization algorithm in this paper has more
correct frames and better tracking effect.

Keywords: Particle swarm optimization · Football match · Target detection ·
Target tracking

1 Introduction

Video target tracking technology has always been one of the most hot research topics
in the field of computer vision applications, and has attracted widespread attention at
home and abroad [1, 2]. Video target tracking is a process of constantly guessing the
target orientation in the video through computer technology. Its main task is to identify
the target through each frame of the video and establish a trajectory for the target, so as
to finally locate the target [3, 4].

Nowadays,many researchers are committed to developing target tracking algorithms,
and the theory has made rapid progress. Although many innovations have been made,
there are still many challenges to target tracking. The characteristics of the algorithm
are affected by many reasons. At present, there is no algorithm that can meet the target
tracking in different video occasions. Therefore, the problems in specific application
fields often need to be solved according to the technical characteristics of specific appli-
cation fields. Some scholars summarized the current research progress in the field of
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target tracking, summarized the algorithms provided, introduced the characteristics and
studied the online learning methods [5, 6]. At the same time, he also believes that a
good target tracking system needs excellent robustness, adaptability and real-time. Some
researchers directly use the RGB element histogram to obtain the whole field informa-
tion. First, they separate the image to obtain the player’s position, then use the pattern
matching method and Kalman filter to track the players, and finally use the histogram
to deal with the occlusion of the players, which has poor computational stability [7, 8].
Other researchers use DPM detector to determine the individuals in the map, divide the
measured individuals into three groups, including team A, team B and others, finally
get the general probability results, and establish the conditional random field model [9,
10]. On the basis of fusing the coordinate data of multiple cameras, some scholars use
the pictures taken by multiple cameras installed on the game site, establish the observa-
tion mode through the strategy, and project it at the level of the game site. In this way,
a multi-modal two-way probability function is obtained, which represents all possible
situations of players on the court plane [11]. Some scholars also proposed a multi view
method based on SIFT feature for multi person tracking, and assumed that the future
ball game video is recorded by a high-resolution camera with multi view feature, so as
to provide a free online viewing experience. Accurate 3D player information can also
track the target more effectively, and use the 3D signals shared by all cameras to deal
with the occlusion problem. The scholar has shown through practice that the tracking
result is more accurate than the traditional sift method based on 2D signals. To sum up,
target tracking in football game video has achieved some results.

On the basis of consulting a large number of domestic and foreign references related
to target detection, combined with the principles of image preprocessing and target
tracking, this paper designs a target tracking system. The system mainly includes four
modules: target HSV feature extraction module, median filter module, target detection
module and target tracking module based on particle swarm optimization algorithm.
After realizing these four modules, this paper tests the tracking effect of the algorithm.

2 Research on Soccer Match Target Tracking System Based
on Particle Swarm Optimization

2.1 Image Preprocessing

(1) Image denoising
Image noise mainly affects the random signal formed in the process of image data
acquisition and image propagation, which is not conducive to human recognition of
useful signals. Noise can also be regarded as a multidimensional random process,
so a random process should be used to describe image noise. Image denoising is
also a key content in image preprocessing. Image smoothing or filter is also an
important technology to eliminate random noise in image.

(2) Morphological image processing
Morphology is the most common image processing task completed according to the
graphic characteristics of image processing. Because the morphological operation
uses the structured parameters of the input graph, it produces the output function
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of the same size. In morphological mode, if the eigenvalues of all level variables in
the output image are based on the contrast between the corresponding graphics in
the input image and its adjacent images. Then by determining the length and type
of neighborhood, a morphological method more sensitive to the special graphics in
the input image can be established.

The most basic morphological task is expansion and corrosion. Expansion is
to add pixels to the target boundary in the graph, while corrosion is to subtract
pixels from the target boundary. Adding or removing image features from an image
depends on the size and formof customparameters used to process the image.Under
the multimodal magnification and erosion model, the characteristics of all pixels in
the output image are defined by the standards of corresponding and adjacent images
in the input image. The standard of image processing is to define the expansion or
corrosion in the operation.

2.2 Principle of Target Tracking

(1) Establishment of target model
Because the motion of the target can not be accurately estimated and predicted,
the approximate estimation method is used to establish the target model. Target
motion can be divided into two modes: constant speed and variable speed, as well
as linear and nonlinear modes. Various possible situations need to be considered
when building the target model, which is usually called global statistical model.
However, this global statistical model meets all requirements, and in some cases,
its adaptability or accuracy is not high. Therefore, the research on the dynamic
characteristics of the current time is gradually carried out to predict the next time
of the target. The model based on this idea is called “current” statistical model.

(2) Target detection method

1) Based on the color information method, the color information of the target
information is measured to obtain the target color features. RGB, HSI, HSV
and other color spaces are widely used in image processing. Among them,
RGB is the main color space, which can be converted to other color spaces. In
practical application, the color histogram model can be created by collecting
the color information to be tracked, because color is the most intuitive, visible
and reliable feature of image shape, color and texture. At the same time, target
tracking often uses the target color histogram as the important information of
detection, because the change of target size, direction and speed will not have
a great impact on the target color.

2) The method based on pattern matching is to create a set of patterns through the
prior knowledge of the tracked object, and calculate the correlation or difference
between the fixed template and the candidate image region in the image space
to identify the tracking target.

3) Based on the statistical learning method, different learning statistics or neural
network methods are used to prompt the characteristics of the target, and dif-
ferent clusters are formed in the image space to receive the target. The target
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recognition method based on neural network uses the learning and classifica-
tion ability of neural network for feature extraction and target recognition. Input
more correct samples and modify the parameters of the neural network algo-
rithm so that the samples can be correctly identified when inputting specific
samples.

(3) Target tracking method

1) Centroid tracking
When the target image is regarded as a thin sheet with uniform density dis-
tribution, the center of gravity of the thin sheet is the centroid of the target
image. The centroid is usually a point in the center of the target graph. Even
if the azimuth of the target changes, the displacement change at this point is
quite small, which makes the centroid tracking method more stable. Because
of its strong clutter suppression ability, this method is widely used in the field
of target tracking.

2) Center of gravity tracking
The center of gravity, also known as the center of mass of an object, is the center
of the static moment of matter on a certain axis. Assuming that the target image
is regarded as a thin plate object with inconsistent mass density, and the gray
value of each pixel in the target image is defined as the mass density of each
point in the target image, the increase of centroid can be estimated by centroid
definition method.

3) Edge tracking
There are several ways to select tip tracking points. It can take two edges,
such as edge turning points or prominent corners, left and right edges, or top
and bottom points. The edge monitoring method is simple and easy to apply.
However, this method requires the contour of the target to be clearer and more
stable. The holes and gaps in the image will make the stop of the tracking point
unstable. Therefore, edge tracking will be greatly affected by noise.

4) Match tracking
Matching tracking requires a “standard” a priori target andwill be detected in the
tracking track. In the process of tracking, the target region must be determined
first, and the target attribute extracted from the target region is the next attribute
vector. For example, you can select the gray value or histogram of the target
area. In each subsequent image frame, each region of the image is searched to
find the position most similar to the target, that is, the target is considered.
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3 Experiment

3.1 Extract Target HSV Feature Module

RGBmodel is themostwidely used colormodel, whichmay be consistentwith the strong
perception of red, green and blue by human eyes, but it is not suitable for the intuitive
interpretation of color. HSV model uses shadow and saturation, and the description
of objects with values is more in line with the intuitive perception of human vision.
Compared with RGB model, the correlation between each channel in HSV model is
very small. Therefore, this algorithm obtains the target attribute vector by exporting
HSV attributes.

3.2 Median Filter Module

Because the collected video image is inevitably accompanied by some noise interfer-
ence, the noise reduces the image quality, blurs the image, and even drowns the feature
information, which brings difficulties to the subsequent image processing and analysis.
Therefore, median filtering aims to improve image quality and derive image features. In
view of the large amount of data required by median filtering and the need of repeatedly
using data, the same function can be applied to each pixel in the image. The algorithm
is one of the most time-consuming links in the system and affects the running speed
of the system. Therefore, this design adopts grouping comparison technology, avoids
many comparison functions, and reduces the area and energy consumption of the design
module.

Median filter replaces the value of a point with the median of all points near a point.
This neighborhood is generally called window. In median filter image processing, we
must first select the window w containing odd even point values, scan the window on the
image, arrange the values contained in the window, and finally obtain the intermediate
value as the node chromaticity value, so as to reduce the noise in the image. The median
filter can be expressed by the following formula:

g(x, y) = median{f (n− k,m− 1)} (1)

Where g (x, y), (m-k, n-1) is the chromaticity value of the pixel.
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3.3 Target Detection Module

(1) The gray converted video image is first filtered to remove noise. On this basis, the
original background model is established;

(2) Next, the background difference is created by using the current video image and the
updated background, and the background model is updated in real time according
to the result of the background difference, with the original background difference
as the initial reading;

(3) The difference is performed again by using the background difference value and
the threshold value, and the binary motion information is received according to the
difference result;

(4) Finally, the binary motion information is morphologically processed to further
connect the motion region;

(5) The moving target is segmented according to the motion deterministic algorithm.

3.4 Target Tracking Module

When tracking a moving target, it is very sensitive to the factors of the target itself and
the environment. The size and shape of the moving target, whether the target is rigid
or non rigid, whether the target is deformed, whether the target is moving smoothly or
violently, whether the target background is simple, whether the camera is stationary or
moving, whether the tracking target is single or multiple tracking, etc. The gray features
of the image are highly stable and have little effect on the distortion or rotation of the
target. Therefore, when acquiring the target template, this paper uses the gray feature of
the image.

Assume that the gray level of the image is m (0-m-1). Generally, M is equal to 256,
a total of 256 Gy levels. The histogram function of the target template can be expressed
as follows:

q = {qu, u = 0, 1, ..., l − 1} (2)

qu = 1

n

n∑

i=1

δ[d(xi) − u], u = (0, 1, ..., l − 1) (3)

Where, d(xi) is the gray feature mapping function of points xi.
The specific target tracking process is shown in Fig. 1:
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Select tracking target

Get the target gray feature template

Predict the position of the target in the next frame

Select search area

Particle swarm optimization to determine the 
best target center

Select observations to correct predictions

Fig. 1. Specific target tracking flow chart

4 Discussion

In order to verify the effectiveness of the algorithm, this paper takes a football game
video on the Internet as a test sample. The video is 40 min long and a total of 23645
frames. The mean shift algorithm is selected to experiment with the experimental data,
and the feasibility of the algorithm can be proved by comparing with the particle swarm
optimization algorithm in this paper. The experimental results are shown in Table 1.

As can be seen from Fig. 2, the accuracy of mean shift algorithm for football tracking
is 68.8%, and the accuracy of this algorithm is 90.4%. Therefore, compared with the
mean shift algorithm, the particle swarm optimization algorithm in this paper has more
correct frames and better tracking effect.
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Table 1. Tracking results of different algorithms

Method Total number of frames Track the correct
number of frames

Tracking accuracy

Mean-shift 23645 16275 68.8%

The algorithm of this
paper

23645 21373 90.4%
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Fig. 2. Tracking results of different algorithms

5 Conclusions

As a kind of video with a large audience, sports video has also attracted more and more
attention of researchers. Football game is the most concerned sports event, and there
is more and more demand for football video analysis and processing. In this paper, the
existing detection and tracking technologies are introduced and analyzed in detail, and a
target tracking system is designed combinedwith particle swarmoptimization algorithm.
After experimental verification, this algorithm realizes football tracking well.
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Fusion Technology
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Abstract. Humanabsorption refers to the process of inhaling air or carbondioxide
from the inside to the outside of the body. It is an indispensable main component in
human life activities. In nature, humans contact food through the lungs and inhale
gas and air from the body. When people enter the respiratory tract (including
skin, throat and other parts), they will cause dizziness to varying degrees; If not
handled timely and effectively, it may lead to death or even disease. However,
the blood released by breathing will contain a large number of free blood clots
and hemoglobin, resulting in the occurrence of hypoxia and poisoning of human
tissues and the increase of disability events. Therefore, based on three-dimensional
image fusion technology, this paper constructs the mathematical model of CT
respiratory slice. Firstly, this paper introduces the imaging principle of CT image
and the characteristics of the image, then constructs a three-dimensional image
fusion model and tests the error of the model. Finally, the test results show that
compared with the traditional algorithm, the proportion of matching point pairs
increases, and the registration error is less than that of the traditional algorithm.
In terms of running time, it proves the feasibility of this method.

Keywords: 3D image · Image fusion technology · CT respiratory slice · Phase
research

1 Introduction

CT technology uses computer to establish the three-dimensional structure of human
voice, blood oxygen saturation and air pressure. It can detect the breathing area of
human body in real time, and observe its position within the visual distance, so as to
determine whether there is lack of air in the respiratory slice. CT technology is more and
more widely used in the medical field, and its effect on disease diagnosis and treatment
directly depends on the image fusion algorithm [1, 2].

Many scholars have done relevant research on 3D image fusion technology. Some
scholars believe that respiratory slice refers to a characteristic section that can directly
contact the human body and form a specific shape and structure under the action of
a certain force. It is composed of multiple points and has the same section at different
positions, and these characteristic sections are irregular geometric figures, which contain
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a large number of complex and changeable and numerous, Therefore, it can be analyzed
and processed by computer software [3, 4]. Other scholars used three-dimensional com-
puted tomography to measure the wall thickness (WT) and airway area (AI) of the third
to sixth generation bronchus, and the percentage of low attenuation area of lung less
than - 950 Hu (% LAA). To evaluate the image quality of bone vascular fusion render-
ing (VR) images reconstructed by three-dimensional “black bone” magnetic resonance
imaging (MRI) based on steady-state acquisition cycle phase (fiesta-c) sequence and
time-of-flight magnetic resonance angiography (TOF-MRA) [5, 6]. The above research
has laid the foundation for this paper.

This paper will study the two-dimensional representation of moving and stationary
bodies by using machine learning system and establish the corresponding mathemat-
ical model. This method can quickly and accurately obtain the corner position of the
patient’s proximal intravascular respiration, so that the doctor can observe the surround-
ing environment of tumor disease from multiple angles, and provide an important basis
for surgical evaluation and decision-making.

2 Discussion on Constructing Phase of CT Respiratory Slice Based
on Three-Dimensional Image Fusion Technology

2.1 CT Image

2.1.1 Imaging Principle

CT is the abbreviation of computed tomography, which also represents computed tomog-
raphy. It is an image reconstruction technology. The work flow can be summarized as
follows: first scan a structural longitudinal section of a three-dimensional object, and
then obtain the data of the structural cross section of the object. After obtaining these data
sets, then according to some mathematical principles, reverse calculation is carried out
to obtain the main parameters consistent with the cross-section structure of the object,
and finally restore the longitudinal section. By using display technology, the transverse
section of the object can be obtained in the main parameters. The image is a sectional
image on which various calculations are performed by the computer. This technology
is applied to the medical field. Although similar mathematical principles are applied to
image reconstruction, computed tomography is also divided into different types accord-
ing to different sources and attribute (i.e. physical principles) parameters constituting
image reconstruction. Due to different physical principles, the functions and application
fields of these CT, such as CT, mrt-ct, r-ct, u-ct, etc. are also very different [7, 8].

2.1.2 CT Image Features

The imaging principle of CT image is based on the gray information represented by
various human tissues (including normal and abnormal tissues) when absorbing X-
rays, that is, pixels (the basic unit of CT image). CT images scanned by different CT
machines have different sizes and pixel numbers [9, 10]. The smaller the pixel, the larger
the number, and the more detailed the image, that is, the higher the spatial resolution.
CT image is a sectional image obtained by computer scanning, but because different
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human tissues have different attenuation coefficients relative to X-ray, the gray value of
CT image is different. If the density of human tissue is high, the X-ray attenuation will
also increase, that is, the gray value of CT image will increase, otherwise the gray value
of CT image will decrease. According to medical regulations, if the CT gray value is
set to 0, the gray value of CT image is obtained by using the conversion method similar
to the temperature measurement unit according to this standard, and the unit is Hu. In
other words, CT value is the relative density of human tissue, expressed in H, and its
calculation formula is as follows:

H = 1000× u− uH2O

uH2O
(1)

2.2 CT Respiratory Slice Image Preprocessing

Pictures are also themainmeans of information visualization. Through amedical picture,
it can bring auxiliary inspection and processing signals to medical personnel intuitively
and vividly. In particular, experienced radiologists and clinicians can get a lot of useful
information from this picture. However, due to the influence of many factors such as
image equipment and acquisition conditions, the original image generated from the scan-
ning device can also produce the decline of image quality and even artifact phenomenon.
This leads to the inability of quantitative evaluation of image quality inmedicine [11, 12].
Therefore, the main task of post-processing medical images with electronic computers
is to improve the signal-to-noise ratio of captured medical images, that is, to improve the
image quality. It eliminates the noise and influence in the image, highlights the range or
boundary of the object of interest, and is applied to edge extraction and image segmenta-
tion, which lays a foundation for further division and reconstruction. The main purpose
of preprocessing is to obtain volume data field with good three-dimensional visualiza-
tion effect by using advanced two-dimensional image processing technology. Effective
preprocessing and tissue separation is an important guarantee to accurately reveal the
internal structure of human tissue and lesion information through three-dimensional
image processing and fusion.

Compared with ordinary images, medical images have inherent fuzziness and non-
uniformity. Medical image processing refers to the process of extracting, analyzing and
studying the biological features containing targets by using computer technology, and
transforming them into specific functional information. It includes image preprocessing
(i.e. appropriately cutting the original data to make it a digital signal with certain sig-
nificance and can be recognized. Therefore, preprocessing the collected medical image
data is an extremely important task.

2.3 Image Processing Method

For all pixels in the image, take a certain area as the central point, and replace the gray
value of the pixel with the weighted average of the gray value of each pixel in the area,
which is the neighborhood average method. The specific method is to select a square
area called window or smoothing mask, which is a two-dimensional weight array. The
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smoothing step includes dragging the window on the graph, and then Face the image in
the window and update its gray level through expression 2. After each image is scanned
once, the smoothing of the image is turned off. This is also the easiest way to smooth
the image in space. The general expression of the weighted average algorithm is:

g(x, y) =
k∑

i=−k

k∑

j=−k

w(i, j)f (x + i)(y + i) (2)

Where, (x, y) is the central element of the window; F (x + I) (y + J) is a pixel of a
noisy image; W (I, J) is the weighted value, and its window size is (2k + 1) (2k + 1).

2.4 3D Image Fusion Process

Window width and 
window level adjustment

Structure dataset

Extract isosurface

Scale down the image

Read pictures into Matlab

Image preprocessing

Read in CT slice image of 
human body

Image format conversion

3D reconstruction and 
display

Fig. 1. CT 3 D reconstruction process of images of respiratory sections
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Figure 1 is a three-dimensional image fusion process. The three-dimensional image
fusion of medical images involves using a series of two-dimensional sectional images to
reconstruct the three-dimensional imagemodel. Firstly, all the two-dimensional sectional
images required to form the three-dimensional model are read one by one in the PC.
Then convert the image format from DICOM format to BMP format to prepare for
VC processing. Process images in VC environment as needed. In order to speed up the
execution of the program, the size of the image, that is, the size of the matrix, is reduced
accordingly according to the hardware conditions of the computer. Then read the image
sequence into Matlab to prepare the structural data, and then all representatives of the
data set.

3 Experiment

3.1 CT Respiratory Slice Image Data Acquisition

The essence of 2D graphics visualization fusion technology is to decompose and pro-
cess the 2D data formed by these devices to obtain the spatial graphics of 3D objects.
The implementation is from two-dimensional to three-dimensional. First, we must deal
with the overlapping relationship between two-dimensional data and three-dimensional
spatial data. In fact, the number of volumes with three-dimensional spatial information
is a collection of two-dimensional tomography data composed of several continuous
sections. The results also show that in order to achieve better reconstruction effect, at
least nearly 100 cutting data are needed for reconstruction. The more original the data,
the better the 3D reconstruction effect. Finally, each pixel of these three-dimensional
images is filled with the two-dimensional image data. The more complete the image data
is, the more realistic the effect is, but the data processing takes time and the occupied
space will increase.

When selecting 3D image fusion data, we should not only reconstruct the complete
3D image under given conditions, but also consider the softwarememory and the amount
of calculation required in the reconstruction process. At most, as little image data as
possible can be extracted. Based on this amount, a satisfactory three-dimensional effect
can be reconstructed.

If the data from medical imaging equipment can be transmitted and managed on an
ordinary computer, the computer shall transmit and digital medical images in accordance
with DICOM specifications and convert them into corresponding data formats. The
standard communication protocol of medical equipment is an industry standard for
computer to computer communication of digital information and relatedmedical images.

3.2 Experimental Process

The three-dimensional reconstruction of respiratory slice CT image used in this work
is a fast three-dimensional modeling based on the MC algorithm of Mimics software.
Mimics software can process and convert large format two-dimensional scanned images
(such as CT and MRI images) on a personal computer, and create a three-dimensional
digital model for editing and processing. Import CT images in DICOM format into
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Mimics software. MICs software can directly read DICOM images. The converted CT
image will automatically generate three different views: upper left, lower left and lower
right. After importing the image, the direction is also set automatically. However, some
files must be manually defined to determine the orientation of the image. The model can
be positioned in six directions, namely up, down, left and right, front and back, which
are called up, down, left, right, front and rear in medicine. Because these three different
views have certain correlation, CT images can be located quickly.

4 Discussion

4.1 CT Respiratory Slice 3D Model Algorithm Error Analysis

Table 1 shows the error analysis data of this algorithm and traditional algorithm.

Table 1. Algorithm error data

The algorithm of this paper Traditional algorithm

Feature points 1856 2065

Matching points 1468 1658

Registration time/s 32.36 52.3

Registration error/cm 2.36 3.25

Storage format PCD PCD

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Feature points

Matching points

Registration time / s

Data 

Gr
ou

ps

The�algorithm�of�this�paper Traditional�algorithm

Fig. 2. Algorithm error comparison

Initializing from the template collection is critical to completing the shape. The
collection of 3D models similar to the input object can provide a rough estimate of
the overall shape of the approximate input image, and the elements of symmetry and
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visibility jointly limit the completed results to similar topology and geometry to the input
data,while reducing the input depth noisemode.Visibility constraints eliminate topology
errors, symmetry energy improves overall high-level consistency, and reduces artifacts
caused by visibility checking. As can be seen from Fig. 2, compared with the traditional
algorithm, the proportion of matching point pairs increases, and the registration error
is less than that of the traditional algorithm. From the perspective of running time, it
proves the feasibility of the method in this paper.

5 Conclusion

In recent years, with the progress of science and technology, three-dimensional imaging
technology has also been widely used in the field of medical and health care. Firstly, a
CT respiratory slice model composed of two images in fast two-dimensional fingerprint
is constructed by using CT and coherent synthesis principle. Then, according to the
analysis results, a simple, effective and intuitive visual measurement is established, and
the optimization results of this algorithm for 3D image fusion technology to construct
CT respiratory slices are obtained.
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Abstract. In order to realize the dynamic monitoring ability of the hitting point
for the tennis player in serving instant, thereby improving the serve quality of the
tennis player and guiding the improvement of the serve action, a dynamic image
monitoring method of hitting point for the tennis player in serving instant is pro-
posed based on multi-mode registration and key contour feature point detection.
Adaptive noise reduction processing is carried out on the dynamic image of hit-
ting point for the tennis player in serving instant, the feature point and contour
information of 3D hitting point’s dynamic image are extracted with Harris corner
detection method, and the instant hitting action of tennis player is reconstructed.
The envelope detection method is used for dynamic image’s multi-modal regis-
tration, and the key contour feature point detection method is used to reconstruct
and monitor the dynamic image of the instant hitting point of tennis ball. The
simulation results show that the proposed method is better in real time and high
accuracy in detecting the key feature points of tennis players, and the performance
of image recognition and reconstruction is improved.

Keywords: Tennis player · Serve · Dynamic image · Monitoring · Image
reconstruction

1 Introduction

Image processing technology has beenwidely used to guide themovement improvement,
and improve the effect of physical training. In tennis, it is necessary to accuratelymonitor
and extract the dynamic image of the hitting point for the tennis player in serving instant,
realize the 3D reconstruction of the dynamic image of hitting point for the tennis player
in serving instant, and improve the service quality and the attacking ability of serving.
The research on the dynamic image monitoring method of hitting point for the tennis
player in serving instant has a good application value in guiding tennis training [1, 2].

The 3D reconstruction and monitoring of the dynamic image of hitting point for the
tennis player in serving instant is based on the feature matching and texture rendering.
Combined with corner detection and dynamic image smoothing technology, the 3D
reconstruction of dynamic image of hitting point for the tennis player in serving instant
is realized. Traditionally, Scale Invariant Feature Transform (SIFT) feature matching
method is the main method for dynamic image monitoring of hitting point for the tennis
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player in serving instant. In addition, the traditionalmethods include edge contour feature
decomposition method [3, 4], support vector machine (SVM) method and sparse point
reconstruction method, etc. The real-time monitoring of dynamic image is not good,
and the output quality of dynamic image is not high [5]. In this paper, a dynamic image
monitoring method based on multi-mode registration and key contour feature point
detection is proposed. The dynamic image of hitting point for the tennis player in serving
instant is processed by adaptive noise reduction, and the dynamic image is registered
by envelope detection method. The key contour feature point detection method is used
to reconstruct and monitor the dynamic image of hitting point for the tennis player
in serving instant. Finally, the simulation experiment is carried out. This paper shows
the superior performance of this method in realizing the dynamic image monitoring of
hitting point for the tennis player in serving instant.

2 3D Template Matching and Dynamic Image Denoising of Tennis
Players’ Instant Batting Point

2.1 3D Template Matching of Dynamic Images of Tennis Players’ Instant Batting
Points

In order to realize the high-resolution monitoring of the dynamic image of hitting point
for the tennis player in serving instant, the characteristic analysis model of the dynamic
image is constructed. The 3D template matching method is used to detect the edge
correlation of the dynamic image of hitting point for the tennis player in serving instant
[6]. The pixel sequence distribution matrix of the dynamic image is:

D =
[

I2x IxIy
IxIy I2y

]
(1)

The dynamic scene feature matching method is used to extract the hitting point
for the tennis player in serving instant, the edge pixel feature components of the 3D
multi-modal dynamic image are obtained:

E(Tn) = 1

N

N−1∑
i=0

∥∥pi − Tn(g
′
i)

∥∥2 + τ · �(Tn) (2)

According to the distribution of the surface texture structure of the dynamic image,
the inverse weighting of the dynamic image of hitting point for the tennis player in
serving instant is obtained. The weighted function f (gi) is calculated as:

f (gi) = c1λ̃i

Nnp∑
j=0

ρj �υij∣∣�υij∣∣σ1 + ε
/

Nnp∑
j=0

ρj∣∣�υij∣∣σ1 + ε
(3)

The background difference component of 3D dynamic image of hitting point for the
tennis player in serving instant is obtained, and the RGB decomposition formula of the
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smooth region of the dynamic image is expressed as follows:⎧⎨
⎩
f (Gn) = a1 + a2x + a3y + a4z + ∑n

i=0 γiU (g′
i, pi)

g(Gn) = b1 + b2x + b3y + b4z + ∑n
i=0 θiU (g′

i, pi)
h(Gn) = c1 + c2x + c3y + c4z + ∑n

i=0 ωiU (g′
i, pi)

(4)

Where

�(Tn) = γ THγ + θTHθ + ωTHω (5)

According to the above model, the 3D template matching method is used to detect
the edge correlation of the dynamic image of hitting point for the tennis player in serving
instant, and the 3D template matching of the dynamic image is realized [7].

2.2 Image Adaptive Noise Reduction

In this paper, the dynamic image of hitting point for the tennis player in serving instant
is processed by adaptive noise reduction, and the feature points and contour informa-
tion of 3D dynamic image of hitting point for the tennis player in serving instant are
extracted by using Harris corner detection method. The texture feature segmentation of
the monitoring surface point scanning method of the dynamic image is carried out, and
the noise distribution function of the image is obtained as follows:

D(x, y, σ ) = (G(x, y, kσ) − G(x, y, σ )) ∗ I(x, y) = L(x, y, kσ) − L(x, y, σ ) (6)

Where

L(x, y, σ ) = G(x, y, σ ) ⊗ I(x, y) (7)

In the form, I(x, y) represents the dynamic image of hitting point for the tennis player
in serving instant is divided into blocks at (x, y), and the resolution coefficient L(x, y, σ )

of the dynamic image of hitting point for the tennis player in serving instant is expressed
as the pixel value G(x, y, σ ). The formula is as follows:

G(x, y, σ ) = 1

2πσ 2 e
− (x2+y2)

2σ2 (8)

By using the correlation detection method and adaptive noise reduction technique,
the gray pixel valueE(d(x, y)) of the dynamic image of hitting point for the tennis player
in serving instant is obtained. The sparse degree control function of the 3D monitoring
of hitting point for the tennis player in serving instant is expressed as follows:

Fd − d

dx
Fdx − d

dy
Fdy = 0 (9)

Where, Fd denotes the edge scale of the dynamic image of hitting point for the tennis
player in serving instant, and Fd denotes the noise distance of the mesh surface of the
dynamic image [8].
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3 Dynamic Image Monitoring Optimization of Tennis Players’
Instant Batting Point

Combined with the Harris corner detection method, the feature points and contour infor-
mation of the 3D dynamic image are extracted [9], the hitting action for the tennis player
in serving instant is reconstructed, and the original dynamic image of hitting point for
the tennis player in serving instant is filtered adaptively. The filter function is:

Gnew = (1 + μT )(1 + λT )Gold (10)

T (gi) = 1∑
k ωk

·
∑
k

ωk(gk − gi) (11)

Based on the Harris corner detection method, the feature points and contour infor-
mation of hitting point for the tennis player in serving instant are extracted [10], and the
information components of the dynamic action are obtained as follows:

L(a, bm) = log

( |V ||Vm ∩ Vn|
|Vm||Vn|

)
(12)

Multi-mode registration of the surface texture features of 3D dynamic image is
carried out, and the output is:

L(a, bm) =
∑

Vm∈Pres

∑
Vn∈Ptrue

|Vm ∩ Vn|
|V | log

( |V ||Vm ∩ Vn|
|Vm||Vn|

)
(13)

The average pixel set of the dynamic image of hitting point for the tennis player in
serving instant is:

xT = 1

T

T∑
i=1

xi (14)

x1, x2, x3...xT are the template matching set of each subblock, T is the pixel distri-
bution density. The statistical shape model of the dynamic image of hitting point for the
tennis player in serving instant is established, and the edge pixel set of 3D monitoring
image is:

F = p̃(x, y) = p(x, y)

(
v(x)

v(y)

)1/2

(15)

Where

p(x, y) = k(x, y)

v(x)
, v(x) =

∑
y

k(x, y) (16)

The asynchronous iterative updating method is used, the adaptive registration of the
dynamic image and the high resolution monitoring of the dynamic image are carried
out. Registration is used to reconstruct and monitor the dynamic image of hitting point
for the tennis player in serving instant.
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4 Simulation Experiment and Result Analysis

In order to test the application performance of the proposedmethod in the realizing high-
resolution monitoring image of hitting point for the tennis player in serving instant, the
simulation experiment is carried out, and the experiment is designed by Matlab. The
number of sparse points sampled from dynamic image of hitting point for the tennis
player in serving instant is 100, the regularization parameter of image matching is 0.23,
the smoothing operator of dynamic image monitoring is 1.24, and the fuzzy kernel
coefficient is 0.4. According to the above simulation environment and parameter setting,
the number of sparse points is 100, and the regularization parameter of image matching
is 0.26. Image monitoring simulation is taken, and the original image is shown in Fig. 1.

Fig. 1. Dynamic image of instant batting point of tennis player serving

The image collected in Fig. 1 is taken as the research object, the feature extraction
and dynamic monitoring image of hitting point for the tennis player in serving instant
are performed, and the result of the dynamic monitoring is shown in Fig. 2.

Fig. 2. Monitoring results of dynamic characteristics of tennis serve
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Figure 2 shows that the dynamic feature monitoring and the feature extraction of
hitting point for the tennis player in serving instant can be realized effectively by using
the proposed method. The performance of feature registration is tested and the result is
shown in Fig. 3. Figure 3 shows that the proposed method has better feature registration
for dynamic image detection of hitting point for the tennis player in serving instant.
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Fig. 3. Comparison of feature registration in image monitoring

5 Conclusions

In this paper, a dynamic image monitoring method of hitting point for the tennis player
in serving instant is proposed based on multi-mode registration and key contour feature
point detection. Adaptive noise reduction processing is carried out on the dynamic image
of hitting point for the tennis player in serving instant, the feature point and contour
information of 3D dynamic image is extracted by Harris corner detection method, and
the instant hitting action of tennis player is reconstructed. The envelope detectionmethod
is used for dynamic image multi-modal registration, and the key contour feature point
detection method is used to reconstruct and monitor the dynamic image of hitting point
for the tennis player in serving instant. The simulation results show that this method
is better in real time and high accuracy in detecting the hitting point for the tennis
player in serving instant, and the performance of image recognition and reconstruction
is improved. This method has good application value in tennis training and instruction.
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Cardiovascular Monitoring System Design
Based on Medical Imaging Technology
and Artificial Intelligence Algorithm
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Abstract. With the rapid development of medical imaging technology and arti-
ficial intelligence algorithms, cardiovascular monitoring systems have attracted
more and more attention. The rapid progress and development of these cardiovas-
cular monitoring technologies have provided a lot of help for the prevention and
treatment of cardiovascular and cerebrovascular diseases. Research on cardiovas-
cular monitoring systems has become an important topic. Therefore, this article
designs a cardiovascular monitoring system based onmedical imaging technology
and artificial intelligence algorithms. This article introduces the ECG signal acqui-
sition module and signal preprocessing module of the system in detail, and uses
the wavelet decomposition algorithm in medical imaging technology to optimize
the processing of the ECG signal. Aiming at the cardiovascular monitoring system
designed in this article, this article has carried out targeted experiments. Experi-
mental data shows that the standard deviation of systolic blood pressure measured
by the sample machine is within 2.5, and the standard deviation of diastolic blood
pressure is within 3.5. This shows that the system has high measurement accuracy.

Keywords: Cardiovascular monitoring · Pulse wave signal · Artificial
intelligence algorithm · Medical imaging technology

1 Introduction

With the rapid development of science and technology and people’s requirements for
the advancement of medical standards, intelligent medical care based on cardiovascular
monitoring systems has gradually entered people’s field of vision [1, 2]. Using mature
medical imaging technology and artificial intelligence algorithms to monitor ECG sig-
nals in real time plays an important role in preventing the occurrence of cardiovascular
diseases [3, 4]. At the same time, related data collection and preprocessing technology
has promoted the development of smart medicine [5, 6].

Regarding the research of cardiovascular monitoring, many scholars have conducted
multi-angle investigations. For example, Rincon JA designed a cardiovascular patient
monitoring system based on the Internet of Things and fog computing [7]; Kapoor A
developed the heart of cancer survivors. Experimental research on the monitoring of
risk factors for vascular diseases [8]; Fujiwara T conducted a research on the risk of
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cardiovascular events related to home blood pressure monitoring and occult nocturnal
hypertension [9]. It can be seen that this article combines medical imaging technology,
artificial intelligence algorithms and cardiovascular monitoring for research, which has
important practical significance.

This article first systematically introduces the ECG signal acquisition module and
the signal preprocessing module, including the light source drive module, the receiving
module, and the ECG signal amplifying circuit. Then the wavelet decomposition algo-
rithm is used to optimize the processing of the ECG signal data, and finally through
experiments, the accuracy of the system in measuring cardiovascular data is verified.

2 Cardiovascular Monitoring System Design Based on Medical
Imaging Technology and Artificial Intelligence Algorithms

2.1 ECG Signal Acquisition Module

(1) Light source drive module
The ECG signal has a low frequency and is very susceptible to noise interference.

Therefore, a receiving module with high sensitivity, good linearity, and fast response
should be selected. The dual-wavelength common anode photodiode used in the system,
the model is 2CU10s, has the advantages of low dark current, high sensitivity, fast
response, little influence by external factors such as temperature, and reasonable price.

The light source drive module makes the common anode LED emit light according
to a specific time sequence, and must ensure that the incident light intensity is a constant
value. If the incident light intensity is not constant, the received transmitted light cannot
reflect the pulse wave signal [10, 11].

(2) Photoelectric receiving module
This system uses a transmissive photoelectric sensor. A 660 nm red LED and a 940

nm infrared LED form a common anode light emitting diode. The photodiode at the
receiving end converts the transmitted light signal into a current signal, then converts
the current signal into a voltage signal, and finally stores the collected data for the next
step of preprocessing.

(3) Amplifying circuit of ECG signal
The ECG signal is directly taken from the body surface through the electrode sheet.

The electrode sheet is a silver-silver chloride electrode, because the half-cell electromo-
tive force of this electrode is much more stable than other material electrodes, and the
polarization potential is also very small. ECG signal frequency is low (0.05–100 Hz),
relatively weak (0.05–5 mV), signal source impedance is high (a few thousand ohms
to tens of thousand ohms) and often accompanied by strong background noise, so it is
necessary to design the front amplifying circuit. The system selects the AD620 chip
produced by Analog Devices as the main chip of the preamplifier. It has many excellent
characteristics, such as low noise, low power consumption, high input impedance and
high mode rejection ratio, etc., and it has great effect on very weak input signals.

Since the amplitude of the ECG signal collected by the entire system generally does
not exceed 5 mV, the input voltage of the A/D converter is required to be 0–3.3V, so
the entire collection circuit is required to be increased by 500 times. The system sets
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the gain of the preamplifier to 10 times, and the gain of the main amplifier circuit to 50
times.

2.2 Signal Preprocessing Module

Preprocessing the collected signal is to filter out the interference caused by noise. The
main process is: first select the appropriate wavelet base for wavelet decomposition to
obtain the wavelet coefficients of each scale; then obtain the threshold in the denoising
process, perform threshold processing, and obtain the estimated coefficient; finally, per-
formwavelet reconstruction according to the estimated coefficient to obtain the denoising
after the signal.

As a scale andmulti-channel analysismethod,wavelet decomposition is very suitable
for multi-scale extraction test of medical image edge information [12].

Here, assuming that the integral of g(x, y) on the plane is 1, and converges to 0 at
infinity at xy, then g(x, y) is a 2-D smooth function, and then define wavelet functions
w1(x, y) and w2(x, y), calculate The method is shown in formulas (1) and (2):

w1(x, y) = ∂g(x, y)

∂x
(1)

w2(x, y) = ∂g(x, y)

∂y
(2)

The two components of image f(x,y) in wavelet transform are defined in s scale as
shown in formulas (3) and (4):

w1,sf (x, y) = f ∗ w1,s(x, y) (3)

w2,sf (x, y) = f ∗ w2,s(x, y) (4)

Perform wavelet decomposition to get formula (5):(
w1,2f (x, y)
w2,2f (x, y)

)
=

(
∂/∂x(f ∗ g2)(x, y)

∂
∂y(f ∗g2)(x,y)

)
(5)

From Eq. (5), it can be seen that the point of maximum value on f*g2(x,y) is the
size of the two angles. The signal-to-noise ratio (SNR) and mean square error (MSE)
are selected to determine the filtering effect, and their mathematical models are formula
(6) and formula (7) respectively:

SNR = 10 log10

N∑
i=1

y2

(xi − yi)
2

(6)

MSE = 1

N

N∑
i=1

(yi − xi)
2 (7)

In the formula, it is the original signal and the signal after denoising. And, the
larger the SNR, the smaller the MSE, indicating that the signal denoising effect is better.
After many comparison experiments, the system finally adopts sym8 wavelet to decom-
pose the collected ECG signal and pulse signal by wavelet, and then carry out wavelet
reconstruction.
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2.3 Design of Playback Display Module

This module allows users to view the data collected by the system, including operations
such as displayingwaveforms and turning pages. The system uses double-buffer drawing
technology to draw pulse waveforms and ECGwaveforms. The basic principle is to use a
DC compatible with the current window to set the waveform in memory in advance, and
then transplant the pre-drawn waveform to the current window. Because it does not draw
images directly on the application projection screen, there will be no screen flickering.

3 Experimental Design of Cardiovascular Monitoring System
Based on Medical Imaging Technology and Artificial Intelligence
Algorithms

3.1 Purpose of the Experiment

Verify the accurate performance of the system prototype in measuring blood pressure.

3.2 Subjects

This experiment selected 10 healthy volunteers, 5males and 5males.None of the subjects
had high blood pressure, diabetes or other cardiovascular diseases.

3.3 Experimental Equipment

Under room temperature conditions, the experiment uses more clinically used mercury
sphygmomanometers to obtain the systolic and diastolic blood pressure of the human
body. The main performance indicators are as follows:

(1) Standard double scale display: two readings of kPa and mmHg.
(2) Measuring range: 0–40 kPa (0–300 mmHg).
(3) Minimum graduation value: 0.5 kPa (2 mmHg).
(4) The basic error range: ±0.5 kPa (±3.75 mmHg).

In addition, the experimental equipment includes a prototype of the system, amercury
sphygmomanometer, a disposable ECG electrode, medical alcohol and cotton swabs.

3.4 Experimental Procedure

In order to collect complete and accurate ECG and pulse data, the experiment conducted
6 data sampling for each tester. The test time is 8:30–11:30 in themorning and 2:00–5:00
in the afternoon, each time period Test 3 times each.

The specific experiment process is as follows:

(1) Dip a cotton swab with a small amount of medical alcohol, and wipe the position
of the three-lead tester’s ECG measurement and the position of the fingertip to be
tested;



982 R. Ling and A. Jain

(2) Put the electrode chip on the right arm of the test subject, the fingertip pulse sensor
on the left glove, and the left arm on the table;

(3) Place a stethoscope on the femoral artery of the right arm of the tester, and wear
the cuff of a mercury sphygmomanometer for the tester to fix the stethoscope, and
place the right arm on the workbench;

(4) The person to be tested needs to maintain a normal sitting posture, check whether
each device is worn accurately and firmly, and start the system prototype after the
preparation work is completed;

(5) One minute after the system prototype was started, the test staff began to inflate
the cuff of the mercury sphygmomanometer at a constant speed and perform blood
pressure measurement. The measurement time for each tester was approximately
4.5 min;

(6) After the measurement, record the diastolic and systolic blood pressure data
measured by the mercury sphygmomanometer.

3.5 Performance Analysis

The ECG and pulse data collected by the system prototype will be stored in a computer
file, and the corresponding file name will correspond to the blood pressure value mea-
sured by the mercury sphygmomanometer, and the data will be processed using MAT-
LAB tools. A total of 10 sample data were collected in this experiment, each sample
collected 6 sets of data, a total of 60 sets of data (systolic blood pressure SBP-diastolic
blood pressure DBP). Use this data as the standard blood pressure data to judge the
accuracy of the blood pressure values collected by the prototype.

Due to the large amount of data, the 160 sets of data collected by the system prototype
are first calculated according to the corresponding tester’s 1–10 number, and the average
values of each person’s 6 groups of systolic and diastolic blood pressure are calculated
as the collection results of the system prototype; the same process is performed, and the
mean value is used as the final standard blood pressure data.

4 Experimental Analysis of Cardiovascular Monitoring System
Based on Medical Imaging Technology and Artificial Intelligence
Algorithms

4.1 Statistics of Absolute Measurement Error Between Prototype and Mercury
Sphygmomanometer

When collecting sample data on the system prototype, the mercury sphygmomanometer
collects the same number of sets of blood pressure data (systolic blood pressure-diastolic
blood pressure) at the same time. The absolute value error collected by the two devices is
shown in Table 1: among the systolic blood pressure SBP values, the maximum absolute
value error collected by the two devices is 4; among the diastolic blood pressure DBP
values, the maximum absolute value error collected by the two devices is 5.
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Table 1. Statistic absolute error of absolute measurement error between prototype and mercury
sphygmomanometer (mmHg)

Sample number SBP DBP

1 1 4

2 2 5

3 2 4

4 1 3

5 3 3.5

6 4 4

7 2 3

8 1.5 4

9 1 4

10 1 3
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Fig. 1. Statistic absolute error of absolute measurement error between prototype and mercury
sphygmomanometer (mmHg)

Observing Fig. 1 can draw the following conclusions: referring to the international
AAMI standard, the absolute value of the average measurement error of the sphygmo-
manometer does not exceed 5 mmHg, it is deemed that the measurement meets the
standard. Regardless of whether it is systolic blood pressure or diastolic blood pressure,
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the absolute value of the error between the data collected by the system prototype and the
standard data of the mercury sphygmomanometer is within 5mmHg. Therefore, it can
be considered that the cardiovascular monitoring system designed in this paper meets
the requirements of AAMI and has high accuracy.

4.2 Standard Deviation Statistics of Sample Measurement Results

In addition, this article also counts the standard deviations of the systolic and diastolic
blood pressures of the 8 test samples, as shown in Table 2. Among the 10 testers, the
maximum standard deviation of the prototype systolic blood pressure is 2.65 and the
minimum is 1.34; diastolic blood pressure the maximum standard deviation is 3.31 and
the minimum is 1.42.

Table 2. Standard deviation of sample measurement results

Sample number SBP Mean
(mmHg)

SBP standard
deviation

DBP
Mean(/mmHg)

DBP standard
deviation

1 118 1.45 79 1.28

2 127 2.35 80 3.31

3 127 1.34 81 3.09

4 123 2.03 82 2.45

5 117 1.34 79 1.42

6 108 2.04 78 2.54

7 124 1.50 79 2.79

8 121 2.01 82 1.91

9 128 2.03 80 1.91

10 122 2.14 81 1.24

It can be seen from Fig. 2 that the error between the systolic blood pressure measured
by the system prototype and the data measured by the mercury sphygmomanometer is
relatively small. The standard deviation of the systolic blood pressure measured by the
system prototype is within 2.5, and the standard deviation of diastolic blood pressure is
within 3.5. The volatility is smaller, and it can basically be determined that the actual
measurement of the system prototype has better repeatability.
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Fig. 2. Standard deviation of sample measurement results

5 Conclusions

As people pay more and more attention to healthy life, real-time monitoring of human
cardiovascular system has received more and more attention. The development of medi-
cal imaging technology and artificial intelligence algorithms provides technical support
for the cardiovascular monitoring system. This paper designs the system from the ECG
signal acquisition module and signal preprocessing module, and uses wavelet decompo-
sition algorithm to optimize the processing of the ECG signal data. This paper verifies
the accuracy of the system measurement by comparing the systolic and diastolic blood
pressure data collected by the mercury sphygmomanometer and the system prototype.
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Abstract. With the rapid development of industrial technology, it has become
more and more proficient in the application of computer networks and modern
communication technology. For the electrical control system, the most important
thing is to set the parameters of the system. As a global search algorithm, the
fuzzy algorithm is widely used in practical applications. For this reason, this
article proposes an electrical control system based on machine algorithm and
adaptive fuzzy algorithm, which is intended to have a deeper understanding of
electrical control system. This article mainly uses the experimental method and
the comparative method to study the algorithm of the electrical control system.
The experimental results show that when the speed is 300r/min, the steady-state
error of the three motors is about 5%, and the gap is relatively small. The adaptive
fuzzy algorithm has a good control effect in the electrical control system.

Keywords: Machine algorithm · Adaptive fuzzy algorithm · Electrical control ·
System design

1 Introduction

The power system is a complex, highly nonlinear and time-varying, and it also requires
good stability and relatively stable operation. Adaptive fuzzy algorithm is an important
branch of intelligence, and can solve the problem of fuzzy system model fuzziness.
How to ensure the normal and stable operation of the system is an important issue. The
adaptive fuzzy algorithm can adjust and modify the parameters of the inverter. This has
very good guiding significance for our future practice.

There are many research theories on electrical control systems based on machine
algorithms and adaptive fuzzy algorithms. For example, according toR.R.Soria, PMSMs
offer better performance and longer lifetimes, while slightly increasing the cost and com-
plexity of the system. In a vector-controlled PMSM drive system, the resolution of the
rotor position sensor plays a crucial role in the overall performance of the system [1].
Yuri S developed a stochastic prediction method based on the generation of optimal
entropy prediction trajectory sets. This program is used for stochastic forecasting of
daily electrical loads in regional power systems [2]. JiL. N. Das believes that the micro-
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and macro-network control functions of utilities and multi-unit households have facil-
ities to measure synchronously and asynchronously emitted phase current pulses [3].
Therefore, the electrical control system of this paper has carried out the research of
machine algorithm and adaptive fuzzy algorithm.

This article first studies genetic algorithm and its adaptive design, and describes
these two concepts. Secondly, the fuzzy PID control algorithm is deeply studied. Then
the electrical control system is analyzed and designed. Finally, relevant experiments are
carried out on the electrical control system, and the data results are obtained.

2 Electrical Control System Based on Machine Algorithm
and Adaptive Fuzzy Algorithm

2.1 Genetic Algorithm and Its Adaptive Design

When a genetic algorithm solves a specific problem, it must establish a connection
between the target problem and the chromosome of the algorithm. This connection
is established through coding. The fitness function has different shapes according to
specific problems, and its accuracy directly affects the convergence speed of the genetic
algorithm, and the optimization results between different fitness functions are also differ-
ent. Since the calculation of fitness is cumbersome, the evaluation of fitness has become
an important factor limiting the performance of genetic algorithms [4, 5].

Genetic algorithms use fitness to measure individual optimization. Once the indi-
vidual code string is decoded, the individual phenotype can be obtained. Calculate the
individual’s objective function value from the phenotype. According to the needs of
actual problems, the target value is converted into fitness [6, 7].

The operation of selecting outstanding individuals from the group and eliminating
inferior individuals is called selection operation. The selection process is based on the
evaluation of the suitability of individuals in the group and aims to pass outstanding
individuals directly to the next generation. Because of its global search capability, the
crossover operator plays a central role in genetic algorithms. The hybridization operation
simulates the phenomenon of sexual reproduction in the process of biological evolution
by cross-combining two chromosomes to produce new outstanding individuals, thereby
greatly improving the research capabilities of genetic algorithms. Mutation operation is
a necessary tool for genetic algorithm to maintain population diversity [8, 9].

The termination condition of the genetic algorithm can also be a specific criterion, as
long as it is determined that the population has matured and there is no longer any evolu-
tionary trend, the operation of the algorithm can be terminated. There are two commonly
used results: the average fitness difference of individuals in successive generations is
below a certain minimum threshold, and the fitness variance of all individuals in the
group is below a certain minimum threshold [10, 11].

2.2 Fuzzy PID Control Algorithm

PID controller has simple structure, good stability, reliable work and convenient adjust-
ment, and it has become one of the most important industrial control technologies.
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When the structure and parameters of the controlled object cannot be fully grasped or an
accurate mathematical model cannot be obtained, and other control theory techniques
are difficult to apply, the structure and parameters of the system controller should be
determined through experience and experience. It is most convenient to debug Site. PID
control technology is the most convenient [12, 13]. PID controller is a kind of linear
controller, which is based on the control deviation between the given value and the actual
output value:

error(s) = R(s)− Y (s) (1)

The control law of PID is:

H (q) = P(q)

F(q)
= lk

(
1+ 1

S1q
+ Sdq

)
(2)

In the formula, lk is the proportional coefficient, S1 is the integral time constant, and
Sd is the derivative time constant. PID control is one of the earliest control strategies
developed. With the introduction of microcomputer processing technology and modern
control theory, many new PID controllers have appeared.

The essence of fuzzy control is to transform the professional knowledge and expe-
rience of skilled operators in related fields into fuzzy language rules, and realize the
control of complex systems through fuzzy reasoning and fuzzy decision-making. The
difference between a fuzzy control system and a traditional automatic control system is
that its core is a knowledgeable intelligent fuzzy controller. The structure of the fuzzy
control system has the structure of a conventional computer control system, as shown in
Fig. 1.

A/D

Measuring device Accused

Executive agencyD/AFuzzy controller
Desired point

Controlled amount

Fig. 1. Fuzzy control system composition structure

As shown in the figure, the fuzzy control systemgenerally consists of five parts: fuzzy
controller, input/output interface, actuator, controlled object and measuring device. An
adaptive system is a system with a certain degree of adaptability. It can detect changes in
environmental conditions and automatically correct regular actions to make the system
achieve optimal or sub-optimal control effects.

2.3 Design of Electrical Control System

In the construction of the electrical control system, it ismainly composed of the following
parts. The output voltage directly affects the normal operation of the system. Therefore,
it is necessary to amplify and transform the input signal to make the entire device
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work stably. The control function module can execute various control commands and
instructions, receive data and transmit the analysis results to the actuator to perform
corresponding driving tasks. At the same time, it can judge whether the control board
should start or stop the power supply and various circuits according to the received
information, switches and other actions. In relay control, the main system consists of
switches, voltage converters and power devices. Among them, the switch generates
logical operations through the flow of contacts to perform various operations. The load
signal can be directly input to the single-chip microcomputer for processing, and then
sent to a stepper motor or other load operation to achieve the purpose of speed control.
The pulse amplitude can be used to determine whether the engine is starting or stopping
and to issue control commands.Whendesigning control, various switch types can be used
to control electrical equipment such as motors, bridge rectifiers, and filter capacitors.
Played a very important role in the entire design process is the main control part of the
microcontroller and the writing and debugging of the corresponding software program.
The auxiliary control unit must provide the output terminals of the voltage and current
signals required by each functional component to coordinate the working relationship
between the various sub-organizations and achieve their basic functional requirements
and goals. PWM voltage control loop: can form a group of switches. It can also consist
of a set of digital or analog inputs from the central processing unit and a part of the
unit circuit for processing operations. It is also possible to construct functional modules
that can generate square wave pulses to achieve the level of power quality control.) PFM
control: It can pulse-encode the input voltage signal and then send it to the next processor.
Its working principle is to use a timer to achieve period and frequency synchronization.

The electrical control system mainly has the following working modes: According
to the control mode, it is divided into open loop and closed loop. The open-loop feature
is that it can continuously adjust parameters such as motor stop, current, and temperature
in real time to ensure that the system can safely and reliably meet various functional
requirements during operation.

Subdivided by operation mode, electrical control can be divided into centralized and
decentralized. In the case of decentralized control, if the distributed parameterization
method is used for speed control or speed control, it is called a centralized system. On
the contrary, it is a distributed control system. The control system that uses centralized
control to achieve small-scale, multi-destination continuous automatic adjustment with-
out adjusting the speed and RPM is called a distributed system (DCS). According to the
different control objects, it can be divided into two types: constant speed, dynamic or
constant speed. Usually the output of the current regulator remains stable. But sometimes
it is also possible to use DC or oscillating voltage regulation to achieve higher speed
requirements and use equivalent resistance.

The circuit is the “brain” of the entire system. It assigns different control commands
to different components at different times and stages. Each functional unit is logically
and physically separated into a whole, creating a unified action, suitable for collaborative
processing and meeting operational requirements. The design of the electrical control
system controls electrical equipment through various methods to ensure the normal
operation of the entire system. The design process must consider possible errors and
uncertainties.
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(1) Electrical control system design
In the design process, we must choose the microcontroller wisely according to

the system requirements and carry out necessary and appropriate tests. The control
circuit in the electrical control system design is mainly composed of relays, digi-
tal electronic components, and single-chip microcomputers. We can use PLC as a
system controller and use its logic function to process the received current signals
quickly and accurately. Before starting the system, the thermal stability must be
calibrated and the cold temperature must be adjusted. Start the motor when the
power supply voltage is lower than the set value, and vice versa. Functional mod-
ules such as motor stop rotation, power disconnection or load current cut-off, and
thermal protection circuit to ensure reliable working environment conditions for all
equipment.

(2) Basic requirements for electrical control design
Based on the principle of complete functions and complete control equipment,

the system can work stably and reliably. This is to ensure that the controlled object
is in a good state and will not produce harmonics; if the disturbance is large or
the strong signal is quickly transformed into a disturbance signal and the transient
response is slow, if there is vibration or even instability, the influence should be
eliminated as soon as possible. According to the actual situation, choose the prod-
uct and structure of the appropriate model and specification, and appropriately set
the connection mode between the components and the arrangement and installa-
tion position of the components. It is necessary to fully understand whether there
are temperature changes and mechanical vibration problems in the area where the
selected components are located. In order to ensure the safety and reliability of the
electrical control system, it is first necessary to ensure that the devices in the system
can communicate with each other.

(3) The main points of electrical control
In the electrical control system, the main key points are the PLC control circuit

and logic gate group. Its role is to process and convert input/output information. The
signal conversion process is completed by changing the input voltage or current;
the value of the set parameter is sent to the PID algorithm controller. The specified
value is compared with the actual situation to determine the deviation and generate
a corresponding number of instructions to meet the electrical control. The require-
ments for the various functions of the system is to ensure that the system is stable,
reliable, and running well during operation.

3 Construction of Experimental Platform for Three-Motor
Synchronous Control System

3.1 Experimental Platform Hardware Structure

The experimental platform of the three-motor synchronous control system discussed in
this article is mainly composed of two parts: the mechanical part and the transmission
part of the synchronous control system. The electrical control part of the synchronous
control system. The mechanical part is mainly the pillar of the synchronous meshing
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gear, and the gear part is composed of various tension wheels and belts. The tension
and transmission speed of the tension belt are the control objects of the experiment.
The electrical control part completes the basic electrical control, gearbox and execution
algorithm platform.

For this experimental platform, the control part of the synchronous control system
should be configured with hardware or software respectively. After the configuration is
completed, the control algorithm can be designed and written. The hardware configu-
ration mainly includes the hardware configuration of Siemens S7–300, MPI commu-
nication between S7–300 and computer, and PROFIBUS communication between S7–
300 and MM440 converter. The software configuration is mainly composed of STEP7
software configuration and WinCC configuration monitoring software.

3.2 Program Realization of Control Algorithm

In this experiment, the PLC part uses structured ladder diagram LAD programming,
which mainly realizes motor drive and communication, sensor signal acquisition, data
access and transmission. WinCC programming control and monitoring interface. The
main part of the control algorithm is implemented by MATLAB/Simulink, and the data
input and output use the OPC Write and OPC Read modules in the OPC tool. WinCC
is used to set up the monitoring interface on the one hand and as an OPC server on the
other.

3.3 Experimental Method

This article mainly carried out three kinds of electrical control system experiments
based on adaptive fuzzy algorithm, including speed tracking, speed voltage decoupling
experiment and voltage observation experiment. Check the speed synchronization of the
three motors by setting the reference voltage value to zero. In theory, regardless of the
amount of forward slip, the speed of the second motor is equal to the speed of the first
motor, and the speed of the third motor is equal to the speed of the second motor. Check
the synchronization of PID algorithm and adaptive fuzzy algorithm with square wave or
sawtooth wave.

4 Analysis of Experimental Results

4.1 Three-Motor Speed Synchronous Tracking Results

Assuming that the tension value is 0, the speed results obtained by the adaptive fuzzy
control algorithm and PID algorithm in the electrical control system are shown in Table
1. The data in the table represents the number of rotations of the motor per minute in
different time periods.
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Table 1. Three-motor speed synchronous tracking results

Adaptive fuzzy control PID control

8:00 100 99

9:00 200 199

10:00 100 99

11:00 200 199

100

200

100

200

99

199

99

199

0

50

100

150

200

250

8:00 9:00 10:00 11:00

C
irc

le

Time

Adaptive fuzzy control PID control

Fig. 2. Three-motor speed synchronous tracking results

As shown in Fig. 2, we can see that in these two algorithms, the PID control value
is always smaller than that of the adaptive fuzzy control algorithm, which shows that
the adaptive fuzzy control has better capabilities. In the three motors, their tracking data
is not displayed. It can be known that the adaptive fuzzy control algorithm has a better
control effect.

5 Conclusion

With the continuous progress of my country’s industrial production, higher require-
ments are put forward for electrical equipment and control systems. Therefore, we must
improve electrical control technology. The electrical control of this design is based on
the single-chip microcomputer as the core, through the analysis of its internal structure,
and combined with modern advanced technology to carry out the research of the com-
puter control system. Through the experiments in this paper, it is found that the electrical
control system based on the adaptive fuzzy control algorithm can have the ideal control
effect, which proves the feasibility of this method.
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Intelligent Optimization Algorithm in Virtual
Design of Landscape VR
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Abstract. In today’s society, people have higher and higher requirements for
the quality of life, especially for the comfort of the living environment. And VR
virtual reality technology can well solve the needs of residential environment.
When planning the entire scene in landscape VR design, the overall needs should
be fully considered, and the needs of users should be met as much as possible.
In order to improve the ability of landscape design, it is necessary to conduct
research on intelligent algorithms. Therefore, this paper studies the application of
intelligent optimization algorithm (IOA) in landscape VR virtual design through
experimental methods and sampling tests. The data shows that after applying the
IOA, the spatial layout accuracy rate of the virtual platform is up to 92%, and the
response time is 0.8 s, which is the shortest time among the other three functions.
This shows that the application of IOAs in landscape VR virtual design has great
advantages.

Keywords: Intelligent optimization algorithm · Landscape virtualization · VR
design · Application research

1 Introduction

VR technology has developed rapidly in recent years, and its application range is wide,
and it can be applied in various fields. The goal of landscape VR design is to provide
users with a real, accurate, efficient and real-time interactive three-dimensional scene
experience. It can simulate the virtual reality system to achieve optimized configuration
and improve space utilization.

There are many people studying the application of IOAs in landscape VR virtual
design. For example, in view of the problem that environmental art design cannot make
users feel the real and clear effect of environmental art design, Wang Peng studied
the application of 3D virtual VR technology in environmental art design [1]. Chen
Jingjing said that virtual reality technology provides a new design method and a new
way of expression for design [2]. Shan Sheng briefly summarized the VR virtual reality
technology [3]. Therefore, this article intends to use IOAs to conduct in-depth research
on landscape VR virtual design, hoping to verify the role of IOA.

This article first studies some basic concepts and related algorithms of IOAs. Sec-
ondly, it analyzes the feasibility of virtual reality technology in landscape design. Then
the parametric design and realization of the virtual plant landscape are described. Finally,
the test results are obtained through experiments and relevant conclusions are drawn.
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2 Application of Intelligent Optimization Algorithm in Landscape
VR Virtual Design

2.1 Intelligent Optimization Algorithm

IOA is a kind of simulation of human thinking process, and through the comprehensive
analysis of the human brain, so as to obtain the optimal solution. It can propose new
schemesbasedon actual conditions andproblems. First, according to the initial settings of
the system, determine the optimal objective function and constraint conditions. Secondly,
the best solution is obtained through calculation and analysis. Finally, iterative operation
is performed under certain accuracy requirements. The most important thing in the IOA
is the global search method and the local traversal strategy problem [4, 5].

On the basis of computer technology, network communication and control theory,
through processing a large amount of data, the optimization objective function required
by different schemes is obtained. IOA is a multi-variable nonlinear programming prob-
lem. It can determine the optimal solution or global optimal value range that can be
achieved by each layer of neurons in each functional module according to the inter-
dependence between the factors in each subsystem. In terms of computer processing
power, it can linearize the input variable to make it an optimal solution. For non-linear
problems, higher accuracy and stability are required. There are mainly two types in engi-
neering applications. One method is called artificial neural network. Another method is
used to describe the minimum function of the error (such as noise) produced when there
are non-linear or uncertain factors in the artificial system, which brings the actual result
close to the expected result [6, 7].

First, the objective function must be optimized. In the design process, we need to
determine the optimal solution based on the initially set model structure. The second is
to establish a set of mathematical programming problems. The constraints are solved
by inputting actual objects into the computer system. Then use the heuristic algorithm
to find the best solution as the optimal decision point. And calculate the corresponding
output value and output position vector, and finally obtain the required objective function
value to get the global optimization result, so as to realize the control of thewhole process
and [8, 9].

(1) PSO optimization algorithm

For a problem or function to be optimized, we give its feasible solution space, and
imagine that a particle swarm composed of a certain number of particles with velocity
and position variables moves in the feasible solution space. These particles continuously
adjust their own motion speed by judging their own historical best position and the
historical best position of the entire particle swarm, thereby realizing an intelligent search
for the entire feasible solution space. Similar to the foraging behavior of the entire bird
swarm, all particles finally is possible to move to the position of the optimal solution.
The particle swarm in the particle swarm optimization algorithm does not mean a simple
combination of a group of particles. It is actually a topological structure composed of a
group of particles and a network of interaction relationships between particles [10, 11].
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(2) Basic particle swarm algorithm process:

1) Initialize the velocity and position of all particles in the D-dimensional search
space.

2) Substitute the position of each particle in the scoring function to obtain the
fitness value of each particle, and initialize the historical best individual and
historical best overall according to the fitness value [12, 13].

3) Enter the main loop:{ �ai ← �ai + �wi

�wi ← �wi + �P(0, ς1) ⊗ ( �Qi − �ai) + �P(0, ς2) ⊗ ( �Qh − �ai)
(1)

4) Calculate the particle fitness value, and update the individual historical best
value and the global historical best value.

5) If the conditions are met (usually meeting the requirements of the fitness value
or reaching the maximum number of iterations), end the loop.

(3) PSO algorithm with weight

Suppose the size of the particle swarm is M+1, and the dimension of each particle
is D+1. The specific evolution process of particles is:

ws+1
ik = qws

ik + z1R
s
1k(G

s
ik − τ sik) + z2R

s
2k(G

s
ik − τ sik) (2)

Among them, i represents the i-th particle, k represents the dimension of the particle,
and s represents the number of iterations. In each iteration, the entire particle swarm is
sorted according to the fitness value, and the worst half is replaced with the better half,
while retaining the best historical value of the original particle memory.

2.2 The Feasibility of Virtual Reality Technology in Landscape Design

In theory, all types of landscape spaces can be presented in a virtual reality environment.
From its birth to the present, virtual reality technology has become a brand-new expres-
sion mode in the development of these decades. The development goal of virtual reality
technology is very clear and determined, that is, to design a better quality solution; to
adopt a lower-cost design device; and to have a faster processing instrument. With the
continuous optimization and improvement of virtual reality technology, this technology
will bring a breakthrough change in landscape design, which will completely change the
designer’s design mode and make the design plan more scientific and reasonable. With
the help of virtual reality technology, designers can reduce their time to actually design
drawings, free them from tedious work, and give them more time to analyze the effects
and practicability of the design. The designer fully immerses himself in the virtual real-
ity space with the help of virtual reality technology, allowing the designer to observe
the design object from any angle, so as to have a deeper understanding of the scale and
proportional relationship of the design landscape space, and make the landscape design
plan more suitable. In line with actual needs, the design effect is better and perfect.
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(1) The practical value of virtual reality technology applied to landscape design

The characteristics and advantages of virtual reality technologyhave significant value
in the field of landscape design and can promote the improvement and development of
landscape design. The interactivity, thoroughness, richness and perception of virtual real-
ity technology can optimize the designer’s landscape design plan and plan performance.
From the perspective of landscape design, when designers use virtual reality technology
for preliminary design, they can increase the perception, experience and interactivity
of their design, and create a virtual space for their design and development, allowing
designers to observe the design in real time. The effectiveness and rationality of the
design plan are optimized and improved. From the perspective of project performance,
the public can view the design effect frommultiple perspectives, and fully understand the
ideas and opinions of landscape architects, and increase the public’s sensory experience.
At the same time, with the help of virtual reality technology, the construction situation
of the landscape project can be simulated, which can allow the construction party to
understand the operation of the project as a whole, arrange the construction time rea-
sonably, monitor the whole construction process and realize the successful completion
of the landscape project, which can effectively reduce Unnecessary expenses.

(2) Advantages of virtual reality technology in landscape design

The most significant advantage of virtual reality technology is that it can improve
the communication efficiency between Party A and Party B. The existing landscape
design methods generally use hand-drawn drafts, computer renderings and simple text
descriptions, which can easily cause communication difficulties between the two parties.
Resulting in constant modification of the design plan, increasing the design cost and the
designer’s workload. Therefore, in the general sense, the design expression technique
can no longer meet the needs of the design work. Through virtual reality technology,
users can experience design effects in a virtual environment, find out where the problem
lies, improve work efficiency, and solve the scale problem between abstract thinking and
actual space. Existing computer technology has been unable to meet user requirements.
Through this technology, we can do our utmost to reduce the impact of unreasonable
planning during construction and cause rework. Designers use virtual reality technology
to “visit” the construction site to better understand the overall project.

(3) Application of virtual reality technology in various stages of landscape design

Participate in research landscape design projects. The virtual reality technology is
used in the preliminary investigation and analysis of landscape design projects to analyze
the feasibility of the project as a whole, and play an important role in reducing key
errors during project operation. To fully grasp the requirements of landscape projects, it
is necessary to fully consider the design function requirements, design forms, economic
factors and time factors, clarify the difficulties that may occur in the design process and
create design highlights. Combined with virtual reality technology, landscape designers
use its characteristics to conduct systematic simulation and exploration, and have an
overall understanding of the project overview.
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Conceptual design landscape plan. Assist the project to complete the preliminary
investigation, virtual reality technology as an auxiliary technology, assist in the com-
pletion of the project conceptual design. The application of virtual reality technology
in conceptual design is similar to the way that designers think while drawing by hand.
The designer creates a conceptual model in the virtual reality environment, which not
only gets rid of the limitations of traditional two-dimensional drawings, but also enables
more detailed analysis and evaluation of the project.

The performance of the landscape design plan. Virtual reality technology allows
decision-makers and the public to better integrate into the scene through a new way of
landscape expression, view the design landscape effect, expand the public’s vision from
multiple angles, experience the designer’s design concept, and interact with the designer.

2.3 Parametric Design and Realization of Virtual Plant Landscape

This system is intended to visually design the type, quantity and three-dimensional layout
of virtual scenes, virtual plant models through a mouse or keyboard, and finally generate
an ideal virtual plant landscape. At the same time, in the design process, the virtual scene
of the design can be roamed in real time to achieve a real and reliable design effect. The
system is mainly composed of three modules. Model information module, parametric
designmodule andX3Ddocument generationmodule. The systemdevelopment environ-
ment is. Operating systemMicrosoft Windows XP, JAVA platform is jdk1.5.7_21, JAVA
development platform is EclipseSDK3.6.3, database uses SQL Server2015, database
connection driver uses Microsoft SQL Server 2015 Driver for JDBC, X3D browser uses
Xj3D4.0 ORC, X3D file The editor is X3D-Edit5.2. Its architecture is shown in Fig. 1:

Parametric design module

Model
Information

Module
Database

Document
generation

moduleInformation
upload

Get model 
information

Save design 
results

Getting
information

Fig. 1. Architecture of parametric design of virtual gun landscape system

The main function of the model information module is to upload and manage the
relevant parameter information of the plant model and site model to the server and
database, such as texture data, basic parameters, introduction information, etc. The server
mainly saves the uploaded 3D model and various texture files, etc., The database mainly
saves the access path of the 3D model and its texture data file on the server side and the
basic parameter information of the model. Therefore, the design scheme of this module
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is divided into three steps. The first step is to realize the site model, the plant model and
its texture files and upload them to the designated folder of the server. The second step is
to store the specific path of the model and its texture data file and the basic information
related to it in the database on the basis of the smooth realization of the first step. The
third step is model management, including the modification of introduction information,
the adjustment of texture, and the setting of model LOD parameters.

3 System Development and Implementation

3.1 Data Collection and Processing

In order to objectively reflect the objective appearance of the natural and cultural land-
scape of Lushan Mountain, and integrate comprehensive tourism information data and
special geoscience information, this paper has collected and processed a large number
of relevant data. The process is divided into the following three aspects:

One is to obtain UAV panoramic point data and satellite remote sensing data through
photogrammetry based on aerospace images. The second is data collection for natural
and human landscape modeling. The third is to obtain fine texture data of picturesque
buildings through surveying and mapping methods such as field surveys and close-up
photography.

3.2 Data Database Construction

In order to facilitate the research and management of digital achievements, use the
research and development of cultural heritage landscape resources and cultural tourism
resources digital achievements database to organize, preprocess, manage and integrate
multi-source data, and integrate multiple sources and basic multi-temporal geographic
and heritage data. After the standardized and unified design of spatial data, a spatial
data framework, networked data management and layered services, and historical data
storage and management have been established.

3.3 Development of 3D Virtual Platform

The platform reproduces natural and cultural landscapes, and users can access the sys-
tem by entering a website address in the browser. The main functions of the system
include scenic spot overview, scenic spot introduction, roaming explanation, tourist
routes, tourist facilities, real scene experience, geology and landforms, plant ecology,
soil profile and scene control.

4 Analysis of System Test Results

4.1 Advantages of Intelligent Optimization Algorithms in the 3D Virtual
Landscape Design Platform

In order to enhance the accuracy and efficiency of the development of the 3D virtual
platform, this paper uses the proposed IOA. Introduce it into the platform for calculations,
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and explore the accuracy and timeliness of the platform’s scenic spots introduction,
roaming explanation, real-world experience, and spatial layout. The results are shown
in Table 1:

Table 1. Accuracy and timeliness data of the platform functions

Accuracy Timeliness

Introduction to scenic spots 89% 1.1

Roaming explanation 90% 1

Real experience 86% 1.5

Spatial distribution 92% 0.8
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Fig. 2. Accuracy and timeliness data of the platform functions

As shown in Fig. 2, we can see that with the help of IOAs, the accuracy and timeliness
of functions such as scenic spot introduction, roaming explanation, real scene experience
and spatial layout are guaranteed. The accuracy level is maintained above 0.85, and the
response time is about 1s.

5 Conclusions

In traditional designmethods,we can know thatwhen anobject is disturbed by the outside
world, its internal structure will change. In this case, it cannot be handled well. However,
with the continuous development and progress of advanced science and technology
such as computer technology and network communication technology, IOA continue
to improve. Its application in various systems is becoming more and more frequent.
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Using this algorithm can promote the functional improvement of the three-dimensional
virtual landscape design system proposed in this paper. Experimental data shows that
after the IOA is introduced into the system, the accuracy of the platform basically meets
the requirements of landscape design. Therefore, the application of IOA has certain
advantages for the system.
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Intelligence Application Based on Open Source

Deep Learning Framework
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Abstract. With the rapid development of computer technology, artificial intelli-
gence has become a very important topic in the field of information technology
in the world. In our living and working environment, machine learning is one of
the methods with strong ability to process and understand information and high
accuracy. It can transform complex data into simple and easy to store and manage
algorithm tools that are characteristic of human brain memory and can quickly
identify the behavior rules of target objects. It can also integrate and analyze a large
number of original data to solve some practical problems. Therefore, based on the
open source deep learning framework, this paper designs an artificial intelligence
application processing system. Firstly, this paper introduces the concept and prin-
ciple of deep learning, studies its application law, then expounds the application
processing method of artificial intelligence, designs the framework of artificial
intelligence application processing system, and tests its performance. Finally, the
experimental results show that the artificial intelligence processing system based
on deep learning algorithm has good performance in all aspects, the operation time
and delay time are within 2–3 s, the occupied memory is about 3400k, and the
CPU occupation rate is about 2%. This shows that the performance of the system
has met the requirements.

Keywords: Open source framework · Deep learning · Artificial intelligence ·
Processing method

1 Introduction

With the popularity of the Internet, artificial intelligence is applied more and more, but
because it plays an important role in real life, its development prospect is very broad. In
recent years, various intelligent terminals have been produced based on the combination
of network platform, biotechnology and big data mining [1, 2]. Based on neural cells and
self-learning engine, a series of processing products with independent analysis ability,
strong real-time performance and high reuse rate have been developed. These systems
can provide users with more convenient, efficient and practical services that can meet
people’s personalized needs [3, 4].
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Many scholars have conducted relevant research on deep learning. With the rapid
development of computer network technology,machine learning has beenwidely studied
and applied abroad based on the Internet platform. Among them, the United States,
Japan and other developed countries have begun to develop artificial intelligence systems
with independent intellectual property rights. The in-depth exploration of intelligent
processing in China began in the late 1980s. Domestic scholars also actively invested
a lot of resources to do relevant work. The Chinese Academy of Sciences developed a
nonlinear mapping model neural network algorithm composed of a variety of sensors
and capable of multivariable analysis, and applied it to in-depth learning, making a
major breakthrough and progress in this regard [5, 6]. Some scholars have proposed
that the “machine learning based on decision support” method can effectively solve
the problems of insufficient ability and slow convergence speed of traditional artificial
neural networks in processing high-dimensional data. In addition, some scholars use
BP algorithm to predict and obtain an uncorrelated function relationship between the
optimal solution and accuracy. It is found that when the training set is 1, the error is the
smallest. With the continuous optimization and improvement of BP algorithm, better
results can be achieved [7, 8]. The above research has laid the foundation for this paper.

Based on the open source deep learning framework and its related technologies,
this paper designs an object-oriented processing process, and gives the corresponding
classification method. In the system, the user pre scores according to the needs to obtain
the original data set, and then uses the neural network algorithm to map the input to be
identified into a standard function.

2 Discussion on the Processing Method of Artificial Intelligence
Application Based on Open Source Deep Learning Framework

2.1 Deep Learning

2.1.1 Concept

The concept of deep learning is a network-based algorithm. In this process, complex data
sets need to be decomposed into small sample sets and representative feature point struc-
tures. Deep learning is different from the relatively shallow learning concept of artificial
neural network. Deep learning really realizes the idea of multi-layer neural network and
emphasizes the depth of the network. The construction of multi-layer network enables
complex function problems to be obtained by setting fewer parameters. Deep learning
refers to processing data with machine language, The problem is solved through the
results of analysis and calculation [9, 10]. Deep learning highlights the importance of
feature learning, and does not change the original information of the data while changing
the dimension, so as to make the learned data easier to process and apply. Clustering
technology is commonly used in our life. It is based on artificial intelligence technology
to process, analyze, summarize and draw conclusions on data and knowledge. Its main
purpose is to discover the potential existing or possible changes or new features in the
environment through the automatic identification of the computer. It gathers objects of
different types, different types or similar degrees together to form a new individual (i.e.
“person”), at the same time, it can also form a group (i.e. “group”) of people with great
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differences in the same category or attribute, and finally judge whether there is similarity
and correlation between targets according to the classification criteria [11, 12].

2.1.2 Features

Themain feature of deep learning is thatwhen trainingdata, it can build a targeted, diverse
and personalized knowledge base according to different types and characteristics. At the
same time, there are many layers of neuron units in the structure of deep neural network.
When there aremany uncertain factors in complex data, whichmake the results unable to
accurately predict the error probability or large deviation in the target mode, the multi-
dimensional scale method can be used to solve it. In the process of learning, we can
build a targeted, diverse and personalized knowledge base according to different types
of characteristics. The process of in-depth learning is as follows:

(1) The bottom-up unsupervised learning is different from the traditional neural
network.The feature learningprocess of themachine is an unsupervised learningprocess.
In the training, the uncalibrated samples are used to train the bottom layer of the hidden
layer, cooperate with some parameters of the previous layer to obtain better features than
the input, and the previous output is used as the input of the next layer.

(2) The top-down supervised learning uses the sample data with artificial labels to
train, uses the parameters of each layer obtained in the first step of unsupervised learning,
and then adjusts the parameters of the whole model, and the error is transmitted from
top to bottom

2.1.3 Algorithm

Logistic regression belongs to a typical discriminant model. The most intuitive perfor-
mance is to ignore the joint distribution of data and model conditional probability, which
is obviously different from the traditional generative model Bayesian network. The gen-
erative model first models the joint probability distribution of data, and then calculates
the posterior probability of each data set through Bayes and other formulas. From a
mathematical point of view, the logarithm of probability comes from the linear com-
bination model of predictive variables, and the process of logical regression is divided
into three steps. Firstly, the prediction function H is constructed. The essence of logistic
regression is a classification algorithm, which is mainly used for two classification and
some multi classification problems. Therefore, it uses the sigmoid regression function,
and the expression of the function is:

G(z) = 1

1+ e− z (1)

Thus, a prediction function H (x) is constructed, which represents the probability
that the result takes 1.

hθ (x) = g
(
θT x

)
= 1

1+ e−θT x
(2)

It can deal with nonlinear problems through the relationship between input data sets,
implicit parameters and output results. It has good stability and robustness. At the same
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time, it also reduces the computational complexity and improves the operation speed to
a certain extent.

2.2 Artificial Intelligence Application Processing Method

The application method of artificial intelligence is based on machine learning. Accord-
ing to different objects, many different types of algorithms can be used to deal with
these problems. For example, artificial neural network, fuzzy set theory and decision
tree model. Among the current AI application processing methods, the method based on
deep learning framework and SAR support system has good results. The application of
artificial intelligence is mainly through computer and machine learning. In dealing with
complex and fuzzy data, neural network and other methods are used for analysis. It has
strong adaptive ability and fault tolerance, which is stronger than other computer tech-
nology fields. At the same time, it can quickly converge in the case of noise interference,
and obtain the optimal solution through multi-layer processing of data. Therefore, it has
a wide range of applications and obvious effect. It is a typical nonlinear mapping system.
It establishes the model and gives the prediction results by dealing with the relationship
between the sample points. When the training set reaches the required goal, it will pro-
duce the output value, which is different from the corresponding quantity in the real
world. The application of this method is to combine multiple items to form a large file
group to improve the classification efficiency and reduce the amount of calculation. The
algorithm can effectively reduce the waste of resources and the increase of computing
cost caused by redundant tasks in the process of machine learning.

2.3 Open Source Framework

Java open source framework is an application mode of algorithm based on deep learning.
It uses object-orientedmethod, automatic classification technology and self-organization
theory to gather complex data into the same class, and realizes the target set features
with strong correlation between data, rich shared resources and multi-dimensional fea-
ture description ability. In computers, the method we usually use is the Java open source
framework. It has three advantages: (1) it has strong scalability and can provide more
services for users. (2) Because of its high reliability and security, it is widely used in var-
ious fields. For example, some data analysis software is applied in artificial intelligence
processing system to help users make decisions, and this information is often called or
modified text files and stored when we need it. (3) Open source framework is easy to
manage and maintain, and can well solve the current problems. Hibernate is one of the
excellent open source Java object relational mapping frameworks. It can not only replace
most JDBC codes in Java applications, but also be integrated into Java EE system as
a persistence layer framework. Hibernate can be well integrated with a variety of web
servers or application servers. Now it supports almost all popular database servers. As
a new ORM mapping tool, hibernate not only provides mapping from Java classes to
data tables, but also provides data query and recovery mechanism. Compared with using
JDBC and SQL to manually operate the database, using hibernate can greatly reduce the
workload of operating the database.
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3 Experiment

3.1 Framework of Artificial Intelligence Processing System

Scene application 
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Scenario
application

Intelligent
terminal
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General
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Theoretical
algorithm

Hardware
platform

Programing
language
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Fig. 1. The AI processing system framework

The application framework based on the depth of open source is mainly composed
of three parts, as shown in Fig. 1: scene application data collection, technology driven
system management and basic analysis and processing. In the process of high-capacity
operation, a variety of sensors are used to obtain the original source code informa-
tion. Through the extraction of different characteristic signals, the multi-channel output
signals are obtained. The source code information is obtained by using web crawler
technology and uploaded to the local database to realize the operation modes such as
real-time packet capture and classification, and complete the task target identification, so
as to ensure the scalability of system management function, operation platform function
and maintenance and upgrading.

3.2 Experimental Data Collection

In this paper, artificial neural network is used as themainmethodof datamining.Different
models are used to train classifiers and process them according to samples. Firstly,
we preprocess the data set and select an appropriate number, type and characteristic
parameters (such as noise intensity) in the input set. During data collection, we need to
preprocess the collected content, parameters and other information, input all the data
saved in the original database, and then download relevant files from the Classification
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Library through automatic retrieval technology, And return to the user, extract and store
the corresponding type of label documents according to the text file, and then output
them to the clustering algorithm. Finally, use this result to provide recommendation
services for the user.

3.3 Experimental Test Process

In this application experiment,we use five different parameters to verify. It includes train-
ing set generation, test sample preprocessing and experimental data analysis. Because
this paper is used to support the multi-user online system of deep learning algorithm, it
is necessary to segment the data appropriately, and other parameters may affect the final
result. In the training process, first map the data set to be tested to a set of eigenvalue
functions, and then select some specific types of samples from these data sets as the final
goal. Because each classifier corresponds to different category attributes, we can group
the selected samples to realize hierarchical processing method and crossover operation.
Finally, the interaction design and after the interaction, the activation function value is
returned, which is realized and tested by simulation software.

4 Discussion

4.1 System Performance Test and Analysis

Table 1 shows the performance test data of artificial intelligence processing system.

Table 1. Performance data testing

Test times Performance period
(s)

Delay time (s) CPU occupancy rate
(%)

Memory
consumption (k)

1 3 1 2 3142

2 4 2 3 3254

3 2 1 2 3230

4 3 1 1 3415

5 2 1 2 3243

When processing data, the method based on open source deep learning framework
mainly obtains the optimal solution by analyzing a large number of training sets. How-
ever, due to too much manual intervention, inconvenient control and multi-threaded
operation, complex process is used. In this paper, iterative strategy is used to achieve
fast convergence and local search ability. As can be seen from Fig. 2, the artificial intel-
ligence processing system based on deep learning algorithm has good performance in
all aspects during operation, the operation time and delay time are within 2–3 s, the
occupied memory is about 3400k, and the CPU occupation rate is about 2%. This shows
that the performance of the system has met the requirements.
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5 Conclusion

With the development of the Internet, artificial intelligence will be widely used in the
future,which also solvesmany practical problems for us, such as high learning efficiency,
strong autonomous control ability and so on. This paper introduces a model of data
processing, text classification and decision analysis based on the combination of open
source deep learning framework and machine learning methods, analyzes and expounds
the processing process based on deep model from different angles, solves the practical
problems of artificial intelligence processing system, and gives its application prospect
in the future.
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4. Anxie, T., Bing, L.:Application of deep learning and artificial intelligence in the psychological
mechanism of language activity. J. Intell. Fuzzy Syst. 38(23), 1–13 (2020)

5. Shi, M.: Knowledge graph question and answer system for mechanical intelligent manufac-
turing based on deep learning. Math. Probl. Eng. 2021(2), 1–8 (2021)

6. Tsai, M.-F., Huang, J.-Y.: Sentiment analysis of pets using deep learning technologies in
artificial intelligence of things system. Soft. Comput. 25(21), 13741–13752 (2021). https://
doi.org/10.1007/s00500-021-06038-z

https://doi.org/10.1007/s00521-021-05728-x
https://doi.org/10.1007/s00500-021-06038-z


1010 Y. Tu

7. Yepez, J., Castro-Zunti, R.D., Ko, S.B.: Deep learning-based embedded license plate
localisation system. Intell. Transp. Syst. IET 13(10), 1569–1578 (2019)

8. Ha, A., Aa, A., As, A., et al.: The promise of artificial intelligence and deep learning in PET
and SPECT imaging - ScienceDirect. Physica Med. 83, 122–137 (2021)

9. Zhang,W.,Li,H., Li,Y., Liu,H.,Chen,Y.,Ding,X.:Applicationof deep learning algorithms in
geotechnical engineering: a short critical review. Artif. Intell. Rev. 54(8), 5633–5673 (2021).
https://doi.org/10.1007/s10462-021-09967-1

10. Lee, Z.Y.,Karim,M.E.,Ngui,K.:Deep learning artificial intelligence and the lawof causation:
application, challenges and solutions. Inf. Commun. Technol. Law, 1–28 (2021)

11. Salvaris, M., Dean, D., Tok, W.H.: Deep Learning with Azure (Building and Deploying
Artificial Intelligence Solutions on the Microsoft AI Platform) || Trends in Deep Learning,
pp. 53–75 (2018). https://doi.org/10.1007/978-1-4842-3679-6

12. Hori, K., Ikematsu, H., Shinmura, K., et al.: The diagnostic artificial intelligence (AI) system
for detection of colonpolypswith high efficiencyof deep learning.Gastrointestinal Endoscopy
87(6), AB240–AB241 (2018)

https://doi.org/10.1007/s10462-021-09967-1
https://doi.org/10.1007/978-1-4842-3679-6


Application of Computer Virtual Technology
in Physical Training Video
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Abstract. The physical training of virtual computer technology is now a new
hot spot in the field of international sports science, and it has received more and
more attention from domestic sports research institutions. This article studies the
application of computer virtual technology in physical training videos, and under-
stands the related theories of physical training and computer virtual technology on
the basis of literature data, and then designs a physical training system based on
computer virtual technology. Explains the application of computer virtual tech-
nology in physical training, and then tests the designed system. According to the
test results, the average frame rate of the system designed in this paper has reached
66 or more, indicating that it meets the basic requirements of the system.

Keywords: Virtual technology · Physical training · Computer technology ·
Sports science

1 Introduction

Monitoring the training process of athletes has become a part ofmodern physical training
[1, 2]. With the development of modern sensors and computer technology and people’s
further understanding of the scientificization of sports training, intelligent monitoring
in the training process of athletes has also been paid more and more attention [3, 4].
Nowadays, some advanced sports teams in the world have taken the lead in making
physical training intelligent, and some of them have successfully realized it [5, 6]. Virtual
training is now a hot topic in the field of sports, and many foreign researchers in the field
of sports are exploring this aspect [7, 8].

Based on long-term research onphysical fitness training, relevant scholars have found
that compared with developed countries with foreign physical fitness training, China’s
physical training is still in the initial stage of traditional training, sports training concepts
and theories are relatively backward, and the method innovation is insufficient. There is
no systematic training for quality coaches, and even lack of coaches [9]. However, some
scholars believe that modern sports technology is a systematic engineering developed
by the integration of multiple disciplines. It is a synthesis of neurophysiology, functional
anatomy, biomechanics, and sports medicine. It is also basic research based on evolu-
tion, human development, and sports models. Therefore, physical training has become
a major comprehensive curriculum in the fields of modern sports teaching and health
education in China [10]. Some researchers believe that due to the rapid development of
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big data analysis, artificial intelligence and computer technology, modern sports tech-
nology has entered a new era of informatization and digitization. Significant changes
have taken place in traditional training concepts, training methods, training systems, and
competitive mode training. “No data, no training” and “No monitoring, no training” are
the basic principles of high-level competition. The training teammonitors, transmits and
optimizes the entire process of technical and tactical, physical fitness, status, stage, and
management, and transforms traditional and empirical training into information, digi-
tal, and scientific training. Data science is becoming the supporting theory for winning
championships on the field [11]. In summary, the digital trend of physical training is
already obvious. With the development of technology, virtual technology will also be a
helper for physical training.

This paper studies the application of computer virtual technology in physical training,
analyzes the digital trend of physical training and the advantages of computer virtual
technology on the basis of literature data, and then designs a physical training system
based on computer virtual technology. To illustrate the application of computer virtual
technology in physical training, and finally tests the designed system, and draws relevant
conclusions through the test results.

2 Research on Physical Training and Computer Virtual Technology

2.1 The Digital Trend of Physical Training

The numerical demonstration of sports training is nothing new. Because part of the field
of sports training research is to use numerical values to measure the training process
and summarize it through the law. In competitive sports, the collection and classification
of human movement data is the main core of the entire sports analysis [12]. Athletes’
physiological and biochemical processes also require the measurement of the athlete’s
internal load in order to achieve effective management of the athlete’s functional sta-
tus and fatigue, and the sports team training methods and sports biomechanics process
require the measurement of the athlete’s external performance during the exercise and
control the athlete performance management of athletes. Due to the constraints of train-
ing equipment and technical means, it is difficult to monitor in time during the training
process and adjust the training content of the players in time through feedback informa-
tion. For example, middle- and long-distance runners can accurately track the athlete’s
workload through the heart rate monitor, and cyclists can also monitor the athlete’s work
through the heart rate monitor or power meter. However, physical training includes
various forms of sports and complex skills, making digital detection more troublesome.

2.2 Advantages of Computer Virtualization Technology

(1) Immersive experience: It is the key point of VR technology experience. This means
that users can feel the fidelity of the virtual environment, especially in the process
of vision, hearing, touch, smell, taste, and body immersion. Therefore, simula-
tion training usually uses a three-D battlefield environment image resource library,
including historical background, environment, characters, and a sound source
library that can simulate different sound effects, and uses real-world simulation
to improve the quality of training.
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(2) Interactivity: refers to the natural degree of people with experience in the virtual
reality system to deal with things, and the natural degree of acceptance of human
emotions and reactions in the virtual reality system, etc. The creation of this type of
interaction mostly uses data bracelets, head-mounted displays, 3D mice, and vari-
ous specialized 3D interactive devices. Therefore, in the simulation training, par-
ticipants use multiple virtual weapons and equipment. These devices can evaluate
and respond appropriately in time, showing the characteristics of direct interaction.

(3) Imagination: VR technology aims to immerse people in this environment and
acquire new knowledge through the creation and construction of virtual environ-
ments. This will generate new ideas and unleash your imagination. For example,
simulation training can improve the perceptual and rational understanding of the
training environment and improve the skills in the real world through the experience
and operation of virtual and virtual equipment.

2.3 Virtual Technology Algorithm

The ROAM algorithm does not store a huge array of triangle coordinates to describe the
terrain, but mainly uses a binary triangle tree to maintain the coordinates of the triangle,
and uses a tree-based structure to maintain the depth of the triangle. The amount of
control memory increases exponentially as it grows. In the binary triangle tree, each
node is an isosceles right-angled triangle with no affiliated nodes. Separating from the
triangle vertex at the center of the hypotenuse creates two new right-angled isosceles
triangles, and then the two right-angled isosceles triangles form auxiliary nodes of the
original node. This subdivision process allows to go back and repeat the required level
of detail. ROAM can divide small squares very quickly and update them dynamically.

Modeling requires error calculation. The calculation method is as follows.

SpiltMetri = (Variance ∗ MAPSIZE ∗ 2)/Distance (1)

In the expression, Variance is the deviation of the node, and MAPSIZE is the width
of the entire ground grid. This resolution error is relatively easy to calculate, taking into
account the surface roughness and the distance between the observation point and the
node. If the result of splitMetric settlement is greater than the global variable G defined
by the system, the system will continue to separate the nodes, otherwise, the split will
stop. This algorithm guarantees a constant frame rate by determining the value of G.

The strategy of this paper to improve the ROAM algorithm is to dynamically divide
large plots of land, and divide the ground into smaller squares before dividing the large
plots of land, then use the quadtree algorithm to divide the quadtree blocks. For the four-
element tree algorithm, it provides a special definition and division of the four-element
tree. The algorithm uses a relatively simple and fast calculation method to divide it into
many squares of different sizes. The size of the square block depends on the distance from
the viewpoint. The further away from the viewpoint, the larger the sub-parts obtained,
and the closer to the viewpoint, the smaller the sub-parts obtained. Set whether the
quadrilateral node is divided, where D is the side length of the topographic map, W is
the side length of the small square, and L is the distance between the viewing angle and
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the node requirement is

W ≥ kD/L (2)

Where k is a constant.

3 Physical Training System Based on Computer Virtualization
Technology

3.1 Establishment of Virtual Human Model

Since the human body is a very complex and easily deformable body, not only the static
shape of the human body, but also the skin deformation of the human body shape during
the human body movement must be considered in the study of the human body shape.
So far, the most commonly used human modeling method in virtual environments is
hierarchical modeling technology. In this layered model, the virtual human body model
is composed of a basic bone layer, a muscle layer, a skin layer, and some specific
environment layers, which represent decorative elements of the human body, such as
virtual facial hair and clothes. The basic skeleton is determined by the motion data
of the human skeleton, which determines the basic posture of the human body. The
muscle layer determines the deformation of various parts of the human body, and the
skin deformation is affected by the muscle layer. Finally, the skin layer determines the
appearance of the virtual face. Figure 1 shows a modeling method, which is a practical
personalization. The method is divided into three steps: driving model, matching model
and merging model.

3D scan model

Block model

Model joint center

Driveable model

Sample model Template model

Bone rotation scaling parameters

Skin vertex offset parameter

Sample model bone skin information 
database

Enter anthropometric parameters Template model

Three-dimensional human body model

Model error

Personalized and driveable three-
dimensional human body model

Fig. 1. Modeling method flowchart
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Themodel-based stage first follows theMorse principle, constructs aMorse function
based on the earth distance, calculates the equidistant area of the earth distance, and
extracts the topological structure from the scanning model at different locations. Next,
analyze the roundness of the ground from the isosceles surface, and extract the joint
center of the model. Finally, connect the top of the model to the bones to drive the scan
model. This process has nothing to do with the position of the scanned model, and is a
more common bone extraction and auto-induction method.

In the model matching stage, the model model is first exported, and the target model
is matched with bones and skin. According to the rotation and scaling information of the
bone chain, the skin peak of the model is deformed to achieve the bone matching of the
model. After the bones are matched, the top of the skin of the model is projected onto the
surface of the target model. The projection strategy is as follows: the projection point is
closest to the starting point, and the normal direction of the triangle where the projection
point is located is close to the starting point. Finally, use the mass spring model to repair
any errors that may have occurred during the process. After many repetitions, the skin
matches the target model in the model.

In the model fusion stage, first in the measurement parameter space, according to the
anthropometric input parameters and the measurement parameters of the sample model,
use the radial-based function grid to calculate the fusion weight of each sample, and then
merge the bone detachment information based on these weights. For skin deformation,
according to the bone-based skin peptide deformation algorithm, the bones of the model
model are scaled and the affected points of the bones are deformed according to the bone
scaling ratio to obtain the deformed model, and then all the models are compared and
the skin displacement information of the model is combined, and create a new model
skin transformation.

3.2 Virtual Scene Design

After completing the modeling of the virtual human body and the design and debugging
of the controller, the design integration of the virtual realityworld began.At this stage, the
design of virtual scenes and physical exercise actions are directly related to the meaning
and effect of users using virtual reality to complete physical actions. Therefore, the
scene designed in this work is obstacle training, which is modeled based on conventional
obstacle scenes.

3.3 Vision Sensor

In this article, Kinect will be used for visual capture. With its advanced bone monitoring
function, Kinect can actively monitor one or two people and receive the 3D coordinates
of up to 20 joint spaces of the human body, but the limbsmust be extracted and processed
to recognize the user’s limb movement and may react to the next steps exercise. Kinect
processes the data from the sensors in a “pipeline” manner and the most primitive
information needed to obtain the complete skeleton data of the active tracking object is
the detailed data stream. Therefore, the following steps are required from opening the
device to retrieving bone data.
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(1) Specify general response events

There are two ways to get the latest buffered bone data frame. The first method
is to use the voting function to get the buffer inside the loop, and read the bone data
immediately after it is ready. The second method uses the event function to set the
bone-readable event and passes the Windows WaitForSingleObject() kernel object wait
function.When new bone data is generated, the event is activated and the standby process
ends. Currently call API related methods to get data and reset event ID.

(2) Start NUIAPI

When calling NuiInitialize() to initialize and start the Kinect sensor, you must also
specify the correspondingflag for the required sensor data.Only after a specific datamark
type is specified, the relevant sensor information can be used in subsequent procedures.
There are five types of switcher logos: audio data logo, color data logo, depth data logo,
depth data logo with user ID, and bone data logo.

(3) Open the sensor information channel

After initializing and specifying the sensor information type flag, open the corre-
sponding feed information channel cache and read data. The basis of bone data genera-
tion is to separate the user from the depth map. Therefore, the user ID needs to be used
here to open the depth data stream channel to generate more bone data information.

(4) Multithreading to read data frame

Receive data in the above event mode. When the detailed reading event is acti-
vated, the detailed reading and processing data alarm will be triggered, and the corre-
sponding method for obtaining detailed data will be called. Skeleton data when detailed
information is received, regardless of whether there is a user.

3.4 Development of Virtual Platform

A good virtual reality platform must have powerful functions, huge economy, and rich
interface capabilities with external devices. Therefore, for this task, VC++ and OpenIn-
ventor 7.0 will be selected as the development platform for the virtual training system
integrated with artificial intelligence.

Open Inventor 7.0 is a powerful C++-based 3D graphics production system. Inter-
active Visual Framework IVF class library can easily call all Microsoft MFC package
class libraries and C/C++ programming environment, combined with powerful and rich
3D graphics editing API functions, effectively complete the input and output of external
images. IVF is essentially a Microsoft MFC application that integrates Win32 API and
includes SoWin API and MFC-based 3D graphics extension class library.
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4 System Test

In order to detect the frame ratememory of the virtual scene of the system, the experiment
selects the ground as a 1024 * 1024 virtual scene, and divides the ground into 64 blocks.
The experiment obtains a series of different analysis effects by changing the error limit,
and introduces traditional algorithms for comparison. The results are shown in Table 1:

Table 1. System test results

Error threshold G Traditional
algorithm

Improve
algorithm

0.1 5.2 6.2

0.2 9.5 10.5

0.5 21.2 25.2

1.0 33.4 39.6

2.0 44.7 49.9

5.0 58.4 62.6

10.0 59 67
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Fig. 2. System test results

It can be seen from Fig. 2 that after the upgrade, the frame rate has increased at the
same resolution, but the improved algorithm still has its shortcomings. In the process
of improvement, the soil roughness was not fully considered, and the influence of some
simulated soils may not be obvious.
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5 Conclusions

This article focuses on the application of computer virtual technology in physical train-
ing. After understanding the relevant theories, a physical training system based on com-
puter virtual technology is used to explain the application of virtual technology in train-
ing, and then the designed system is tested and passed the test. The result is that the
average frame rate of the system designed in this paper can reach 66 or more, which can
meet the needs of the system.
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Machine Automatic Translation Quality
Evaluation Model Based on Recurrent Neural

Network Algorithm

Beibei Ren(B)

School of Translation Studies, Xi’an Fanyi University, Xi’an, Shaanxi, China

Abstract. In real life, the evaluation of translation quality is widely used. Not
only translation activities need evaluation and comparison, but also translation
quality evaluation in the editing and publishing of foreign language works, text
translation teaching and other fields. The purpose of this paper is to study the
quality evaluation model of machine automatic translation based on the recurrent
neural network algorithm. First introduced the research background of this article,
discussed the importance of research, and then briefly reviewed the research and
development of machine translation evaluation, focusing on the current situation
of recurrent neural network and evaluation method automation, and summarized
the translation evaluation of automatedmachine technology. Finally, themain con-
tent of this article is summarized. The language model based on iterative neural
network algorithm is studied. Basic experiments are carried out on the repetitive
neural network translation quality evaluation model for machine translation qual-
ity evaluation. On the basis of basic experiments, 100 sentences were randomly
selected to evaluate the performance of the translation system. The experimental
results show that the translation quality estimation system of the machine auto-
matic translation quality evaluation model based on the recurrent neural network
algorithm established in this paper is 0.1 points better than the QuEst system.

Keywords: Recurrent neural network · Machine translation · Automatic
translation · Quality assessment

1 Introduction

For the communication and dissemination of civilizations between different languages,
language translation has become a key factor in the economic, political and cultural
exchanges of various countries [1]. The so-called translation refers to a language activ-
ity. It includes both oral translation and written text translation. Essentially, it refers to
a language that converts one language text into another without changing its meaning.
The language behavior of texts in various languages. Strictly speaking, translation is
a kind of “cross-cultural activity”. With the continuous development and progress of
today’s society, facing a large number of various translations, this inefficient process has
gradually become people’s daily translation activities, translation education and transla-
tion research. One obstacle, manual evaluation will become more and more inaccessible
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[2, 3]. Therefore, evaluating the translation quality of human translation has become an
indispensable feedback link in our daily translation process [4, 5].

The evaluation of machine translation is of great significance to machine transla-
tion research. Evaluation is based on the judgment of the evaluator, and it is necessary
to ensure the reliability of the judgment [6]. Since the Z number has the potential to
overcome the problem of information reliability, the introduction of this concept brings
an improvement in describing uncertain information in multi-criteria decision making.
Inspired by this development, Qiu D used Z-number to develop a comprehensive trans-
lation evaluation method. The specific steps of this method are given, and two different
machine translation target texts from the same original text are studied using thismethod.
The results show that the proposedmethod provides useful guidance formachine transla-
tion quality evaluation [7]. FomichevaM designed an unsupervised QEmethod that does
not require any training or access to other resources except the MT system itself. Unlike
most of the current work that regards the MT system as a black box, they explore useful
information that can be extracted from the MT system as a by-product of translation.
Through the use of uncertainty quantification methods, they have achieved a very good
correlation with human judgments of quality, which is comparable to the most advanced
supervised QE model. To evaluate their method, they collected the first dataset that
supports the work of QE’s black box and glass box methods [8]. It is of practical signifi-
cance to study the machine automatic translation quality evaluation model based on the
recurrent neural network algorithm.

The research content of this paper is based on the recurrent neural network algorithm
for machine automatic translation translation quality estimation method. By analyzing
the related work of neural translation quality estimation, we understand the current
status of quality estimation research using only the translation fidelity features of the
translation, and propose a machine automatic translation translation quality estimation
method based on the recurrent neural network algorithm to improve sentence-level qual-
ity Estimate the effect of model performance. Finally, experiments are carried out on
tasks related to the comparative analysis of scoring results and language model per-
formance analysis. The main research process is: preprocessing of parallel corpus and
quality estimation evaluation corpus; implementing quality estimator based on BiLSTM
network, and fusing context word vector and quality vector to build sentence-level neu-
ral translation quality estimation model; model training and optimization; verification
model.

2 Research on Machine Automatic Translation Quality Evaluation
Model Based on Recurrent Neural Network Algorithm

2.1 Recurrent Neural Network

Compared with the traditional neural network model, the biggest feature of the recurrent
neural network is to spread the information contained in the node layer by layer through
the iterative method of the hidden layer, so that the final top-level output node can learn
rich feature information [9, 10]. In the sentiment analysis task, with the help of the
recursive characteristics of the syntactic tree, on the input layer, we represent the words
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in the sentence in the distributed representation of the word vector (here, we use the
word2vec word vector representation method provided by Google) to The two-by-two
merging of text syntax tree nodes continuously calculates the parent node vector layer
by layer [11, 12]. Function f is the most basic activation function in neural networks, and
its activation form uses function f = tanh. In order to continue the recursive computing
characteristics, the dimension of the hidden layer node in the recurrent neural network
must be the same as the dimension of the initial leaf node, that is, the dimension of the
word vector. Therefore, the dimension of thematrixW that stores the weight information
needs to be set to. On each neuron node of the syntactic tree, we judge the distribution of
emotion by applying a softmax function layer to the feature. The softmax() function is
used to soften the output c-dimensional emotion level vector so that each component in
the vector satisfies Probabilistic attributes, through the use of recurrent neural networks,
we can see that the emotional information in thewords (hidden in the features represented
by the word vector, and displayed through the softmax layer), with the help of the
syntactic tree structure, spread layer by layer, and communicate with each other. Fusion
strengthens or rejects the reversal, and finally the emotional information is transmitted to
the top of the syntax tree, completing the judgment of the degree of emotional tendency
in the entire text sentence.

2.2 Model Evaluation Criteria

The simplest and most direct criterion for evaluating a language model is to apply the
model to subsequent tasks, such as speech recognition, text classification, and machine
translation. Although this method is intuitive and practical, it is necessary to construct
a corresponding system for subsequent tasks, which greatly increases the experimental
cost, and it is difficult to compare the performance differences of language models.
Therefore, the current mainstream method of evaluating language models is to compare
the parameters of the model itself. The two main methods are described below.

(1) Number of parameters
For anymodel, the space required to store itself and the computing resources required

to train themodel are determined according to the number of parameters, and the training
time is positively correlated with the number of parameters. Sometimes the number of
parameters will be very large, so that the model can better solve the problem. However,
when training the model, a large amount of computing resources are correspondingly
required, which is difficult to satisfy in actual production. Therefore, it is necessary to
find a model with better performance under the same computing resources. For the N-
gram language model, the number of N-gram sequences obtained on the training data is
the number of parameters of the model, and the size of the training data set has a posi-
tive correlation with the number of parameters. In the neural network language model,
the number of training weights in the network represents the number of parameters.
Therefore, the number of parameters is only suitable for the performance comparison
of models of the same type and different scales.

(2) Confusion
In information theory, perplexity is an index used to measure the pros and cons of

predicted results, as well as probability models or probability distributions. Perplexity
in the field of statistical language models is often used to evaluate models. The statistical
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language model calculates the probability similarity between the given word sequence
and the actual possible word sequence. If the model learns the real possible words, the
better the performance of the model. At this time, the degree of uncertainty calculated
by the model, that is, the degree of confusion, will be lower. Although the perplexity
does not directly show the performance of the model, when comparing the performance
differences between different types of language models, the perplexity can be used as a
criterion.

3 Investigation and Research on the Quality Evaluation Model
of Automatic Machine Translation Based on Recurrent Neural
Network Algorithm

3.1 Operating Environment

Theexperiment in this paper is to accelerate the training speedof neural network language
model, using a nVidiaGTX1060Ti graphics card as the hardware acceleration card. The
operating system is Windows, which has good support and stability for all kinds of open
source software used in the experiment. This chapter mainly consists of two parts: one is
to train two language models, and then to examine the performance of the two language
models. The second is to analyze and evaluate the translation evaluation model through
experiments.

3.2 Evaluation Data Set

This paper exports the Chinese-English translation evaluated by the LanguageData Con-
sortium (LDC) on NIST Open Machine Translation 2008 as a corpus (Smt_translation),
and selects 100 pairs of sentences (100 manual reference translations and 100 machine
translations).

3.3 Recurrent Neural Network Translation Quality Evaluation Model

The representation of the sentence vector obtained from the recurrent neural network
depends on the structure of the tree. The vector of each parent node is calculated from its
directly affiliated nodes. Two child nodes c1 and c2, the parent node vector is calculated
by c1 and c2, as shown in formula 1:

hp = f (VRecursive • [hc1, jc2] + bRecursive) (1)

Among them [hc1, hc2] is obtained by concatenating the vectors hc1 and hc2
corresponding to c1 and c2, and bRecursive is the bias vector. f is the tangent function.

After obtaining the distributed vector representation of the sentence, a set of sentences
m is constructed with a sliding window of size m. Then calculate the group score to
determine whether the group is coherent, and then use the product of the coherence
probabilities of all groups to determine whether the text is coherent. The calculation
process is shown in formula 2:

p(yc=1) = sig mod (UT ∗ f (Wsen × hc + bsen) + b) (2)
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Where yc = 1 means that the group is coherent, otherwise the group is not coherent.
Themodel judgeswhether the text is coherent by comparing the size of the text coherence
score S.

4 Analysis and Research of Machine Automatic Translation
Quality Evaluation Model Based on Recurrent Neural Network
Algorithm

4.1 Comparative Analysis of Scoring Results

We compare the scoring results of the QuEst method (QuEst), the scoring results of our
machine automatic translation quality assessment model system based on the recurrent
neural network algorithm (Our system) and the official gold standard (Gold) for com-
parison and analysis. Divide the sentence length in the test set into five ranges: (1,10],
(10,20), (20,30], (30,40), (40,+ ∞). Under different sentence lengths,We calculated the
Pearson correlation coefficient between the QuEst system scoring results and the gold
standard Gold (corresponding to the QuEst column in the table), and we also calculated
the scoring results of the machine automatic translation quality evaluation model system
based on the recurrent neural network algorithm established in this article and the gold
standard Gold. The Pearson correlation coefficient is shown in Table 1.

Table 1. Pearson correlation coefficients of each system under different sentence lengths in the
test set

Sentence
length range

Number of
sentences

QuEst Our system

(1,10] 467 0.443 0.514

(10,20] 546 0.408 0.543

(20,30] 324 0.468 0.578

(30,40] 88 0.589 0.643

(40, +∞) 37 –0.45 0.085

Regardless of the value range of the sentence length, the translation quality estimation
system of the machine automatic translation quality evaluation model based on the
recurrent neural network algorithm established in this paper is better than the QuEst
system as shown in Fig. 1. We can also find that when the sentence length is greater than
40, the QuEst system and our system both obtain relatively poor score results, and the
QuEst system even has a negative correlation.
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Fig. 1. Pearson correlation coefficients of each system under different sentence lengths in the test
set

4.2 Language Model Performance Analysis

This paper also counts the content of nouns in the machine translation corpus, and the
statistical results are shown in Fig. 2.
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Fig. 2. Evaluate the nouns in the translation

There are about 22.4% of the nouns in the original text, about 24% of the nouns
in the reference translation, and about 20% of the nouns in the translation obtained
by automatic translation. Although the proportion of nouns in the text is almost the
same as that of smt_translation. Chinese body ctb and composition one The body of the
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series of sentences. However, because machine translation consistency detection is more
difficult than sentence classification, the reason is that the former needs to distinguish
between relatively similar reference translations and machine-generated translations,
and the comparability ranking task of original documents and replacement documents
in sentences is not high. Therefore, the recognition performance of the traditional solid
grid method and the traditional neural network method is not high, but after combining
the two in this article, the performance can be significantly improved. It shows that
the model in this article incorporates entity information into machine learning to better
evaluate the consistency of machine translation, which fully reflects the complementary
role of distributed entity representation and existing deep learning models. In addition,
the significance test shows that the performance of the model in Chinese is significantly
improved compared with the existing models.

5 Conclusions

Language is not only the embodiment of human civilization, but also the most important
communication tool for human beings. It is the main way of communication between
people. People use language to preserve the crystallization of human civilization and pass
it on. At the same time, with the deepening of globalization, no country can be separated
from the world. Various cultures influence and infiltrate each other and promote the
progress of the entire human society. This article is a research on the quality evaluation
of manual translation. Taking English-Chinese vocabulary translation as an example,
this paper proposes a translation quality evaluation method based on neural network
language model to evaluate the quality of manual translation results from the perspective
of conforming to Chinese terminology expression habits. This is a new perspective of
translation quality evaluation. And further analyze the performance of the translation
quality evaluationmethod, and finally verify the feasibility of themethod through related
experiments.
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Abstract. The development of the Internet has brought opportunities and chal-
lenges to the human resource management of enterprises, and it is necessary to
build human resource management information systems to maximize the effec-
tiveness of human resourcemanagement. At the same time, the younger generation
who has grown up with the reform and opening up is entering the workplace due
to their own personality characteristics that are different from the previous gen-
eration, they often leave jobs frequently. In order to effectively prevent the new
generation of employees from leaving the risk, taking the departure of new gener-
ation employees as an example, this paper combines AHP and Bayesian networks
to provide control measures for enterprise HRM from the perspective of dynamic
risk.

Keywords: New generation employees · Bayesian network · Risk

1 Introduction

With the rapid changes in the times, a new generation has entered the workplace along
with the reform and development, and is called the “new generation of employees”. For
this group, enterprises can be said to have mixed feelings, “happy” is that this generation
of young people compared to previous employees, knowledge background and learning
ability is stronger, with innovative thinking mode, willing to accept new things, for
enterprise development can bring significant improvements; “worry The “worry” is that
these employees are more active, more autonomous and eager to pursue results, and they
find it difficult to rest on their laurels in the workplace, often leaving frequently because
they cannot meet their individual needs or reach the expected standards [1].

Due to their own characteristics, “frequent job-hopping” has become a common
professional characteristic of the new generation of employees [2, 3]. For companies,
the frequent departure of employees, especially core employees, can bring immeasurable
and irreparable losses, as it not only means higher training and management costs, but
also the leakage of core secrets and loss of important customers [4]. Therefore, there is
an urgent need to explore the motivation of the new generation of employees leaving the
company and take corresponding measures to effectively reduce the employee turnover
rate [5].
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2 Characteristics of the New Generation of Employees

At this stage, as the market economy continues to develop with new vitality, the new
generation of employees is gradually becoming the backbone ofChina’s economic devel-
opment, and they are changing the world in their own way, so it is necessary to have
a more comprehensive and systematic understanding of employees. The new genera-
tion of employees differs from previous generations in a number of ways [6] and its
characteristics are briefly summarized in the following areas.

(1) Diversity of values. The newgeneration of employees showsgreater inclusiveness in
terms of ideas and values. For self-expectations are higher, focusing on self-centred,
so when they first enter the workplace is always likely to produce a psychological
gap. At the same time, this generation tends to eat the values of “realistic”, with the
previous demand for dedication and selflessness is different, they only accept the
immediate results, more material life, good at maintaining their legitimate interests
and core rights.

(2) Strong plasticity. The knowledge level of the new generation of employees has
been greatly enhanced compared to previous generations of employees, with a
strong foundation of professional knowledge and the ability to operate computers
proficiently, willing to accept new things and with a strong sense of innovation.
Driven by strong motivation, they are often able to actively learn and continuously
improve their overall quality. The company is also able to make them recognize the
values of the organization and maintain a high level of enthusiasm for innovation
through the inculcation of the organizational culture.

(3) Mental quality is not strong. Although the new generation of employees are brave
enough to express their inner thoughts, but due to their birth stage and period of
relatively rich material life, growing up stage are dependent on the care and love of
parents, once into theworkplace, away from the natural shelter of the family, the new
generation of employees inevitably show some more childish behavior and ideas.
The ability to solve complex problems needs to be improved, and negative emotions
are difficult to resolve in a timely manner, which can easily lead to extremes.

(4) Changing career outlook. Young employees attach more importance to the quality
of life and are prone to emotions in the process of facing complex problems at
work. As their subjective feelings largely influence their decisions, subjective well-
being can easily affect the job performance of new generation employees. Many
employees are emotionally restless, unwilling to work solidly and steadily, empty
of slogans, and difficult to give consistently in a position, so when faced with higher
salary levels, they often choose to separation.

In the face of the significant characteristics of the young employees, and in-depth
understanding of their needs, to find their own strengths and abilities to play the moti-
vation, set the corresponding incentive mechanism, so as to reduce the rate of employee
turnover, improve the effectiveness of corporate innovation capacity.
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3 Establishment of a Risk Assessment Index System

3.1 Influencing Factors of New Generation Employees Leaving

The new generation of employees has received a lot of attention from scholars at home
and abroad, and especially the factors influencing the departure of new employees
have been explored more deeply. From the perspective of organizational fairness, Han
Hongjun et al. mainly explore the influence mechanism of distributive fairness and pro-
cedural fairness on the tendency of new generation employees to leave and its effect.
In addition, there are also scholars based on the perspective of organizational culture.
The concept of “cultural retention” is proposed, and it is believed that the error-averse
culture has a positive impact on the tendency of new generation employees to leave the
company [4].

Through a review of domestic and foreign scholars’ research [4, 3, 7], and combined
with the personality characteristics of new generation employees, the factors that affect
the tendency of employees to leave are roughly divided into the following four categories.
They are as follows:

(1) Personal factors: work-family conflict, breakdown of psychological contract, and
inability to realise personal values.

(2) Job factors: low job satisfaction, low job involvement, job burnout, poor pay
incentives, lack of career development guidance, and low sense of job achievement.

(3) Organizational factors: unreasonable reward system, inadequate promotion mecha-
nism, poor organizational climate, error-averse culture, low sense of organizational
fairness, poor company effectiveness and prospects.

(4) Environmental factors: high cost of living pressure, work opportunities outside the
organization.

3.2 Employees’ Exit Risk Assessment Index System

This paper proposes to establish a new generation of employees’ exit risk assessment
index system,whichmainly contains qualitative and quantitative indicators, i.e. static and
dynamic indicators. Static indicators are mainly obtained through expert interviews and
questionnaires, and the data analysis part will be carried out through Yaahp hierarchical
analysis software after scoring by experts to further determine quantitative indicators
and indicator weights; dynamic indicators are mainly delivered in real time with the
help of the enterprise content’s human resource intelligence system (employees’ weekly
summaries and feedback on the enterprise), and the data collected at the enterprise end
will be analyzed and collated through cloud computing and big The data collected at
the enterprise end is collated through cloud computing and big data technology for text
data analysis, and the processed data can be directly substituted into the calculation to
achieve intelligent assessment of employee departure risk.
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For example, the assessment indicators of organizational factors can be extracted
and calculated through textual analysis of visual data such as C11 unreasonable reward
system, C12 inadequate promotion mechanism, C13 poor organizational atmosphere,
C14 error aversion culture and C15 low sense of organizational fairness. This paper
combines both dynamic and static aspects to refine the four assessment indicators in the
guideline layer into 17 quantitative first-level indicators. A quantifiable and intelligent
risk assessment indicator system is constructed (Fig. 1).

Fig. 1. New generation employee exit risk assessment indicator system

4 Construction of the Separation Risk Assessment Model for New
Generation Employees

4.1 Subjective Weighting Based on the AHP Method

The basic principle is to divide a complex assessment system into four levels, such as
objectives, criteria, sub-criteria and indicators, analyse the interactions of the influencing
factors, quantify them by means of a specified scale, construct a judgment matrix and
calculate the weights of the influencing factors by calculating the maximum eigenvalues
of the judgment matrix. The specific analysis steps are shown below.

Hierarchical analysis is a hierarchical weighting decision analysis method based on
multi-objective comprehensive evaluation, decomposing the key problem to be solved
into a number of levels such as objectives, effects and indicators, combining quantitative
and qualitative aspects to provide a more convenient decision optimisation models for
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complex decision problems with multiple objectives, multiple criteria and no significant
structural features [8]. The specific application is carried out in four major steps: (1)
construction of a structural model (2) construction of pairwise comparison matrices (3)
calculation of weight vectors and consistency testing (4) calculation of combined weight
vectors and combined consistency testing.

4.2 Objective Weighting Based on Bayesian Network Method

The process of constructing a Bayesian network mainly includes structural learning and
parametric learning,which consists of twomajor steps: firstly, the correlation between the
variables is calculated and some of the less relevant variables are eliminated to improve
the efficiency and correctness of structural learning, secondly, the causal relationship
between nodes and nodes is determined by the structural learning method of the K2
algorithm, and finally, the nodes are determined by parametric learning. The posterior
probability distribution is used to quantify the node correlation through large sample
data. This paper adopts the Bayesian network method that combines the data obtained
from sample collection and prior experience to carry out parameter learning and analyse
its validity on the basis of constructing a model [9].

In order to understand in real time the departure trends of the new generation of
employees, this paper is devoted to the study of dynamic Bayesian networks to dynami-
cally rate and predict the departure risk. The dynamic Bayesian network consists of two
main components: (i) an initial state, Bayesian network N0; and (ii) a Bayesian network
N of two or more time segments (Table 1).

Table 1. Example of a dynamic Bayesian network

X-0 X1-0 X2-0

State0 50.0 50.0 50.0

State1 50.0 50.0 50.0

The probability calculation using Bayesian networks needs to follow the following
principles:with reference toBayesian networks, probability integrals are used to describe
uncertainty, and for probability integrals, the probability of the associated event needs
to be taken as follows.

P(A,B) = P(A/B)× P(B) (1)

In the above equation, P(A, B) denotes the actual probability of events A and B
occurring, P(B) denotes the probability of event B occurring, and P(A/B) denotes the
probability of event A occurring conditional on event B. P(A/B) can be converted into
Eq. (2).

P(A/B) = P(B/A)× P(A)

P(B)
(2)
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If once more than one data is involved, the Bayesian rule needs to be extended, e¯ is
assumed to be the value of the vector obtained by the n sensors and Mi is assumed to be
the set of H states of M.

P(Mi/e−) P(e−/Mi)P(Mi)
∑H

i=1 P(e
−/Mi)P(Mi)

(3)

Dynamic Bayesian networks can achieve dynamic and intelligent prediction of new
generation employees’ departure, and can play the role of early warning and control of
departure [10] (Fig. 2).

Fig. 2. Bayesian network diagram for the assessment of exit risk for new generation employees

4.3 Construction of an AHP-Bayes-Based Risk Assessment Model

In this paper, we use AHP and Bayes network to assess the risk of employee turnover.
The main assessment process is shown in the above diagram (Fig. 3): the assessment
index system is divided into three levels, such as target, criterion and sub-criterion. The
AHP method is effectively coupled with the Bayes network method to determine the
reasonable weights of the assessment indicators, on the basis of which the maximum
weighting principle is used to evaluate the risk level of separation, and different risk
countermeasures are taken at different risk levels [11].

According to the results of the software, it is found that the personal factors of
inability to realise personal value, job-related burnout and low work engagement and
poor pay incentives, organizational factors of low organizational fairness and extra-
organizational work opportunities become the key factors for employees to leave, which
is also closely related to the personality characteristics of the new generation employees
[12], whose personality of pursuing freedom and fairness will lead to the motivation
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Fig. 3. Flowchart for assessing the risk of new generation employees leaving the company

to leave due to the combination of various factors. This is also closely related to the
personality traits of the new generation of employees, whose pursuit of freedom and a
sense of fairness will lead to the motivation to leave the company and thus to the act
of leaving, which provides a favourable reference for companies to adopt intervention
measures for the new generation of employees to leave.

5 Conclusion

The new generation of staff has played a pivotal role in the development of the enter-
prise, administrators should start from the actual situation, the key factors affecting the
departure, to take targeted measures.

(1) Clear salary incentivemechanism.The newgeneration of employees pursuingmate-
rial benefits, as the economic basis of their lives, it is necessary to explore ways to
reduce staff turnover from the perspective of pay incentives, while pay and corpo-
rate costs want to link, this is an important issue that companies must weigh and
consider.

(2) Clarify employees’ career plans. The new generation of employees advocates free-
dom, enterprises can learn from the management experience of some excellent
enterprises, such as the use of “passing on help”, “mentorship”, “mentorship” and
“mentoring”. “Mentorship”, “coaching” and other career planning methods, so that
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the old staff to help new employees, so that new employees to stimulate the enthu-
siasm of the old staff to work, so as to achieve the purpose of mutual promotion
and common development.

(3) Clear promotion channels. For new employees, while pursuing material benefits,
they also attach importance to their spiritual needs, especially for promotion. New
generation employees are open-minded, autonomous and goal-oriented, so they
dare to challenge authority and achieve their own goals, and often stand out in the
goal assessment, so reasonable promotion channels undoubtedly play a stronger
motivational role.
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Abstract. With the development of electronic technology and computer technol-
ogy, the application field of medical images will continue to expand, and medical
image processing technology will also attract more andmore attention. CT images
are increasingly used for clinical diagnosis and treatment. The purpose of thiswork
is to study the CT image enhancement system based on swarm intelligence opti-
mization algorithm. Integrate medical image enhancement algorithms based on
swarm intelligence optimization algorithms and common medical image process-
ing and analysis algorithms into the medical image processing system to form
a powerful and easy-to-use medical image enhancement system. Based on the
research of adaptive gray-scale image enhancement technology based on intel-
ligent optimization algorithm, a new target fitness function is proposed, which
uses GA, PSO and QPSO to achieve adaptive gray-scale image enhancement. The
results show that the suitability value of the QPSO group intelligent optimization
algorithm is 9.5241, the robustness is strong, and the enhancement effect is slightly
better.

Keywords: Swarm intelligence optimization · Medical CT · Image
enhancement · Medical system

1 Introduction

Image enhancement is one of the most basic methods of digital image processing [1].
This has two main purposes: one is to improve the visual effect of the image and the
sanctity of the image elements, and the other is to make the image more suitable for
human observation or automatic computer analysis [2]. In the early stages of the image,
improving the image is a very important issue and a valuable technique. Image enhance-
ment is an extensive research field in the field of imaging, and in-depth research is very
important for the further application of medical CT scans in diagnosis and treatment
[3, 4]. At present, swarm intelligence optimization algorithms and image enhancement
technologies are both very active research areas, and intelligent optimization algorithms
and image enhancement technologies and their applications have very important values
[5].

The performance of medical imaging technology, especially CTmonitoring, is often
affected by the poor contrast quality detected by some medical imaging equipment
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[6]. We recommend using the contrast enhancement method as a solution to adjust the
intensity distribution of the black image. Kalel F proposed advanced digital imaging and
simple black medical imaging. The method is based on automatic gamma correction
using different wave conversion and single value (DWT-SVD). In the first step, the
technology uses DWT to transmit incoming medical images to four frequency bands,
and then calculates a single value for the low-bandwidth sub-band (LL). In the second
step, use sufficient reproducibility factors and single dose (SVD) factors to develop
advancedLLcomponents. In the third step, in order to further advance theLLcomponent,
the LL subband image obtained in the SVD enhancement stage is divided into two
categories (small contrast and medium contrast) according to its statistical information,
so we use gamma fencing. Used to process correction work. In fact, the automatic
gamma correction factor is calculated based on the shape of each image. Finally, the
sub-band LL image obtained by DWT conversion is combined with low intensity (LH),
low resolution (HL) and high resolution (HH) to enhance image vision. Different types
of non-invasive CT image plans are used for performance evaluation of the proposed
contrast enhancement algorithm based on automatic gamma correction usingDWT-SVD
(DWT-SVD-AGC). The results show that the performance of the proposed algorithm is
better than other state-of-the-art technologies [7]. Slavine N uses 4D XCAT Phantom to
simulate small and small contrast lesions implanted in the liver. In all Phantom studies,
the image is guaranteed to havehigh resolution and lownoise compared toFBP.Generally
speaking, repetitive motion and recovery reach the highest SNR and CNR values after
about 20 repetitions, and the progressive coefficient of CNRand SNR in noisyCT images
is about 1.5 [8]. Research on medical CT image enhancement system based on swarm
intelligence optimization algorithm has practical significance.

This article conducts a comprehensive research on the commonly used medical
image processingmethods for CT images, applies image processing theory, improves CT
images, and discusses and analyzes the experimental results. The information contained
in CT images is extremely complex, and it is inevitable that there will be incomplete
and inaccurate problems. Custom image enhancement using QPSO Group’s intelligent
optimization algorithm performs CT image enhancement. In the process of CT image
processing, the adaptive image enhancement algorithm of the QPSO team’s intelligent
optimization algorithm is introduced, and optimization methods such as genetic algo-
rithm (GA), particle swarm algorithm (PSO) and quantum swarm algorithm are pro-
posed. The analysis of image enhancement results proves that the quantum behavioral
particle swarm intelligent optimization algorithm has a good image enhancement effect.

2 Research on Medical CT Image Enhancement System Based
on Swarm Intelligence Optimization Algorithm

2.1 Intelligent Optimization Algorithm of Particle Swarm Based on Quantum
Behavior

TheQPSO algorithm based on quantumbehavior is improved on the basis of the classical
particle swarm optimization (PSO algorithm). It mainly combines the ideas of quantum
physics and modifies the “evolution” method of PSO (the installation method, which is
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mainly the local information of the current optimal crystal position of each particle and
the optimal position of global interference) account merger [9, 10].

Comparedwith the traditional PSO algorithm, theQPSO algorithm has the following
advantages: it improves the convergence of global optimization, is unlikely to fall into
local optimization, and has powerful global search, local search and global search capa-
bilities. Although the algorithm has weak local search ability. The local search ability
is relatively strong. The convergence speed is fast, and the QPSO algorithm can quickly
converge to the global optimum [11, 12].

2.2 Image Enhancement

The following is themethod of image enhancement: Image enhancement technology can
be divided into field enhancement method and frequency correction method according
to the different areas where the improvement process occurs. People must use direct
images to formulate a two-dimensional space, that is, directly visualize the grayscale
size of each gift. The second is to first convert the image of the field area into a frequency
conversion model according to certain rules. Then edit the image in the frequency field,
and then switch to the field complex.

Space-based optimization methods can be divided into two modes: gray conversion
and site optimization according to different technologies. Gray transition is a gradual
process based on on-site activities. The gray value of each node is converted into a new
gray value according to certain types of mathematical variables, such as the number of
contrast enhancement levels and common histogram equations. Website creation is a
gradual process based on local space. Use the template to perform specific mathematical
tasks for each gift and each gift in the local area to obtain the new gray value and the
maximum number of pixels generated. This is not only related to the gray value of the
gift, but also related to the gray value of the neighboring pixels. Conventional image
enhancement and capture functions are real-time tasks.

2.3 The Architecture of the Image Enhancement System

(1) System structure
Image enhancement unit: Because the captured image is blurred, it needs to be

enhanced. The programwill be designed to process images using methods based on
partial variance equations. Data management: The main purpose is to complete the
record of patient information, the efficient processing of images according to the
image enhancement program, the proposition of attribute values, and the storage
of structured attribute data in the database for retrieval. Diagnostic evaluation: The
main purpose of measuring the size of reference samples and retrieving images is
to improve the accuracy of diagnosis according to the needs of the examiner.

(2) Software design
Image acquisition and input unit: adopts a variety of image acquisition meth-

ods, supports a variety of standard and digital non-standard or analog video projec-
tion formats. Equipped with standard DICOM image acquisition and non-standard
DICOM, video scanning, film, etc. Image editing unit: Provide basic image edit-
ing system: image enhancement, feature extraction, editing, etc. The ultimate goal
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of image processing is to allow researchers to easily analyze the content of ultra-
sound images and pinpoint the location of scratches. Pathology Assistant: Provide
image information, measurement and statistical analysis to promote continuous
improvement of clinical diagnosis.

3 Research and Investigation of Medical CT Image Enhancement
System Based on Swarm Intelligence Optimization Algorithm

3.1 Simulation Experiment

This article introduces the development and testing of medical imaging systems on
computers with commonly used configurations (Intel P42.4G processor, 256Mmemory,
64M graphics card). The monitor uses the HRCT (High Quality CT) breast of a 55-
year-old woman who was admitted to the Health Hospital of the Medical College of M
Province on October 10, 2021 as an experiment to determine a specific medical imaging
operating system. The model is improved based on the lung tissue in the human heart
HRCT. The model is a clinical imaging function based on the QPSO group intelligent
optimization algorithm created by the system.

Using the degraded grayscale image frog, the size is 256 × 256, and each algorithm
system runs 30 times. In the implementation of the GA algorithm, the population size
is set to 60, the crossover rate is set to 06, the conversion probability is initially set to
0.01, the chromosome is a 20-bit binary bit, the number of evolutionary variables is
500, and the population size is set in the PSO and OPSO algorithms 30. The number of
evolutionary iterations is 500.

3.2 Image Adaptive Enhancement Process of QPSO Group Intelligent
Optimization Algorithm

(1) Initialization
Set the group size, that is, the number of particles, here is set to 30;
Initialize the position vector of each particle of the population;
Initialize the local optimal position for any f: Pbest(i) = xi;
Initialize the global optimal position Gbest as: Gbest =

max{f(x1),f(x2),…,f(XN)};
(2) Calculate the objective function value of each particle in the particle swarm

In the simulation example, the objective function we use is shown in formula 1:

(1)
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Among them, M and N represent the length and size of the image, n = M × N,
f’(x, Y) represents the gray value of the original image resolution (X, Y) after general
conversion, and represents the i-th particle. The larger the amount of Fitness(i), the better
the image enhancement effect.

For each particle, compare your fitness value with the fitness value of the best Pbest
position you have experienced. If it is better, use the current position xi as the new pbest.
Fitness is a field activity that needs to be increased. The current state of the best atom
of particle i is shown in Eq. 2:

Pbesti(t + 1) =
{
Pbesti(t) f (Xi(t + 1)) ≤ f (Pbesti(t))

Xi(t + 1) f (Xi(t + 1)) > f (Pbesti(t))
(2)

Among them, the subscript “i” represents the i-th particle, and t represents the number
of iterations.

4 Research and Analysis of Medical CT Image Enhancement
System Based on Swarm Intelligence Optimization Algorithm

4.1 Comparison of the Effects of Group Intelligence Optimization Algorithms

The fitness function obtained using the QPSO algorithm is slightly larger than the GA
and PS0 algorithms, as shown in Table 1. The fitness function obtained by using the
PS0 algorithm is slightly larger than that of the GA. It can be seen that the enhancement
effect of the QPS0 algorithm in the gray-scale image enhancement algorithm is slightly
better than that of the GA and PSO algorithms, and the enhancement effect of the PSO
algorithm is slightly better than that of the GA.

Table 1. Comparison of α, β and fitness in the simulation results of GA, PSO and QPSO
algorithms

Algorithm α β Fitness

GA 9.2564 9.0214 8.5245

PSO 9.5245 9.6542 8.6511

QPSO 9.9895 9.9524 9.5241

The comparison of the mean and standard deviation in the simulation results of
adaptive gray-scale image enhancement of GA, PSO and QPSO algorithms is shown in
Fig. 1. Larger, followed by PSO, and slightly smaller than GA. However, the standard
deviation of QPSO is slightly larger than that of PSO, the standard deviation of GA is
the smallest, and PSO is somewhere in between. OPSO is good.
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Fig. 1. Comparison of mean and standard deviation in simulation results of GA, PSO and QPS0
algorithms

4.2 Realization of Medical Image Enhancement System

The medical image enhancement system for image adaptive enhancement based on
the QPSO group intelligent optimization algorithm proposed in this paper realizes the
enhancement function for the target area. Contrast of medical images in the area. Use
a variety of image enhancement algorithms to enhance and compare the target area of
medical images to find the most effective upgrade enhancement algorithm.

Fig. 2. Enhancement of different target areas

The statistical algorithm-based imaging used in this program provides “technical”
clinical images (weight differences between human bodies) to determine the normal
distribution points and distribution of specific HRCT medical imaging materials in the
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area. Enhance andmodify the sub-image and background image of the region, andmerge
to obtain an enhanced image. Taking the lung area of the lung tissue on the HRCT chest
imagewill increase the focus of the lung area in the image.We have performedmany tests
on medical images, compared the QPSO team intelligent optimization algorithm used
in this system with some classic improved algorithms, and conducted research on DSM
(Probability Assignment Evaluation Method). Therefore, it is ensured that the QPSO
group intelligent optimization algorithm used in this system is an improved algorithm
that is more suitable for medical image enhancement.

5 Conclusions

Medical image enhancement is a hot topic that is beingwidely studied in thefield of image
processing. Its in-depth research is of great significance for the further application of
medical CT images in clinical diagnosis and treatment. The traditional optimization algo-
rithm and modern intelligent optimization algorithm in image enhancement are studied,
and the image enhancement algorithm optimized by quantum particle swarm optimiza-
tion algorithm is proposed. Our optimization methods such as genetic algorithm (GA),
particle swarm optimization (PSO), and quantum particle swarm optimization (QPSO)
perform enhancement experiments on CT images. The experimental results show the
robustness and accuracy of the registration results of intelligent optimization algorithms
such as PSO and QPSO All are better than the genetic algorithm optimization method;
the QPSO quantum particle swarm optimization algorithm can solve the problem of the
optimal solution in the space.
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Abstract. Due to the vigorous development of network information technology
and the internationalization of the market economy, communication in various
fields is becoming more and more common, and the requirements for cross-
language communication are increasing. As a simple and efficient tool, the
machine translation system can achieve peer-to-peer translation between various
sentences while maintaining the original semantic structure, which is very critical
in practice. This paper aims to study the design of English multimedia intelligent
translation system based on neural network algorithm. Based on the analysis of
common neural network translation models, neural network learning rules and
system non-functional requirements, the English multimedia intelligent transla-
tion system level is designed. In order to test the translation performance of the
designed system, the system in this paper is compared with other systems. The test
results show that the performance of the translation system in this paper is opti-
mal regardless of the length of the interval, and as the sentence length gradually
increases, the translation performance gradually increases.

Keywords: Neural network algorithm ·Machine translation · English
translation system ·Multimedia intelligence

1 Introduction

With the improvement of computer technology and the rapid development of artificial
intelligence technology, the pace of informatization has increasingly shifted to other
countries, and the requirements for translation have also increased significantly. Trans-
lation has become the main method of communication between various voices, and its
significance is self-evident [1, 2]. Traditional manual translation is slow and costly, and
is not suitable for large-scale text translation. In addition, the translation results vary
from person to person, and the quality of translation is not reliable, and it is gradually
unable to adapt to people’s actual needs [3, 4].

In the 21st century, due to the development andmaturity ofmachine translationmeth-
ods, many models try to enter the market. Some researchers extract aligned segments
from a pair of aligned Chinese and English bilingual parallel sentences, and statistical
machines use different levels to compile the Chinese and English versions, and launch a
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multi-level filtering algorithm based on automatic compilation [5, 6]. Some researchers
have also used language technologies ranging from text to speech and language levels to
establish a statistical machine-based translation model and completed a rare translation
from language to Chinese [7, 8]. In the context of deep learning neural network comput-
ing and word vector technology in natural language processing, some researchers have
provided a neural network-based machine translation model and established an end-to-
end architecture to provide andModeling, End-to-End architecture will also serve as the
standard architecture of the future neuralmachine translation system. The design innova-
tions of these schemes overturned the linear modeling of traditional calculation methods
in machine translation, integrated translation modes, alignment models, language mod-
els, etc. into statistical methods, and improved translation capabilities through the use
of neural network capabilities [9, 10]. Some researchers have improved the alignment
model based on neural machine translation to detect the alignment of bilingual words
and improve the translation quality [11, 12]. Neural network learns new representations
of various objects in natural language, and proposes new ideas to solve the problems
of sparse features and lack of ability to describe language structure in natural language
processing.

On the basis of consulting a large number of relevant references, this paper combines
common neural network translation models, neural network learning rules and system
non-functional requirements, designs an English multimedia intelligent translation sys-
tem, and compares this system with the other two systems to test whether the system
performance is good when translating sentences of different lengths.

2 Design of English Multimedia Intelligent Translation System
Based on Neural Network Algorithm

2.1 Common Neural Network Translation Models

(1) Translation model based on recurrent neural network
A common feature of translation models based on recurrent neural networks is that

the encoder and decoder elements are both recurrent neural networks. Common vari-
ants can be divided into two aspects: layer stacking and directional stacking. Generally
speaking, deep networks are more powerful than single-layer networks in understanding
and expression, but increasing the number of network layers will make training more
difficult and require more training data. Directional superposition refers to the use of two
cyclic neural networks to encode sequence data from two different directions, forward
and reverse, and combine the two results to form the final result, which can improve the
model’s ability to understand sequence data.

The time-expanded RNN calculation method is inherently suitable for processing
sorted data such as translated text. The general RNN calculation process is given by the
following formula.

st = f (Uxt +Wst−1 + b) (1)

st represents the hidden state of the recurrent neural network at time t.
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The calculation process of the final output yt at time t is shown in Eq. (2), where g
is also a nonlinear activation function.

yt = g(Vst + b) (2)

(2) Translation model based on convolutional neural network
Different from the calculation of the recurrent neural network, the convolutional

neural network needs the calculation result of the previousmoment. Convolutional neural
networks can well support parallel functions. Therefore, in terms of model efficiency,
the neural machine translation model based on CNN is significantly better than the
neural machine translation model based on RNN. Similarly, the CNN-based model does
not have the problem of slope loss or slope burst caused by too large sequence, but it
will continue to occur as the number of network layers increases. Figure 1 shows the
schematic structure of this type of model.

attention

y1 y2 y3

x1 x2 x3
y4

Fig. 1. CNN-based neural machine translation model

(3) Translation model based on self-attention mechanism
Unlike a convolutional neural network that captures the dependency relationship

between words window by window, as the number of layers in the convolutional net-
work increases, the continuously abstract dependency information is combined with the
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dependency information of the entire sentence. The self-attention mechanism module is
used as a component of sequence function mining. Although it can achieve a high degree
of parallel computing, the low-level network can capture the dependency information
between each word pair in the sequence. In addition, the self-care mechanism does
not need to consider the distance between two words when capturing the relationship
between two words, which is better than the RNN-based translation model.

2.2 The Learning Rules of Neural Networks

Neural networks usually complete specific learning tasks through iterative training.How-
ever, for different task purposes, the learning rules are not the same. They are usually
divided into the following three categories.

(1) Supervised learning
In supervised learning, the learning rules are given by a set of examples

(training set) that explain the characteristics of the network. Such as instance set{
(p1, t1), (p2, t2), ...,

(
pQ, tQ

)}
, where pQ is the input of the network, and tQ is the

corresponding target output. When input pQ acts on the network, the network calculates
the error between the actual output and the target output, adjusts the network weight and
bias value according to the set learning rules, and finally the actual network output is
infinite, reaching the target and close to the target output.

(2) Unsupervised learning
In unsupervised learning, there is no target output, and the network weight and bias

value are only adjusted according to the network input. The goal of this type of algo-
rithm is usually similar to grouping. In other words, network learning divides the input
into a limited number of types. Supervised learning should be based on a large number
of labeled training samples composed of input signals and corresponding expectations.
However, in practice, collecting labeled samples is a time-consuming and labor-intensive
task, and many experiments have the problem of insufficient samples. However, unsu-
pervised learning only requires samples, and these samples do not require labels. The
sample size is sufficient because they only contain one set of input signals. Consider-
ing this situation, semi-supervised learning is produced, and the training samples are
composed of a mixture of labeled and unlabeled samples.

(3) Reinforcement learning
Reinforcement learning is somewhere between supervised and unsupervised learn-

ing. It is based on the continuous interaction between the learning system and the envi-
ronment. This is different from supervised learning, which provides a response target for
each item, but only one evaluation level. This scoring level is a measure of the network
performance of a specific input sequence. At present, this kind of learning method is
relatively rare, and is generally suitable for control system applications.

2.3 System Non-functional Requirements

(1) Stability
In the Internet erawhere user experience is paramount, stability is a key performance.

If you want to ensure the stability of users and get praise from users, stability is the most
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important thing. During the operation of the system, serious errors should be avoided
and the possibility of system errors should be minimized.

(2) Fluency
The fluency of the system is a very important performance. Many optimizations have

been made at the bottom of the system to facilitate application. The underlying support
can significantly guarantee the progress of the system. In addition, for asynchronous
high-resource loads, multi-threading technology should be used to facilitate user inter-
action and minimize the impact of latency. Pay attention to interface design, reduce
redundant data, reduce the downtime of users with poor network conditions, increase
enough user prompts, and improve the fluency of the system when network conditions
are poor.

(3) Real-time
The real-time nature of the translation system is a very important performance. To

ensure the real-time nature of the system, it is necessary to ensure the response speed
of the system and the speed of the translation process. In order to ensure the system
response speed, the client memory and client design need to be optimized. At the same
time, the translation algorithm and translation interface design need to be optimized to
achieve faster translation speed.

(4) Ease of use
Ease of use is the common goal of translation systems. In order for users to quickly

and instantly access the translation system, the front desk needs a concise and clear
design so that they can find the functions they need in the shortest possible time. It is
also important for users to easily access the translation page.

(5) Aesthetics
The beauty of the user interface is also an important feature of today’s systems. Its

simple and intuitive page usually allows users to determine if they are using the product.
Beautiful and clear design can improve users’ awareness of the system, and will attract
users’ attention when using it. By controlling the page layout and image style of the
page, it is possible to meet the aesthetic needs of users while satisfying the performance
of the software.

3 Experiment

3.1 Web Layer

The web layer contains a user interface module. This part mainly includes user input
interface, translation result display interface, and clear, modify and restore buttons. The
entire interface should be simple and easy to use. This section adds functions such as
clearing, modifying, and copying, mainly to improve user experience. The delete box in
the input box is mainly to delete the text in the input box. Users will inevitably encounter
input errors during use, so if you delete the key at this time, it may reduce unnecessary
delete functions. You can use the module in the translation result display box to change
the translation result. In many cases, automatic translation is more or less problematic.
Adding this part can make manual changes based on automatic translation, which is the
same as using machine translation as an auxiliary tool to reduce manual workload. After
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manual correction, a satisfactory translation is finally obtained. The main function of the
copy unit of the translation result display box is to copy the content of the translation
result display box, because the translated translation needs to be copied and pasted into
the document for editing.

3.2 Translation Service Layer

The translation service layer includes the task scheduling part, the preprocessing part
of the input sentence to be translated, the translation model part and so on. A task
scheduler is added to coordinate the translation requests of multiple users to obtain
better translation service resources and a better customer experience. Since this is a
one-way translation from English to Chinese, the preprocessing of the data here only
includes the preprocessing of the received English sentences to be translated, and the
data is the input required by the translation model. The translation model here is an
English translation model trained at the model service level. After the sentence to be
translated is translated by the translation model, the translation result is fed back to the
WEB layer, and the translation result is displayed to the client.

3.3 Model Training Layer

The training layer is mainly to complete the training task of the model, which is only
visible to the server operator. Semi-supervised learning is selected in the training process.
In the future, if the corpus on the server is expanded, only the translation model should
be used as the pre-training model, and then the latest translation model can be obtained
by training according to the algorithm. After the training is completed, the training layer
delivers the pre-processing tools and copies of the pre-training results to the translation
service layer along with the trained model.

3.4 Data Layer

The data preprocessing part is divided into translation service level preprocessing part
and training level preprocessing part. Since the system is an English translation system,
the translation requests processed are only for English translation requests. Therefore,
the preprocessing part of the translation service level only deals with English sentences.
The training-level preprocessing part includes English preprocessing part and Chinese
preprocessing part. The English preprocessingmodules of the two levels are similar. The
configuration file of theEnglish preprocessing part of the translation service is taken from
the English preprocessing part of the training level, and is saved in the translation service
layer as a copy of the result of the preprocessing part of the training level. Used for faster
preprocessing tasks. The main purpose is to store configuration file information such as
preprocessing vocabulary of the training layer. It is used to translate the service-level
fast preprocessing feature to avoid server response delay caused by preprocessing and
performance. The training-level data preprocessing part uses open source tools for word
segmentation, BPE encoding, subtraction vocabulary extraction, word vector training
and other functions, and the information is stored in the configuration file.
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4 Discussion

In order to verify the effectiveness of the designed system, the performance of the trans-
lation system of this system and the other two systems are compared. The experimental
data in this paper uses a certain machine translation task data set, which includes train-
ing data about 10 million Chinese-English parallel sentence pairs, and 8000 sentences
each in the development set and the test set. During the experiment, 100,000 parallel
sentences in the training set were randomly selected as training data, and the length of
the source language and target language sentences was restricted to no more than 40
words.

Table 1. Comparison of translation performance of different sentence lengths

0–10 10–20 20–30 30–40 40–50

Text system 24.51 25.3 25.56 25.62 24.71

System 1 23.85 23.9 16.3 14.26 11.35

System 2 24.4 24.54 17.41 15.44 13.04

The comparison results of the translation performance of each translation system for
different sentence length distributions are shown in Table 1. In order to more intuitively
show the changes in the performance of the translation model at different sentence
lengths, the experimental results are shown in the form of a histogram as shown in
Fig. 2.
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Fig. 2. Comparison of translation performance of different sentence lengths
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By analyzing Fig. 2, it can be found that no matter in any length interval, the per-
formance of the translation system in this paper is optimal, and as the sentence length
gradually increases, the translation performance gradually increases.

5 Conclusions

Natural language processing is one of the most important topics in artificial intelli-
gence technology research, and it is very difficult to implement in actual work. Machine
translation is one of the biggest difficulties in processing natural language, and many
difficulties have also been encountered in the research process. However, with the devel-
opment of neural network technology, with the help of this technology, the effect of
English machine translation has been significantly improved, which undoubtedly opens
a new window for the research of English machine translation.

Acknowledgements. Research Project Supported by the National First-classMajor Construction
of Xi’an Fanyi University(Grant No. 21WYZA04).
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Abstract. With the rapid development of artificial intelligence and information
technology, the way people obtain and process information has changed from a
single way to a differentiated and personalized multiple way. As a means of trans-
mitting and exchanging man-machine information, smart glasses have developed
rapidly in recent years and have been widely reported by the media. The purpose
of this article is to study the design of glasses products based on artificial intelli-
gence. This article summarizes the functional requirements of smart glasses prod-
ucts through the questionnaire survey method, and explains the relevant module
design of the products. Then carry out the design practice and usability evaluation
of the product, by 3D printing the smart glasses product, carrying out the usability
test on the printed white mold, and adjusting the design plan accordingly through
the test results. According to survey data, 82.44%, 69.89%, 46.95%, and 59.86%
of the number of people who believe that products should have the characteristics
of durability, strong equipment, face recognition, and voice recognition account
for 82.44%, 69.89%, 46.95%, and 59.86%. Therefore, durable, strong equipment,
voice recognition, the feature of firm wearing are the main design requirements
in the design practice of smart glasses products, and these features or functions
need to be met first in the design.

Keywords: Augmented reality · Smart glasses · Industrial design · Appearance
elements · Face recognition

1 Introduction

Smart glasses are a kind of mobile devices that have become popular at home and abroad
in recent years. They can be divided into many types in terms of appearance, structure
and function [1, 2]. There are single-center smart glasses, smart glasses, and holographic
smart glasses that use near-eye technology, and some are just tools for collecting infor-
mation [3, 4]. At present, the research of smart glasses has involved tourism, medi-
cal treatment, outdoor sports, police equipment, education and other application fields,
which is of great significance to the research of smart glasses products [5, 6].

Regarding the research of smart glasses, many scholars at home and abroad have
conducted multi-faceted discussions on them. For example, Jarosz J triggers from vir-
tual reality to study the design of the interactive interface of glasses, which provides a
basis for the interactive design of smart glasses [7]; Mitchell JP put forward some prob-
lems and key technology research on eye movement interaction [8]; Loh D explored
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the development trend of smart glasses in appearance design, analyzed the influenc-
ing factors affecting appearance design elements, and proposed corresponding design
principles [9].

This article focuses on the design of glasses products based on artificial intelligence.
This article first analyzes the functional requirements of smart glasses products through
the questionnaire surveymethod, and explains the relevant module design of the product,
including. Finally, the design practice and usability evaluation of the product are carried
out. Through the 3D printing of smart glasses products, the usability test of the printed
white mold is carried out, and the design plan is adjusted accordingly through the test
results.

2 Design of Glasses Products Based on Artificial Intelligence

2.1 Demand Analysis of Glasses Products Based on Artificial Intelligence

Image data collection: collect image data through the camera module;
Data storage: Temporarily store the data collected by the camera;
Wireless transmission: use Bluetooth/WIFI to transmit data;
Face recognition: After the system issues an instruction, it can perform face detection

and recognition on the collected data;
Voice interactive control: users can control smart glasses through voice;
Photographing and video recording: the basic functions of smart glasses are realized

through the camera module.

2.2 Related Module Design

(1) Microphone

The microphone device is implemented with a digital silicon microphone model
AM4311T42A0. In this circuit design, two silicon microphones are used to fully achieve
the noise reduction effect. One silicon microphone is connected to the main board,
and the other silicon microphone is connected to the flexible. In addition, on the FPC,
in this circuit, the silicon microphone is designed to be omnidirectional, that is, no
directivity, and noise reduction can only be achieved through the cooperation of two
silicon microphones. The sensitivity of this silicon microphone is −42 dB, and the
signal-to-noise ratio is 58 dB. The comparison shows that the sensitivity and signal-to-
noise ratio of this type of silicon microphone meet the design specifications. The noise
figure is 36 dB (A)SPL, the working voltage is in the range of 1.5–3.6 V, and the current
is 130 uA when the 2 V voltage is in normal operation.

(2) Camera

Choose OV13850 CMOS sensor, this CMOS has low cost, sufficient information
and convenient development. OV13850 collects the image into the M200 main control
chip and stores it in the data buffer circuit, then transmits the image to the mobile phone
through the M200 control module, and then displays it on the mobile phone.
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(3) Camera interface circuit design

The smart glasses of this design use the OV13850 camera, which can programmat-
ically control the image gain, exposure, frame rate, image size, horizontal mapping,
vertical flipping and cropping, and translation; OV13850 supports image quality control
and can correct image defects. Autofocus, the OV13850 camera itself supports MIPI
architecture and can be connected to the MIPI camera interface provided by the main
control chip.

(4) Image data cache

The product mainly designed two avatar data cache modules, one is the 8G cache
that comes with the main control chip, but the cache in the system does not meet the
data transmission requirements of the entire system, so the OV13850 chip is added, the
camera circuit is designed, and the data cache. In the hardware circuit design of smart
glasses, the NANDFlash flash memory interface supported by Ingenic M200 is used for
16-bit data transmission.

(5) LCD interface touch screen

The module’s touch screen is placed inside the smart glasses shell, and a row of
through holes is designed on the smart glasses shell. The touch screen is placed inside
the through holes. The through hole design can meet the full contact of the touch screen
with the outside world and increase the user’s fingers [10, 11]. The interactive mode
of the touch screen control is mainly used to control the functions of the smart glasses
such as taking pictures, video recording, and voice calls, and is mainly controlled by the
user’s touch mode.

(6) WIFI and Bluetooth

The WIFI/Bluetooth module can be Bluetooth transmission, WIFI transmission, or
both simultaneous transmission [12]. TheWIFI/Bluetooth wireless transmissionmodule
mainly realizes data transmission between smart glasses and mobile phones and other
terminals, and can also realize the binding between smart glasses and mobile terminals
such as mobile phones, so that smart glasses can be connected to one or more devices.

WIFI positioning technology is a positioning technology based on receiving
WIFI/signal strength, that is, the position of WIFI/hotspot is fixed, and the distance
between the two is estimated according to the strength of the WIFI/signal received by
the measured object, and then according to different WIFI and measured the distance of
the object calculates the position of the measured object.

Bluetooth positioning technology is suitable for indoor positioning in a small area,
but in a complex space environment, the stability of the system is poor and it is greatly
affected by environmental noise.
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(7) Wireless communication module

The currentmainstreamwireless transmissionmethods includeBluetooth,WIFI, FM
andNFC, and theNewton platform integrates these fourmethods into onemodule, called
WM-BAN-BM-13. Bluetooth supports 4.0 protocol, and also supports BER&ALE, low
power consumption mode; smart glasses do not use Bluetooth 4.0, so this system still
uses Bluetooth 3.0 to transmit data.

(8) Interactive mode of speech recognition:
In the voice input mode, the smart glasses system converts the vocabulary con-

tent in the user’s voice into a computer-readable text string, which is convenient for
the system to calculate and recognize. Therefore, the noise level of the user interface
is one of the important factors affecting voice input. In a low-noise environment,
the recognition of the voice input method is higher; in a noisy environment, the
effect of voice input is easily affected by environmental factors. Therefore, gener-
ally speaking, smaller voice input commands have more accurate recognition than
continuous voice input commands.

1) Execute simple commands: The basic functions of voice interaction in this smart
glasses include the execution of some simple commands, such as opening an
application and quick search.

2) Recognition and recording: This smart glasses design can help users recognize
the correct semantic information of users, and help users to record voice content
in various forms.

3) Identify identity: due to the difference in the user’s voiceprint information,
the voice interaction between smart glasses and the user can adopt voiceprint
recognition technology. This technology can quickly identify the user’s voice
characteristics, help users quickly log in, but also prevent others frompretending
to log in.

(9) Shell structure design

1) Considering that users who wear myopia glasses can wear them comfort-
ably, a sponge cushion is set on the edge of the shell, so that the smart
glasses can be worn comfortably while wearing myopia glasses. This is a
very user-friendly design.

2) The two temples are connected with the front end of the shell by movable
screw connection assembly, which makes the distance between the two
temples adjustable. This designmakes the smart glasses suitable for people
with different sizes of faces.
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3 Experimental Research on the Design of Glasses Products Based
on Artificial Intelligence

3.1 Questionnaire Survey

User research first uses questionnaires to understand specific groups of people, quan-
tify the daily work conditions of target users, and make the next stage of user inter-
view questions more focused. In response to this research, the questionnaire “Ques-
tionnaire on the Demand for Smart Glasses Products Based on Artificial Intelligence”
was designed. This questionnaire was distributed in both online and offline methods. A
total of 300 questionnaires were distributed, including 80 on-site questionnaires and 120
online questionnaires. A total of 279 valid questionnaires were received.

3.2 T-Test

This article uses SPSS22.0 software to count and analyze the survey results, and perform
t test. The t-test formula used in this article is as follows:

t = X − μ

σX√
n

(1)

t = X1 − X2√
(n1−1)S21+(n2−1)S22

n1+n2−2 ( 1
n1

+ 1
n2

)

(2)

3.3 Product Testing

The content of this usability test includes six elements: ease of operation, wearing
comfort, shape, color, function, and acceptance.

The main evaluation methods used this time are user model method and user review
method. The user model method is mainly to 3D print smart glasses into a white model
of the product, so that users can actually experience wearing them, simulate the user’s
use scene and use process, observe the user’s behavior during the use of the product, and
allow users to operate the product conveniently and wear the product. The user review
is mainly to allow the target users to score the product shape, product color, and user
acceptance.

Select the 6 elements of products that needuser evaluation, andmake auser evaluation
questionnaire. The evaluation score is increased from 1 to 5 at a time. The higher the
score, the higher the satisfaction. Users score based on their satisfactionwith the product,
and optimize the design through user evaluation results.

4 Data Analysis of Glasses Products Based on Artificial Intelligence

4.1 User Needs

Before designing a product, it is necessary to transform user requirements into design
requirements to guide design practice. Counting the results of the questionnaire for user
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needs, we get Table 1. The number of people who believe that the product has the
characteristics of durability, strong equipment, face recognition, and voice recognition
accounted for 82.44%, 69.89%, 46.95%, and 59.86%, respectively.

Table 1. Product performance requirements results

Element Number of people Proportion (%)

light 120 43.01

Strong equipment adaptability 195 69.89

Wear firmly 131 46.97

Precise positioning 117 41.94

Face recognition 131 46.95

Obstacle detection 124 44.44

Speech Recognition 167 59.86

durable 230 82.44

Photograph 100 35.84
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Fig. 1. Product performance requirements results

According to Fig. 1, it can be seen that the characteristics of durability, strong equip-
ment, voice recognition, and strong wearing are the main design requirements in the
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design practice of smart glasses products, and these characteristics or functions need to
be met first during the design.

4.2 Product Availability

According to the user evaluation questionnaire scoring and the user’s oral presentation
of questions after wearing, the results are shown in Table 2: 82, 78, 112, and 117 people
scored 5 points for the product’s ease of operation, wearing comfort, shape, and color
performance.

Table 2. User evaluation score table

Element 1 2 3 4 5

Ease of operation 0 17 56 124 82

Wearing comfort 0 56 72 73 78

modeling 0 17 75 75 112

color 20 54 33 75 117

Function 20 17 75 60 107

Acceptance 14 53 112 26 74
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Fig. 2. User evaluation score table

It can be seen from Fig. 2 that users are more satisfied with the shape and color
of the product because users are more inclined to choose bright product colors, which
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helps relieve visual fatigue. At the same time, users have a low score on the wearing
comfort of the product, indicating that the wearing characteristics of the product need
to be improved.

5 Conclusion

With the development of technology, smart glasses products have entered a new stage as
a new product design. This paper takes smart glasses product design as a research topic,
analyzes the user needs of smart glasses development and design, and gives a design
plan for smart glasses products. Finally, through a questionnaire survey, the product
improvement plan is given. It is hoped that this research can help users who are ready
to invest in the development of smart glasses, or who are committed to improving the
production and service process, and play a good reference role.
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