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1

DECISIONS

July 1, 2002, was a dark summer night at the German/Swiss border. Well above the clouds, a Russian
Tupolev 154 airliner was cruising westward. Inside it, dozens of gifted children from Ufa, southwest
of the Ural Mountains, were looking forward to a holiday in Spain. In the cockpit, highly experienced
captain Alexander Gross had the controls, assisted by four colleagues. Not far away, a Boeing 757
freighter was flying northward to Brussels at the same altitude.

Noticing the converging flight trajectories, an air traffic controller for Swiss air space contacted
the Tupolev crew to resolve the issue. He instructed Gross to descend and the Tupolev’s crew
complied.

However, both airplanes were equipped with automatic collision warning systems. Just after the
air traffic controller had issued his command to descend, the collision warning systems instructed
both crews to take evasive maneuvers—but it ordered the freighter to descend, and the Tupolev to
climb.

Having received conflicting information from the human air traffic controller and the automated
collision warning system, the Tupolev crew debated whether to continue its descent or climb instead.
Their discussion was interrupted by the air traffic controller instructing them again and this time
urgently to reduce its altitude, unaware that the automated system was now issuing contradictory
instructions. As the crew continued on its downward trajectory—heading straight for the freighter
which, following the orders of the automated system, was also descending—the warning system in the
Tupolev more strongly commanded Gross to climb.

Collision warning systems in airplanes close to each other get in touch automatically and hash out
which airplane is to climb and which to sink, to guarantee sufficient spatial separation between them
as long as the system’s commands are followed strictly. Hence, today standard operating procedures
mandate that commands of the collision warning system must be complied with immediately, even if
contradicting human air traffic controllers. But at the time, the pilots’ training was not entirely clear
on this matter. Forced to choose between human and machine, Gross chose to rely on the human
controller. Shortly thereafter, at around 35,000 feet, the Tupolev collided at full speed with the
Boeing freighter. Everyone on board both planes perished that night, high above the German city of
Überlingen.1

The accident was quickly blamed on the air traffic controller, who was overworked and with
some equipment not fully functional. But there is a more fundamental issue at play. On that fateful
night, the Tupolev crew faced a consequential decision: Should they trust the information coming
from the human controller or the collision warning system?

True, without the air traffic controller’s mistaken information to descend, the crash would not have
happened. But the midair collision wasn’t caused only by bad information. Gross knew he had to
choose between good and bad information, he just was unsure which was which. Rather than asking



the air traffic controller for clarification or following the warning system’s advice, he chose to
descend.

Like pilots, we too face many decisions every single day, although few of them are similarly
consequential. In deciding, we rely not only on information and our own thinking. Our decision-
making is also shaped by external forces, especially society, prodding, nudging, or pushing us toward
a particular option, like the collision warning system. We call these guardrails—and that’s what this
book is about, from the enablers and constraints of the information we receive to rules and norms that
shape how we choose among our options and how bound we are by the choices we make.

The concept of such societal guardrails is a metaphor borrowed from the kind of physical
structures you see along the sides of roads or boats. Done well, these structures offer the best of both
worlds. They show you where the edge is, making it less likely that you’ll step over without meaning
to. But they aren’t like prison walls, which make it impossible to climb over if you want. You can
still go off road or take a swim if you desire. Guardrails are more about marking zones of desirable
behavior rather than pushing narrowly for a single “right” choice.2

Decisional guardrails are the interface between a person’s choice and the input of society. They
link the individual and the collective. Decisions taken by individuals or small groups can shape the
lives of many others, as the midair crash above Überlingen so horrifically exemplifies. In a world in
which decision-making is largely individual, decisional guardrails are society’s most direct way to
influence our mutual trajectory. This book details how, collectively, we aim to alter the decisions that
are being made. It is about how society governs the contexts in which individuals make decisions—a
topic both powerful and ubiquitous, yet rarely understood comprehensively.

Selecting the appropriate qualities for these decision guardrails is critical. But we will argue that
in our digital age we are too quick to opt for certain types of guardrails. Without much reflection, we
amplify some guardrail qualities as we overemphasize the role of technology, reflecting a widespread
trend for technology to increasingly govern all kinds of human decision-making. The 2002 midair
collision over Überlingen seems to confirm these beliefs: If only humans follow machines, disasters
are avoided.

In this book, we suggest that such a strategy is deeply flawed. This is not because technology is
somehow unable or unfit to provide effective decision governance, but because the real issue is not
the nature of the decision guardrails—whether they are technical or social—but the principles
underlying their design. The real question is: What kind of decisions do guardrails facilitate and what
decisions should they enable?

In the nine chapters that follow we examine guardrails in a variety of challenges, contexts, and
cases. But our aim is not to examine every aspect or offer a detailed blueprint; we train our eye on
what we think is an emerging bigger picture—a crucial red thread in appreciating the importance of
designing good guardrails. Our goal is twofold: to broaden our normative horizons, so that we realize
the breadth and depths of the solution space of possible guardrails; and to offer guidance that can help
us craft and select guardrails that are fitting for our challenging times—to ensure not just human
agency, but human progress.

Before we can fashion a solution, however, we need to better understand what’s at stake and why.

Choices, Choices Everywhere



Choices, Choices Everywhere
We all make decisions—hundreds, even thousands of times every day. 3 Most of these decisions are
trivial. We make them quickly and without much thinking. For others, often more consequential ones,
we spend hours agonizing. Each decision shapes our future. The academic field of decision science is
relatively young, having formally been established in the twentieth century. The quest to make good
decisions, however, is as old as the human capacity to reflect on the choices we face.4

Relevant information is an obvious and crucial element of good decision-making. We glean
insights from our social interactions with others, aided by the evolution of language. Script made it
possible to preserve knowledge across time and space. Libraries, a cultural invention built on
reading and writing, have served for many centuries as crucial social institutions enabling us to
collect information, learn from it, and use it to make life better.5 The information stored and curated in
these vast collections shaped decisions that led to important advances in areas as diverse as
agriculture, architecture, medicine, art, manufacturing, and war. In the United States, libraries were
assigned a crucial role at the birth of the nation: The Library of Congress was tasked with collecting
the world’s knowledge, and a nationwide system of public libraries aimed to bring this knowledge to
the people.6 The US Constitution makes clear that information is preserved and made available for a
purpose, much as patents are granted not to reward the inventor, but “to promote the progress of
science and useful arts.”7 It recognizes that the role of information, in all its mediated forms, is deeply
utilitarian—improving individual and societal decisions.

More recently, digital technologies have dramatically promised to lay the groundwork for better
decisions by unlocking the power of computing, data, and algorithms. More than ever before,
information is at the center of our daily decision-making: We consult Siri about the weather forecast,
ask ChatGPT for a couple of dinner jokes, and heed Tinder’s recommendations for our next date. And
indeed, in the grand scheme of things digital tools have improved the conditions for decision-making,
from search engines to forecasting the spread of a virus to detecting credit card fraud from subtle
anomalies in transaction data.

Information we receive needs to be analyzed and evaluated. We constantly “frame” information
through our mental models about how the world works, often without much conscious thought. This is
what we mean when we say that we put information into perspective. This process enables us to
generate and compare options.8 We tend to evaluate options for hugely consequential decisions more
carefully, although our judgment isn’t perfect—but sometimes we also fret over trivial decisions or
choose bluntly without much consideration. As we ponder options, we wonder how irrevocable our
actions will be. Are we bound by them, or could we reverse course if necessary?

Pop psych literature and management training courses offer a plethora of tools and tricks to help us
in this process of generating and evaluating options. We are told to “think outside the box,” or make a
list of pros and cons. Not every such suggestion is backed up by solid research. We can’t think
outside the box, for instance, in the sense that we are always thinking within mental models (and
decide badly if we try without them).9 But many suggestions may be useful in appropriate contexts.

At this point some notes of caution are in order. We are focusing here on the elements of human
decision-making and how to improve that process. But we are not suggesting that all our decisions are
carefully thought through. While much of our argument applies for all decision contexts, it is strongest
and most valuable when we decide deliberately.



Neither are we implying that decision-making is a clean linear process, with one step followed
logically after the other: collect information, analyze it using our mental models to generate decision
options, compare, and choose between them. On the contrary, these elements are linked in many ways.
Even deliberate decision-making is often messy and iterant. For instance, as we compare options, we
may realize we missed an important dimension and must go back and gather additional information.

Nor are we suggesting that even deliberate decisions are entirely rational. Research has
impressively shown that our decision-making is shaped by cognitive biases that influence our
thinking. We cannot switch them off—at least not easily and at will.10 This realization may shatter any
simplistic hope that we can achieve objective rationality in the choices we make, but it isn’t fatal to
the idea that the decision process is open to improvement toward better reasoning.

Decisions are important because they prepare us to take actions that shape the world. But it’s not
just that decisions change the world—it’s that we change the world that way. Decisions are
expressions of human agency—of our ability to influence the trajectory of our own existence and that
of our species, even if only slightly. Human agency makes us matter. Without it, there would be no
motivation to act. Agency is the source of energy that gets us out of bed in the morning to weather the
storms of our daily lives.

Of course, we do not know whether we really have agency. Perhaps, from the vantage point of an
omniscient objective bystander, both our actions and our sense of agency are just the results of
biochemical processes over which we have no control.11 But for us, the view of the nonexistent
bystander is largely irrelevant. What matters, pragmatically speaking, is what we perceive every time
we select an action and take it. Consequently, in this book we embrace human agency as something
that we experience as existing.

Guardrails as Governance
Decisions are the cognitive mechanisms through which we interact with the world. Much hinges on
them. Understandably, society has taken a keen interest in facilitating that we decide well.

Information is an important ingredient for good decision-making. And so, a variety of guardrails
exist that shape what information is available. For instance, in the United States, corporate disclosure
laws limit what a company’s executives can share publicly and when.12 Share too much information
and you risk being fined, as Elon Musk found out when he tweeted about taking Tesla, a listed
company, private in 2018.13 In other contexts, the reverse is true, and one is required to make public
certain information. Pharma companies need to disclose possible side effects for the drugs they
manufacture, car companies need to publish emissions and fuel efficiency figures, and the food
industry needs to put nutritional labels on most of their products.14 Sometimes, such a l’obligation
d’information, as the French call it poetically, may apply to a company’s clients. Insurance policies
are an example. The insured is typically under a duty to disclose material facts that affect the risk to
the insurer. In a similar vein, the state itself makes available a wide variety of information to help
individuals make better decisions.15 Laws are made public so that citizens can obey them, at least in
democratic states. Public registers, such as for corporations or landownership, help people decide
whether to engage in a business transaction.

It is not only legal rules or government policies that mandate the sharing of information. It could



also be a social norm, rooted in culture and custom, such as conflict-of-interest statements in
academic publications. Or it could be a practice an organization voluntarily submits to. Think, for
instance, of corporate disclosure of social and environmental responsibility metrics.16

The hope behind all such interventions is that providing relevant information leads to better
choices. When IKEA provides detailed instructions on how to assemble their furniture, they hope it
will lead to decisions that make one’s sofa bed more stable. When regulators mandate labels on food
wrappers, they hope information about high calories and excessive amounts of sugar will lead people
to make nutritious choices—though the chocolate bar might still be too hard to resist.

In the preceding examples, information is required in situations where a decision is imminent. In
other contexts, information is meant to serve as a foundation for actions further down the road. It
becomes an accountability tool with a longer shelf life. For instance, freedom of information
mandates, so the theory goes (as usual, myriads of practical issues mess with the theory), enable
citizens to make better decisions about the policies that affect their lives and, ultimately, give a
thumbs up or down when the government is up for reelection.17 Ralph Nader, the famous US
government reform and consumer protection advocate, summarized it succinctly: “Information is the
currency of democracy.”18

Beyond facilitating the flow of information, guardrails extend to the process of creating and
weighing decision options. For example, numerous legal rules aim to ensure that individuals can
decide without undue duress, including making extortion and coercion criminal offenses.19 In some
countries, certain particularly consequential transactions must be done before public authorities or
involve testimony from experts to make sure that all parties are aware of and have considered all
effects.20 Nowhere is this more evident than in the growing number of nations that have chosen to
permit assisted suicide. The decision to end one’s life is so grave that these societies require multiple
formal steps to confirm that the decision is deliberate, free of duress, and often in the context of a
terminal and painful illness.21

Sometimes long-term decisions come with waiting times or “cooling-off” periods to give people
ample opportunity to carefully think through their choices.22 Being bound by a decision for a long time
may have benefits—it offers stability. But we might want to think harder about whether it is the right
option—and we may need more time to do so. In numerous other instances, societal guardrails
explicitly enable decisions to be retracted and minds to be changed, even if that causes headaches for
other parties involved.23

As with guardrails on information flow, guardrails on weighing options cover a spectrum from
community practices to formal legal requirements. The standard operating procedures for aircraft
pilots we mentioned at the start of this chapter—including whether to follow the commands of the
collision warning system or the air traffic controller—are not formal law, but airlines require their
flight crews to adhere to them. Similarly, emergency doctors in many hospitals must work through
standard protocols of diagnosing and treating patients. It’s not the law, but part of the organizational
and professional culture—and it has been shown to be highly effective.

Such codes of conduct exist for many professions and organizations. Ever wondered how Amazon
or McDonald’s handles transaction complaints? They have detailed rules for how a customer service
rep may decide and under what circumstances. Among merchants more generally, rules evolved over



centuries that set out how they ought to behave when interacting with each other. Stemming from
annual trade fairs in European cities from the thirteenth century, these rules, sometimes called “lex
mercatoria,” aimed to enhance trust in the market overall.24

A far more subtle shaping of individual decision processes has become popular lately in some
policy circles. Called “nudging,” the idea is to delicately prompt people to choose the option that
will be most beneficial for them. For example, when it is judged that not enough individuals opt into a
retirement savings plan, one could make participation the default and require those who do not want
to partake to actively opt out instead.25 Advocates tout nudging as less limiting than more outright
restrictions, but skeptics point out that nudges are opaque, creating an illusion of choice while
manipulating the decision process.26

Similar techniques can be used to shape decisions in ways that further the interests of people other
than the decision-maker. Ads and salespeople use a wide variety of cognitive tricks to influence
transaction decisions.27 Even the layout of supermarkets is carefully designed to affect our purchasing
choices.28 Deep-rooted social and cultural practices can be deliberately repurposed to shape our
decisions. In the early years of eBay, sellers often rated buyers highly before a transaction had been
completed. That didn’t make sense. Why should you rate somebody before you know whether she did
as promised? Researchers took a closer look and discovered that such a premature positive rating
was perceived by the buyer as a gift, which gave rise to a social expectation to reciprocate.29 Those
who quickly rated the other side in positive terms got more favorable ratings in return, which
somewhat divorced ratings from the underlying transaction and prompted eBay to change its rating
system.

So far, we have drawn a distinction between measures that shape the information we receive and
measures that influence how we evaluate decision options. The distinction is artificial, in the sense
that all measures that shape our decision processes involve information—otherwise they would not
be able to reach into our mind. Airlines’ standard operating procedures shape how pilots weigh their
options, but they are also information that pilots read and digest. When a nudge shifts a decision
default, it’s also information about how easy or hard it is to decide on a particular option. However,
we find the distinction between “informational” and “decisional” guardrails useful because it helps
us comprehend the wide spectrum of possibilities.

As will be clear from the examples above, by guardrails we mean more than a simple norm or
rule. Guardrails often include processes and institutions, mechanisms and tools, even a “culture” or
“way of thinking.” For instance, emergency doctors have internalized checklists, while standard
operating procedures can take on material form in safety mechanisms in factory machinery.
Programmers at large software companies live by a “software development life cycle,” a
combination of rules, processes, and organizational structures to help ensure good coding.30 It is the
“system” around a naked norm—the processes and institutions—that makes guardrails work. Hence,
when we write here about guardrails we see beyond single rules and include the reality around them
that makes them work (or not).

Because our notion of guardrails isn’t limited to formal legal rules and because we include the
structures around them, we see them in a very wide variety of contexts and circumstances. Dynamics
like globalization have, some scholars maintain, proliferated the types and kinds of guardrails,



leading to a pluralization of regulation.31 Others, like Gillian Hadfield, agree—and turn the analysis
into a prescription, suggesting we need to think more in terms of markets of rules than a hierarchy of
them.32 Whatever the concrete causes and consequences, what matters in our context is simply that
guardrails shaping our decisions are plentiful and diverse. But if decision-making is the expression of
an individual’s volition, why are others—communities, society—so interested in shaping individual
choices?

The Social and Externalities
The obvious answer is that as social beings, we care for each other. Helping each other is something
we practice right from early childhood, so why should we not want to help each other to make good
decisions? A friend, colleague, or a complete stranger may benefit from measures that improve their
individual decision-making today—but we may be the lucky recipients of guidance tomorrow.

Anthropologists offer another compelling argument. Humans have made stunning progress over the
past few millennia—compared to other species, but also to earlier phases of human existence. This
cannot be explained by biological evolution, as the cogwheels of natural selection do not operate fast
enough. Instead, what has propelled us forward so dramatically is some form of cultural evolution
that involves learning things from each other, rather than having to learn everything for ourselves.33

It’s a marvelous cognitive shortcut to discovery: Insights can be passed on. We can stand on the
shoulders of those who came before us. The key is our ability to learn abstractly, to let our minds
wander instead of our bodies. When it comes to decision-making, too, communities want to ensure
that good insights spread. We are eager to share suitable guardrails and are open to accept them—at
least to an extent.

Economists put forward a related but distinct reason for societal guardrails. When people make
decisions that affect other people, economists call those effects externalities. Implementing guardrails
can serve a utilitarian purpose, as shaping an individual’s decision influences the externalities the
decision causes. For example, in 2015, the US Environmental Protection Agency (EPA) discovered
that Volkswagen, one of the world’s largest car manufacturers, had illegally deployed software in
more than ten million of its cars to deceive emissions tests—thereby evading a requirement to
provide truthful information that will help car buyers make good decisions. Top managers and
engineers at the car company had known about the illegal scheme for years.34 As a result, millions of
consumers bought cars erroneously certified as green and powerful, which caused huge amounts of
unhealthy emissions. When the deception became clear, millions of affected cars lost much of their
residual value overnight.

Externalities can be positive as well as negative, of course. The decision of a well-known coffee
chain to open a shop in a troubled neighborhood can be seen as a signal of confidence in the
neighborhood’s future, attracting others to invest and creating new opportunities for people nearby.

Decisions can have consequences that impact groups and institutions as well as other individuals.
This idea is illustrated by the textbook example of used car sales.35 A car’s history—such as whether
it has been in accidents or has serious mechanical problems—is not always evident from looking at
it. Absent any requirement to disclose such information, buyers tend to distrust used cars. They bid
less than they would if they knew the car was good, because they factor in the risk that the car may be



a “lemon.” This is unfortunate for the honest seller, who will not get the car’s actual worth from a
sale.

There is a bigger and more pernicious consequence, though. Discouraged by not being able to sell
their good cars for a fair price, honest sellers exit the market. As economists have shown, this leads
to a vicious cycle: As lemons account for more of the market, buyers become even more reluctant to
transact. This makes the market ineffective. The societal intervention in many nations in response is
to require sellers to disclose whether their car had previously been in an accident. This not only helps
buyers make the right decision, it helps honest sellers to find buyers—which increases the average
quality of cars on offer in the market, and enables the market to do what markets should: help allocate
a scarce resource.

Because collectively we benefit from better decisions, for society it makes sense to establish
guardrails to inform and affect decision-making. By influencing individual decisions, guardrails
enable society to chart a middle path between two extremes: full individualism, unencumbered by
collective needs, or complete control through the collective without regard for individual
preferences. Instead of a choice between Ayn Rand’s Atlas Shrugged and George Orwell’s 1984,
good societal guardrails offer the best of both worlds—exercising societal control without negating
individual volition.

Good guardrails are a sweet spot that is challenging to find. In the abstract, they effectively guide
appropriate individual decision processes—but in concrete contexts, defining effective and
appropriate is a difficult if worthy challenge. Guardrails are not only, to quote political scientist
Friedrich Kratochwil, “guidance devices” shaping individual decisions, but “also means which allow
people to pursue goals, share meanings, communicate with each other, criticize assertions and justify
actions.”36 They signify that individuals are being taken seriously not only as decision-makers, but as
members of the society they live in.37 There are a lot of moving parts to keep in mind when crafting a
good guardrail. But rather than tackling this challenge head on, in recent years we have become
sidetracked by technology.

The Technological Digression
Humans have used technical tools to aid their decision-making for centuries, but digital technologies
now promise to be an unprecedented turbo for improving our decision-making—unlocking
information bottlenecks and offering humans comprehensive access to knowledge.

Take only generative artificial intelligence systems like GPT (Generative Pre-trained
Transformer). Trained by ingesting more than half a trillion almost entirely human-written words
from millions of digitized books as well as billions of web pages, GPT is built on the collective
knowledge and experience of humanity (or at least a significant slice of it).38 It is being used to
retrieve decision-relevant facts and information, but also to provide a wide variety of known
decision options and to even offer decision recommendations.

However, these technologies have given rise to new and urgent questions about who controls
digital information flows and the algorithms that power them. Data-driven machine learning models,
such as GPT, are black boxes; we can interact with them but not peek into them easily. It’s not just
cutting-edge AI that is incomprehensible, however. Infamously, it is said that not even Google’s own



engineers can fully understand the inner workings of their search engine, upon which so many of us
rely to inform our daily decisions.39 Nor do we know what exactly determines the news feed on our
favorite social media channels, or what shapes which ads we get to see when browsing the web.

Faced with questions about the complexity of such systems, the response often is that we need
more technology, not less. AI is touted as capable of making better-than-human decisions. More data,
improved algorithms, and more computing power promise to govern decision-making processes of
the future. From smart contracts to autonomous vehicles, decisions are increasingly prepared,
performed, and executed within technical systems.

In part, this focus on technology is also a consequence of the rise of “Big Tech”—companies
operating digital platforms that have accrued enormous power to shape information flows for billions
of users. However, it also reflects a process that has been going on for many decades, even
centuries.40 To describe this process, historian Lorraine Daston differentiates between “thick” and
“thin” rules. Thick rules require interpretation and social acceptance. This means they may not be
perfectly enforced, but their flexibility often makes them effective. In contrast, thin rules are stepwise
instructions that are set and fixed. It’s hard to derail them, so they can be relied on—but they can’t be
adapted easily.

Daston argues that in Western societies thin rules have risen, while thick rules have declined. She
points to the rise of the administrative state and detailed and comprehensive regulatory rules that try
to cover all eventualities in advance. This brings more predictability and lowers risk; but it also
means that there is less room for discretion, change, and flexibility. Algorithms are an example of thin
rules. Their increasingly extensive use as guardrails can be seen as a continuation of a process that
started long ago.

In this book we challenge the mantra that more technology is the best answer to problems of human
decision-making. Of course, we acknowledge that technology has the capacity to empower
individuals, institutions, and society at large to make better decisions.41 We also recognize that
technology is never neutral: What technology is chosen has consequences for what can be achieved
with it and how.42 And we agree that the link between technologies and commercial control ought to
be scrutinized: Opaque values baked into crucial technical bottlenecks of global information flows
that influence billions of individual decisions need our critical questioning.43

But our concern is more fundamental. We argue that the focus on technology is distracting because
it shifts our attention to a discussion over operational mechanisms and their implications when
instead we should be engaging in a normative debate about the right qualities of guardrails.

Qualities for Times of Uncertainty
Every shift of our focus comes at a cost. When light is shone on one feature, others remain in the dark
—understudied and overlooked. And so, by focusing on technology, we lose sight of what we suggest
matters most in our times: defining the qualities and features of our society’s decision governance.

Our starting point is the proposition that our world is becoming more volatile and uncertain.
Challenges as diverse as social justice, public health, geopolitical disorder, and climate change will
persist and deepen in the decades to come. The frameworks we put in place today to guide our
decisions must be able to strategically embrace uncertainty. But the technologies that promise to



improve decision-making regularly seek to negate flexibility and uncertainty, as we will discuss in
chapters 3, 4, and 5.

So what are the alternatives? How can we create and employ guardrails that support and guide our
decision-making in a world marked by increased uncertainty?

We argue that we need to understand our situation as one that requires less technical innovation
than social innovation. We need to build on existing processes and institutions. The real challenge
lies less in the concrete mechanics of guardrails than in getting the foundations right. We know this
from our everyday practices. Before a driver revs up her engine, she needs to clarify where she wants
to go, and what aspects of the journey—speed, safety, cost—she most cares about. We, too, must first
clarify not just what our goals are, but also what qualities we want to have embedded in the
mechanisms we employ to reach these goals. We need to choose the decision qualities we want our
guardrails to further and facilitate. This necessitates analysis and critique, but also normative
thinking, both about society’s role in providing these guardrails and what environment for individual
decision-making we envision. We map out a suitable process and develop three concrete design rules
for good guardrails in chapter 6. We then add an important, perhaps crucial, constraint to guardrail
design in chapter 7.

As we do this, we will realize that we already have solid foundations on which we can build. We
recognize these qualities in some of the governance mechanisms we already employ—with positive
results. And we will see that the space for governance mechanisms to incorporate some (or all) of
these desired qualities is far larger than we initially might have believed. A fresh but detailed look at
the qualities inherent in various kinds of guardrails can help us see a broader spectrum of
possibilities. By combining mechanisms and institutions, we can establish the innovative governance
framework we need. In chapter 8 we’ll map this diverse governance landscape in greater detail.

Implementing this governance framework may involve the use of technology, but only to the extent
that it advances our goals and reflects the qualities we seek; we show how in greater detail in chapter
9. To foreshadow, we need to be less impressed by superfast bits traversing cutting-edge hardware
than by existing social mechanisms that have proven their use. Rather than supplanting existing
governance setups, technology should support them as a tool.

Widening the Aperture
Decisions prepare us to take actions. Through our actions we change reality. Humans aren’t the
strongest or fastest species. We may have mastered arithmetic, but computers calculate faster than we
can. We may be excellent at recognizing shapes and patterns, but AI turns out to be even better. So,
what’s left for us?

As humans we believe in agency—in our ability to choose and shape the lives we live. Steve Jobs
referred to it as the desire to “leave a little dent in the universe.”44 But the desire to make a difference
manifests itself not just on the individual level. As a society, even as a species, we want to effect
change. When Neil Armstrong stepped on the moon, he said it was a “giant leap for mankind” because
it showed how humanity could accomplish that little dent in the universe.

Societal guardrails to individual decision-making are where the collective and the individual
meet. Considering what decision qualities they should enable means asking what is right for both the



“I” and the “we.” We cannot define society’s goals without conceptualizing what we want individuals
to aim for. Through guardrails, society may express itself by injecting its values into individual
decision-making.

Thinking normatively about societal guardrails also entails pondering the role of the individual in
society. Four decades ago, US constitutional scholar Kenneth Karst suggested the metaphor of “equal
citizenship,” capturing an individual’s equal agency as part of a greater compact.45 Around the same
time, but across the Atlantic, the German Constitutional Court opined eloquently about “informational
self-determination” as an “I” that is always contextualized and anchored in a “we.”46 Harvard’s
Human Flourishing Program emphasizes the human need to evolve along five dimensions, from the
highly individual to the deeply collective.47 The message of these three and many others is clear: We
are individuals, but we also are a part of something larger.

So as we write about the qualities of guardrails in the chapters that follow, we are not only
opining about society and its role. We are also writing normatively about the individual: the place she
ought to occupy, the values she ought to cherish, and the goals she ought to attain. Guardrails are, to
paraphrase sociologist Anthony Giddens, “social practices”—structural mechanisms that reconfigure
and reshape society.48 If our initial focus may seem narrow, the implications are far bigger. Because
through the decisions we make, we become not only agents of our destiny, but fellows of our society.
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RULES

One evening in March 1993, dozens of people congregated in LambdaMOO, an online virtual space.
Some chatted with their peers, others explored the space or worked on expanding and extending it.
The “Lambda,” as its users affectionately called it, was the brainchild of Pavel Curtis, a software
engineer working at Xerox PARC, the famous Palo Alto Research Center of the Xerox corporation.
Many digital innovations originated at PARC, from the personal computer and graphical user
interface to word processing, laser printing, and digital office networks. Research at PARC laid the
groundwork for object-oriented programming and during a visit helped a young Steve Jobs realize the
future of computing.1

The Lambda was yet another idea that found a natural home at PARC. At a time when telco heads
were still dreaming of digital pipes across the United States and beyond, Lambda users already
experienced virtual space—a new, uncharted realm connected with our world through text and human
imagination. Lambda could be not only inhabited, but also designed, extended, and enlarged. It was
not demarcated by mountain ranges and seashores, only by the constraints of our minds (and of
Curtis’s code and PARC’s hardware). It beckoned opportunity, like the Oklahoma land rush in the
1890s. It was a metaverse long before Neal Stephenson coined the term or Mark Zuckerberg usurped
it to reorient his digital empire (and perhaps disorient some regulators).2 Those who looked at the
Lambda got a peek into the future, not just of cyberspace but of the information age and the challenges
it posed.

That fateful Monday evening, something terrible unfolded in one of Lambda’s virtual rooms.3 A
user exploited a weakness in the software to take control of other people’s virtual characters and
have them engage in (virtual) sexual acts, over multiple hours. The humans behind these characters
felt emotionally traumatized to be turned into objectified characters in a horrific narrative, while
being watched by others. It was powerful evidence that, while no physical coercion took place, bits
can hurt—much like words can wound. The Lambda community wasn’t used to such blatant violations
of basic human dignity.

As Lambda users picked up the pieces of their rattled community and discussed what had
happened, they wondered how to respond to the incident and how to prevent future ones from
happening. Many thought that a set of social norms existed in the community. Most users lived by
these norms, were careful not to break them, and apologized if they accidentally did so. But the norms
were not written down, nor were transgressors penalized in a formal process. It was all bottom-up
and pragmatic. Tussles tended to be resolved through informal social mechanisms. So, this was new
territory for the Lambda community—as it would soon be for society at large.

In this chapter, we look back in time at how debates in the 1990s over how to govern cyberspace
—including following the tragic incident in 1993—presaged wider discussions about what kind of
guardrails our informational interactions require to flourish, which phenomena to focus on, and



through which mechanisms to govern. We do so for three reasons. First, many of the underlying
themes of the governance debates then are still pertinent today and point toward issues and challenges
that transcend a particular technology or phase of technological evolution. Second, the later years of
the 1990s and the early years of the new millennium saw a global push for societal guardrails to
govern cyberspace, providing us with a fresh sample of guardrails to examine. And third, despite
innovative ideas and concepts, this initial push to govern the digital information space ended without
a breakthrough. It prompts us to investigate why.

Our analysis is not just looking at historical facts, it also traces the progression of ideas and
frameworks, laying the foundation (we hope) for the three chapters that follow, in which we’ll look at
distinct but related current governance challenges and the difficulties of crafting appropriate
guardrails to address them. All this points toward a fundamental flaw in our understanding of the
nature of the governance challenges we face.

The Real in the Virtual
As the public became aware of the Lambda incident and similar cases, they began to discuss their
implications and consequences. Some experts quickly suggested that governance in cyberspace isn’t
as difficult or challenging as it might look. Every social interaction in every community is based on
concrete human behavior. Somebody must work the keyboard, make bits travel across the Internet.
Bits might inflict pain, but there is concrete human action at the end of the pipes that created them.

These experts reasoned that rules and norms shape human behavior in numerous ways—some
prescribe, others incentivize. But the rules always target our actions. So, the reasoning continues, if
interactions in cyberspace are the result of human behavior in real space—a real being at the
keyboard—and our society already has rules in place for human behavior, the answer to the
governance challenge in cyberspace is straightforward: All we need to do is to apply and enforce our
existing rules. Case closed. There is no need to discuss governance, no reason to ponder new rules,
no requirement for novel institutions or processes. The wheel has already been invented; what’s
required is simply to use it.

In 1996, Frank Easterbrook, a smart and well-known conservative US federal judge, spoke at what
would turn out to be one of the most influential cyberspace governance conferences. Easterbrook
ridiculed those who called for governance debates.4 New laws, he said, would be as necessary as a
“law of horses”—a verdict quoted many times thereafter. In fairness, Easterbrook did list three
exceptions to his general statement, but these were comparatively technical. The message was clear
(if you forgive the lame joke): Don’t beat a dead horse.

There is some truth to Easterbrook’s viewpoint. Humans, not bits, were abusing in the Lambda that
night. The bits were simply the means through which that horrible interaction took place. More
generally, humans typically react initially to novel challenges by framing them in familiar terms.5 This
may make evolutionary sense, by enabling us to apply existing solutions. That reduces the cognitive
burden and offers a strategy for action.

Others, however, disagreed with Easterbrook’s characterization. They offered two main
arguments. First, all interactions in cyberspace are informational, because bits travel back and forth
—and information has properties that are not shared by many physical objects.6 For instance,



information is (mostly) “non-rivalrous”—while two people cannot sit on the same chair at the same
time, one individual reading a web page does not diminish the pleasure of another person doing the
same. If our societal rules are made for humans living in a world of material objects, the rules may
not translate directly into a purely informational realm.

The communications scholar Rohan Samarajiva once summarized this point nicely. Neither
physical space nor cyberspace, he said, is a “neutral container,” governance needs to reflect the
specific qualities of the world it wants to shape.7 William Mitchell, then a professor of architecture at
MIT and the director of MIT’s Media Lab, similarly highlighted the informational quality of this
virtual space. He aptly titled his book on the subject City of Bits and suggested that those who build
the informational foundations for virtual cities define what virtual interactions are possible and what
aren’t.8

The second argument builds on these informational qualities. Cyberspace is a construct of our
minds; we need to imagine it because it does not physically exist. Our mental construction of
cyberspace depends on our individual interpretation of information. Far more so than with physical
reality, virtual reality is individualized in how we perceive it—despite the social interactions
happening in it. This may make it more challenging to agree on a shared experience. It may lead to
differences in appropriately interpreting information received. It may make it harder to be clear
enough in one’s communications for others to understand. Taken together, these effects decrease
predictability and increase uncertainty compared to the real world, which complicates the application
of real-world rules.

Perhaps, to extend these arguments, some of these features—unpredictability combined with a
highly individualized experience—are hugely appealing to participants. This implies that attempts to
infuse real-world rules into cyberspace might drain it of the very qualities its users crave. Such a line
of reasoning is backed up by the popularity of many virtual spaces that were subsequently created,
from Second Life in the early 2000s to massive multiplayer games such as World of Warcraft, and the
addictive power of the fairly abstract virtual spaces enabled by platforms like Facebook and
Instagram.

Governance Features, Not Templates
The idea of applying physical-world rules unmodified in cyberspace offered one huge advantage:
cognitive efficiency. If we already know that we want the kind of governance we have in the offline
world, we need only apply that template online. In contrast, the moment we concede that governance
of bits may be different from the governance of atoms, we face a fundamental normative question:
What kind of governance do we want? A wide variety of governance regimes are conceivable on
multiple dimensions, starting with rules, processes, and institutions. How do we choose?

Of course, we want governance to further certain values. Some of these might be the same in the
worlds of atoms and of bits, but others might differ. For instance, perhaps in the world of atoms we
want to own certain things. This desire is reflected in an exclusion right we call property. Economists
explain that exclusion rights enable markets, which are excellent coordination mechanisms.9 But in a
world of information, the case for a similar exclusion right is less obvious. What would be its
purpose? Much information is a reflection of reality; would we really want somebody to “own” that



reflection? It wouldn’t necessarily enable markets, nor is there a scarce resource to allocate. On the
contrary: The non-rivalrous nature of information makes it possible for multiple parties to use it,
which potentially furthers efficiency and sustainability.

Intellectual property rights are not an appropriate template either. Copyright laws aim at
incentivizing production of intellectual creations, such as books, songs, or paintings. But information
often doesn’t need to be produced; at best, it needs to be collected, which is increasingly cheap and
easy due to the plummeting costs of sensors and storage devices. Far more information is collected
than is ever used—six times more, by some measure.10 If there is no need to incentivize collecting
information, the analogy to intellectual property is simply not straightforwardly applicable to more
general information governance.

Debates about values are crucial; they ensure that we devise governance regimes that capture the
normative spirit of society. But values are not the only variable when designing governance. Equally
important are features of governance that don’t embed a single goal—like civility, trust, free speech,
or individual privacy—but that capture a more abstract governance quality. These are the features that
in the mid-1990s caught the interest of a young and unusually accomplished academic, who would
turn arcane questions of cyberspace governance into public issues debated around the world.

Lessig’s Dot
With his small round spectacles and boyish look, Lawrence Lessig could have been mistaken for a
graduate student. His appearance belied his academic pedigree. Ivy League–educated, Lessig had
clerked for some of the best-known judges in America. As an aspiring law professor, first at the
University of Chicago, then at Harvard, he focused his research on the governance of cyberspace—a
bold and risky step for an academic out to make his mark.

As a legal scholar, Lessig had researched how different layers of rules and their associated
procedural and institutional structures govern societies; he was interested in how polities organize
themselves. In the early 1990s he advised nations previously in Russia’s political orbit on setting out
their own constitutional paths.11 But, for Lessig, virtual space presented a far larger opportunity to
think about governance. Because software can be bent many ways, we potentially have far more
freedom to shape virtual space than physical space. It could shape the trajectory of our future.

Lessig wanted to understand the structures and processes that bring about the rules that influence
human behavior. In the physical world, these are not always easy to identify; in the informational
realm it is even harder. But where others saw individual cases of digital information flowing and
people engaging with it, Lessig saw patterns—and the need for governance of information.

In the digital realm, human interactions are mediated through bits. In turn, the way these bits are
processed and made accessible to others is how cyberspace is shaped. The governance of bits is the
primary mechanism governing cyberspace. For instance, if certain information is filtered out before it
reaches its intended audience, no discussion in virtual space will ensue. It’s as if the information was
never uttered.

In his book The Future of Ideas, Lessig portrays cyberspace governance as a battle between those
who value free flows of information and those who push for constraints, commercialization, and
control.12 In his next book, Free Culture, Lessig describes the formal appropriation of ever-



increasing amounts of information: As less information is “free” to be shared, culture becomes less
“free,” too.13

The metaphors Lessig uses deliberately relate what’s happening to historical precedent. The
United States began as a nation with vast open spaces inhabited by indigenous people. But throughout
the nineteenth century, land became increasingly demarcated, parceled, and appropriated.14 Something
similar had happened in Britain a couple of centuries earlier, when tracts of land were “enclosed” to
be controlled by landowners. In Britain this had changed society, turning free farmers grazing their
cattle on common land into dependent tenants.15 In the United States, it erased much of the commons
and turned the idea of private property into a quasi-religious belief.

The enclosure movement in the United States continued in the twentieth century, as chronicled by
Lessig’s Harvard colleague, Gerald Frug. Open streets of shops in towns were replaced by privately
owned shopping malls. Institutions of knowledge—schools and universities—turned commercial.
Increasingly, pieces of infrastructure were held by private investors and rented back to society. These
acts of “enclosure” often had troubling consequences.16 Now Lessig saw a similar dynamic play out
in cyberspace—with potentially similarly troublesome long-term effects.17

Lessig’s perspective offered more than a fresh look at governance in the early twenty-first century.
It helped our imaginations to break free from their focus on human behavior in the physical world.
Lessig was blazing a conceptual trail that encouraged researchers, policymakers, businesses, and the
public to see the bit as the object of governance, and the struggle to influence its flow as the primary
governance challenge of our times.

The Internet Turns to Law
To be effective, governance of information must reflect not only the values and goals policymakers
want to achieve, but also the nature of what is being governed. This includes how digital information
flows: almost instantaneously across great distances; and cheaply, with cost unrelated to the distance
traveled.

Before the digital age, information governance often relied on local norms and views. For
example, in the United States, obscenity was assessed using “community standards,” while libel suits
were adjudicated before a jury of local peers.18 What information was appropriate to share (or not)
was shaped by local customs. Market supply and demand reflected these norms: if one walked into a
bookstore in West Hollywood, one would find a very different selection of books compared with,
say, Great Bend, Kansas.

If a complicated patchwork of local norms and rules were to govern the Internet, it could greatly
hinder the flow of information, constricting its economic and societal potential. Businesses and
perhaps users would have to comply with rules that are complex and unpredictable as to which apply
where and when. The resulting uncertainty would make it harder for businesses to attract investment
and less appealing for consumers to interact and transact. So, irrespective of the values a society
wants to advance, the Internet age seems to call for governance mechanisms that are more general and
enduring.

To an extent, this resembles the desire of states and large businesses in the West during the
eighteenth and nineteenth centuries to push for nationwide governance in the form of formal laws.



They saw the potential to reap economies of scale and scope and project power more efficiently. It
resulted in what legal academics call “monist law”—rules and norms formally enacted and enforced
throughout an entire nation.19 The concept of monist law was seen as an antidote to scattered
community norms that frequently weren’t formal laws at all, but social rules often unevenly enforced.
It also moved away from the idea that rules are linked to persons, instead being applied to everyone
within a particular territory. Monist law coincided with the West’s industrial and colonial push,
suggesting perhaps that empires are more about space and territory than peoples. Still, monist law
never fully replaced multiple sets of communal norms or the idea of personal law. For instance,
professions continue to adjudicate their members, and religions retain some governing power over
their believers.20

As the Internet rose to prominence, more and more areas of cyberspace became governed. Online
communities established their own “netiquette,” or norms constraining behavior.21 Engineers
embedded rules governing the flow of data packets into the technical infrastructure—rules that had
been “enacted” by technical working groups such as the Internet Engineering Task Force (IETF),
which worked on the principle of “rough consensus and running code” (when assessing whether a
technical proposal should be adopted, members were literally asked to hum to gauge a proposal’s
support qualitatively; the louder the hum, the greater the support).22 Ecommerce providers, such as
eBay, set up and enforced their own sets of rules. The result was a cacophony of governance,
covering a broad spectrum from novel and original normative setups all the way to nation-states
sometimes awkwardly extending their physical world rules to virtual spaces.

While specific governance regimes persisted in many pockets of life online, larger players and
nation-states—much like in the eighteenth and nineteenth centuries—pressed for norms with broader
territorial scope. An increasing number of digerati and Internet users pushed for a governance regime
that was not only more universal and durable, but also custom-made for digital information flows. But
who would put such a governance regime in place? Internet law specialists David Johnson and David
Post argued that the Internet community should govern itself—discuss, enact, and enforce its own
rules.23 Others, such as Jack Goldsmith and Tim Wu, countered that applying formal national laws
offered conceptual and practical advantages.24 National laws were well-established, so it would not
require building governance structures from scratch, and national policymakers—alerted by the
public hype over the Internet—were ready to engage.

In the end, pragmatism won out: What resulted was an information governance bonanza built on
(mostly) national laws. In the United States, for example, the much-debated section 230 of the
Telecommunications Act of 1996 protected Internet companies from being held liable for the
information flowing through the network.25 No longer could an Internet provider residing in Los
Angeles be held in violation of a community standard in Tennessee for transmitting information—or
at least not as easily as before.26 And beyond purely national laws, the European Union enacted rules
in the same time frame, with the explicit goal of enabling ecommerce and bringing more consumers
and businesses online.27 It is little-known today that even the EU’s pathbreaking information privacy
directive aimed at harmonizing national privacy rules to facilitate transborder data flows within the
continent—more universal norms to evolve cyberspace.28

The choice of more general and durable governance mechanisms made sense in the late 1990s. In



these crazy and chaotic years of the first Internet wave and the ensuing dot-com bubble, when start-
ups rose like rockets only to crash a few months later, stability was in short supply. The existing
governance patchwork was confusing and complicated. Implementing more monist law-based
governance mechanisms would lower uncertainty, thereby reducing cost. This would reassure
businesses, investors, and consumers that information flows could endure because the governance
regime was stable. It represented a shift away from community standards and local norms that could
easily bend to changing preferences. The highly formalized governance regimes that we call law had
seemingly conquered yet another territory, beating back idealistic dreams of a community in
cyberspace fashioning its own formal rules.

But this legal turn did not fulfill its promise—at least in the eyes of those in the vanguard of the
information age. They accused the law of being slow, off-the-mark, unclear, unfocused, and in the end
simply ineffective as a mechanism of information governance in cyberspace.29

Context Matters
Law’s failure was thought to be exemplified by its inability to produce the desired certainty and
stability. In part, this was the consequence of a somewhat unforced error by lawmakers. Numerous
laws in the late 1990s and beyond aimed to govern information in the abstract, disregarding the
importance of context.30 Prescribing governance of information at an abstract level is much more
challenging because information is so versatile. A simple governance template that works across
diverse situations is likely elusive.

Effective governance of information requires that we think about information in context. It
necessitates that we look at information’s role. Information is consequential when it is used to make
decisions. Information matters when it becomes a means to an end—to facilitate human activity.

Lessig was quite aware of the importance of context and highlighted it frequently. Take for
example his later work on the power of lobbying.31 Following only lobbyists’ financial contributions,
Lessig argued, fails to fully reflect their influence and importance. It is decisional information
provided by lobbyists that matters as well: Policymakers need to make decisions, for which they
require information. Lobbyists provide them with information through position papers and talking
points. That informational resource has significant impact because it ultimately shapes decisions more
effectively and lastingly than pure financial contributions. It’s why, for Lessig, lobbying reform must
look beyond the money trail and govern the information flows to policy decision-makers as well.

Disregarding context reduces the effectiveness of whatever governance mechanism one employs.
Where policymakers focused on information governance in decision contexts—think only of the
increasing cases of “nudging” we mentioned in the previous chapter—the results were more
encouraging. And yet, the contextual problem cannot fully explain the perceived failure of information
governance through law. Something else played a key role in making law so unattractive to those
increasingly moving their lives and interactions online.

The Death of Distance
Space and time are well-established categories of human experience in the physical world. But these
boundaries hardly exist for bits. They travel across borders and cover thousands of miles, then get



reassembled into the order they were in when they were sent off: a kind of informational version of
Star Trek “beaming.” Neither sender nor recipient decide upon or even know the path these bits take
through the network to reach their destinations. Francis Cairncross, in one of the early leading works
on cyberspace, called it “the death of distance.”32 Time, too, seems like a rather artificial dimension
for bits. As digital networks increase in capacity, bits reach their destinations and get processed
almost instantaneously—at least using human perception as scale.

In contrast, laws are creatures of human time and space. They are created and enforced
incrementally, neither instantaneously nor with equal intensity. Their territorial scope is limited by
jurisdictional boundaries. Even supranational laws apply to just a subset of global information flows.
When the European Union, for example, enacted information privacy rules that seemed to require
notice and consent for an individual’s personal information to be processed, many regional US
newspapers did not want to comply—and avoided the need to do so by blocking European users from
accessing their websites.33

Laws may at first have appeared to be superior to local customs and community norms as a
governance mechanism for information, but they aren’t substantially so. Laws are local and temporal.
For those surfing cyberspace, this makes them misaligned with seemingly instantaneous and distance-
defying global information streams.

The digerati discovered another weakness of laws. They are nonbinary. Laws are artifacts of
social processes, from enactment to enforcement. Because humans created them and other humans
apply them, because they are written in human language, they are imprecise. They leave room for
interpretation. This makes it challenging to predict outcomes of governance action—what will happen
and when. In times of chaos, such as the frontier phase of cyberspace, governance with such
substantial wiggle room is perceived as ineffectual and costly. With so much risk in the system
already, the thinking went, at least governance should be straightforward. To the extent information
needs guardrails, these guardrails need to be clear, concise, and effective. Law wasn’t. But something
else could be.

Code as Law
Bits flow across the Internet because they can be easily processed by digital computers. This
processing happens through a step-by-step execution of instructions, as laid out by Alan Turing in his
pathbreaking work.34 Instructions are themselves bits, and we encode in them whatever processing we
desire. Code can amplify and multiply bits, it can sort them, filter them out, or create new bits to add.
It can direct bits and manipulate them. Through code we decide what information flows when, where,
and to whom.

Considered from this vantage point, the instruction code in computers—what we today call
software—governs bits. In fact, the digital computer as a combination of code and execution system
is an extremely powerful and versatile mechanism to govern information. Because it can be
programmed at will, such governance can reflect whatever values and goals one wishes (albeit with
varying degrees of efficiency).

For a global digital network to function, appropriate standards of handling information flows must
be established and adhered to. Such standards must ensure that all elements of the network know how



to transmit bits so that they can communicate with each other, or, to use the technical term,
interoperate.35 But they do not necessarily delimit how these bits are manipulated, including whether
the bits are transported at all. It is as if all elements of the system have implemented the same
governance mechanism, even though each one of them can reflect different values and goals.

Another feature of the Internet is crucial in this regard: the “end-to-end” principle.36 It is a
technical principle devised in the early days of the Internet to solve the problem that each network
element had only limited processing power. The principle is that information processing happens at
the endpoints of a bit’s path; network nodes en route are simply tasked with passing on the bits that
arrive. That reduces the processing load for the in-between nodes and thus the overall processing
needs of the network.

While its origins were pragmatic, some have suggested that the end-to-end principle is also
political.37 By decentralizing the task of processing bits, it limits power over information along the
way and thus can be interpreted as deeply anti-censorship. The end-to-end principle certainly
facilitated the development of early, decentralized communication applications, such as email, IRC
for chat, FTP for file transfer, and Usenet as an early form of social media. But the durability of any
such broader macro-level effects is unclear. Just consider that the principle did not prevent the later
emergence of online platforms that greatly centralized information exchange and identity control.

There is, however, a consequence of the end-to-end principle that even more directly bears on
information governance. By facilitating the processing of bits at the endpoints—sender and recipient
—the principle enables these endpoints to effectively exercise information governance. When a
consumer visits Amazon’s website, what information is provided is decided by Amazon and, to a
lesser degree, the consumer. How this information is presented depends on how Amazon processes
the bits it sends and how the consumer’s device processes the bits it receives.

Of course, in principle nodes in between can manipulate the bits they pass on. Some nations have
policies that mandate information flows to be routed through specialized firewalls that identify and
filter out certain types of information. The Great Firewall of China is a prime example.38 The
Internet’s standards and protocols do not mean information governance happens only at the endpoints.
The idea is that because the Internet is a network of linked digital computers, it can be used to
exercise information governance very directly through software at its endpoints.

Taking these elements together, software becomes the new law. It can be an effective mechanism
for information governance because it sits where information originates and lands. Software
instructions are executed mechanistically, so unlike with laws there is no interpretative wiggle room,
no unwanted leakage. It is binary—bits either pass through or not. Software is easier and faster to
create, execute, and amend than law. It impartially enforces the rules embedded in it, without any ifs
or buts.

Software is also built by programmers, not enacted by legislators. Governance through code does
not require the participation of societal structures. It lacks the complex baggage of a deeply social
system like the law. There is no need for cumbersome democratic vote-seeking in legislatures or
time-consuming and unpredictable judicial processes. It can be done by private organizations and
businesses, which are thus empowered as institutions of governance. Seen from the vantage point of
effectiveness, software code embodies pretty much everything one would like in a governance



mechanism. Seen from the vantage point of power, it enables the private sector to govern—and
reduces society’s capabilities to do so.

Little wonder businesses quickly embraced their empowerment. From the first dot-com bubble
onward, information governance effectively shifted away from conventional laws and became
increasingly embedded in software code created by corporate actors. MySpace decided what one
could put on a web page with them. eBay developed a rating system for transaction partners. On its
online store, Apple for years prevented users from rating its own products but permitted reviews of
third-party products. YouTube instituted a largely automatized system to deal with copyright issues in
uploaded videos. Platforms such as Google automatically scan images stored in their cloud for
pedophilia. Microsoft tweaked its popular web browser to display its own content more quickly.
These are just the tip of the iceberg.

Lessig foresaw this development in his book Code.39 He characterized law as “East Coast code,”
produced by legislatures and enforced through courts, juxtaposing it with “West Coast Code”—
software written by private entities. Lessig was wary of this change because of the lack of societal
participation and procedural fairness.40

But there’s an even deeper worry. Governance in physical space is based on norms that humans
ought to follow but can choose to disregard. In contrast, computer code demarcates what is and what
isn’t possible in virtual space. This changes the nature of information governance. It no longer rests
on deeply human foundations such as individual choice and responsibility; instead, the system ensures
that only approved decisions can be taken, because it won’t execute others. In terms of the metaphor
with physical structures, it is like replacing flexible guardrails with insurmountable prison walls.

This suggests the dawn of a dystopian world resembling Orwell’s 1984, in which individuals are
not only pawns of the powerful but have surrendered what makes them human; they began to love Big
Brother. For such a dystopia to happen, software code’s governance would have to be comprehensive
and complete, devoid of alternatives, and without any unintended leakages. Fortunately, this has not
taken place so far. But the shift in information governance has happened. Software code did turn into
a nonperfect but surprisingly effective mechanism of information governance. Governance power did
shift from society to private enterprises. We have been grappling with the resulting concentration of
informational power ever since.

Information Capitalism
Almost two decades after Lessig started his work, the debate over information governance with a
focus on informational power picked up again. From their own daily experiences, many Internet users
developed a visceral understanding of the power of platform companies. Media investigations
exposed a shocking plethora of problems with these digital behemoths, from flagging innovation, anti-
competitive behavior, and illicit use of personal data to inhuman working conditions and, at times, a
blatant disregard for the law. In many ways, these platform companies looked and behaved like the
enemy of society.

Shoshana Zuboff, a retired professor at Harvard Business School, coined the term “surveillance
capitalism” to capture the phenomenon.41 In her analysis the culprit is not technology but the capitalist
system, with its inherent dynamic of concentrating power without accountability. The qualities of



digital tools and infrastructure made them an almost perfect accomplice.
Casting doubt on the very nature of our economic system isn’t exactly new. Karl Marx is usually

credited as the first powerful critic of capitalism. But Zuboff’s characterization of the supporting role
of information created an important new flavor of the age-old critique. Her thesis came soon after the
global financial crisis of the late 2000s had prompted many in advanced market economies to
question capitalism, and refocused popular skepticism onto the information economy.

Still, Zuboff’s analysis was incomplete. If Lessig was all about the mechanisms of information
governance—how code is law—Zuboff said little if anything about it, or about the role of governance
in general. By identifying capitalism as the villain, she narrowed her view for remedies: Only by
abandoning or drastically changing the nature of capitalism can society redeem itself.

This shortcoming was addressed by Julie Cohen, a law professor at Georgetown University.
Building on critical economist Karl Polanyi’s work, Cohen’s book Between Truth and Power argues
that capitalism is fundamentally unbalanced and unstable—a verdict not dissimilar to Zuboff’s.42

Cohen then looks at the existing elements of information governance and concludes that they have
been configured to exacerbate and deepen capitalism’s instability rather than addressing and
mitigating it. For Cohen, governance regimes that could reduce the negative consequences of
capitalism in fact do the opposite.

Her conclusion is sobering and important: Information governance is currently not a mechanism to
improve human empowerment, through, for instance, facilitating the flow of information. Rather, it has
been turned into a tool of the already powerful to further their goals and protect their position. This
leaves our society disarmed and vulnerable at exactly the moment we most need the benefits that
information governance could bring.

Cohen’s argument links the realities of information governance with an analysis of the information
economy that incorporates both technical qualities and economic dynamics. Her argument is thicker,
deeper, and ultimately more persuasive than Zuboff’s. She has reconnected the information capitalism
debate with Lessig’s governance discourse. Perhaps most important, her argument beats back the
latent technological determinism that has been persistent and pervasive in scholarly discussions about
information and its flows.43

Is Cohen a new Lessig for our times, offering us a succinct analysis of the information age and its
governance, and deriving a normative blueprint for regulatory action? Possibly. There is an important
difference, though, between Cohen and Lessig. Lessig looked at information governance as facilitating
human action (via what we call the “decisional” context). Cohen sees information governance through
the conceptual lens of economic and ideological systems. This difference in focus leads to differing
normative values. Where Lessig feared that individual freedom to choose and to behave as one sees
fit might vanish, Cohen highlights the societal need to control macroeconomic mechanisms that are
creating crass social inequalities and appalling economic imbalances. Risking caricature, Lessig’s
unit is the individual, Cohen’s the collective.

Despite such conceptual thoughtfulness and sharp clairvoyance by these renowned academics,
experts and users alike continued to hold out for a technical fix to the challenge of information
governance, and thus to believe that technology is what effectively governs information. It’s this
perception that has shaped information governance now for more than a quarter century. And however



much thoughtful and eloquent commentators have opined against this simplistic view—dystopian or
optimistic, historically grounded or rooted in admirable theory—it unfortunately still commands much
of public debate.44

Toading Is Coding
To sum up the argument of this chapter, the 1990s debates over how to govern cyberspace offer
several insights that endure. After initial confusion about what exactly constitutes cyberspace, the
focus shifted to information and its flows. Discussions over the aim of governance broadened to
include more abstract features. But governing information flows turned out to be too abstract; it
needed context—whether macro-level economic dynamics, or more individual, human decisions.
Even in this early wave of the Internet, we understood the need for information governance, carefully
contextualized but sufficiently open to reflect both societal values and more abstract qualities.

At first, conventional law appeared to be an appropriate governance mechanism. It transcends the
here and now and seems to offer consistency across space and time. But its advantages turned out to
be limited in a context of near-seamless and instantaneous global information flows. The locus of
governance shifted to an alternative mechanism: Technology began to regulate information flows,
complementing and increasingly replacing the law, because of its unprecedented combination of being
effective and empowering its agents. Lessig saw this turn coming and worried about it, encapsulating
it in his phrase “code is law.”

In the coming chapters, we look at three current governance challenges in the decision space that
technological change has exacerbated. We describe the conventional guardrails used to respond to
these challenges, why their effectiveness is lacking, and how this in turn has ironically facilitated the
rise of technical solutions. We examine these new technical guardrails and look at what qualities—
such as effectiveness, focus, or durability—the turn to technology has led society to emphasize. We
contrast these qualities with those of alternative governance mechanisms we may find equally
attractive. This forms the basis for a more normative discussion about appropriate qualities of
decisional guardrails.

First, though, we need to conclude the story of the rape in cyberspace in 1993. It led the
LambdaMOO community to initiate discussions over governance—but before these discussions could
get under way, one of Lambda’s programmers edited the user database to restrict the perpetrator from
accessing the system. The offender was banished—“toaded,” in the language of the community—not
as the result of a judicial process based on societal rules, but by the hand of a master coder, who
believed he had heard enough to take justice into his own hands. West Coast Code at work.
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FALSITIES

For much of his life Joe Cassidy was a spy. A very special spy. To the world, he was a non-
commissioned officer for the US Army, and after retirement a civilian employee. But from 1959 to
1980 he was a double agent hired by the FBI to feed his Soviet handlers tens of thousands of pages of
carefully vetted US military documents, including highly classified ones. Interspersed in this stream
of genuine documents, the FBI had him pass to the Soviets carefully forged information. Resembling a
plot from a Cold War spy novel, the FBI—with Cassidy’s help—fed disinformation to the Soviets.
The term “disinformation” was coined by the Soviets themselves under Stalin, describing the task of
providing the other side with “fake news.” Joe Cassidy was a hugely successful disinformant.1

In the 1960s, the Soviets were deeply interested in the US chemical weapons programs. After
World War II, both the Soviets and the United States had improved the production of deadly nerve
gases such as Tabun, Sarin, and Soman. Insiders called them “G agents,” labeling them alphabetically
(GA to GF). US chemical weapons labs had tried to devise additional G agents but failed. One
candidate had shown huge promise initially, with very high toxicity; but no effective treatment could
be found for it, making it practically useless in combat. Chemical weapons experts also looked for
nerve agents that were binary—created by mixing two relatively benign components. The United
States concluded that research into additional binary G agents was a dead end, but suspected that the
Soviets were looking into it. So, the FBI forged documents indicating a US breakthrough in chemical
weapons research, with a highly toxic, binary agent: “GJ.”

Of course, GJ did not exist. The idea was to put the Soviets on the wrong trail and cause them to
invest time and energy chasing a nerve gas candidate the United States had already failed to make
work. This would tie up Soviet research resources and delay work on their other nerve agents for
years. It could decelerate the chemical weapons arms race. Disinformation to save the world—how
much better to win a war with false information than with deadly arms!

The Soviets trusted the documents they received. Their chemical weapons labs began focusing on
the elusive GJ agent. When they crashed against the same practical walls their US peers had earlier,
they kept on researching, tweaking, and testing. The ploy seemed to be working. But then the Soviets
actually did achieve a breakthrough. They developed a nerve agent deadlier and more effective than
any other. The Soviets kept it a secret for decades. In the early 1990s, they did not disclose its
existence when they had to declare their stockpile for the international treaty on chemical weapons.
Only after the end of the Soviet Union, when one of the lead researchers became a whistleblower, did
Russia concede its existence. It was called Novichok—and used, most spectacularly, in the 2020
poisoning of Russian opposition leader Alexei Navalny.

Although much of the material is still classified in both the United States and Russia, David Wise,
a leading US writer on intelligence and espionage, argues that the FBI’s own half-faked documents
may have led the Soviets to Novichok.2 If so, this disinformation project backfired badly, leaving the



world with lasting collateral damage.
Joe Cassidy spread false information deliberately. But even unintentional misinformation is

perilous because it has the potential to distort our decisions. In this chapter, we investigate the
challenge this poses. We look at the ways in which we have historically dealt with false information,
and why they have become less effective in the Internet age. Because these conventional responses
seem to fail, we have begun to turn to technical solutions that seem to offer advantages. As we will
explain, they also have serious drawbacks—though some could perhaps be mitigated. But we identify
a further and potentially bigger long-term problem that may develop if the technical solutions work
effectively—a problem we suggest is both structural and ultimately fatal.

Misinformation
We are all in this business of altering information flows. The FBI manipulated the flow of information
available to Soviet spies. Marketeers amplify the positive qualities of their wares. Dictatorships
prohibit a free, independent press. Privacy laws limit information to protect individuals. Official
propaganda shapes what information is available. By selecting what information is available to
others, we affect the decisions and actions people take. And so do selection algorithms of social
media.

As we have become acutely aware in recent years, incorrect information is surging through social
media, manipulating individuals’ decisions. Take the case of Rudy Giuliani, the former mayor of New
York City and personal lawyer of then US president Donald Trump. In March 2020, amid the first
pandemic wave, Giuliani tweeted that the malaria drug hydroxychloroquine was “100% effective”
against COVID-19. This information was factually wrong—hydroxychloroquine is useless against the
virus, and has significant side effects. Barely a month later, the president himself dangerously
suggested drinking strong detergents to kill the virus, prompting numerous people to ingest bleach.3

These instances highlight the challenge of misinformation—the first of the recent information
governance challenges in the decision context that we examine. Misinformation is consequential when
it leads to erroneous decisions. It becomes particularly problematic when it does not simply influence
one person’s decision but shapes the views of many—or when the ensuing decision is especially
fateful (think of the decision to wage war based on a ruse).

Misinformation on social media platforms poses an unprecedented challenge for society, given
their popularity and role as amplifiers of information. Researchers at MIT showed that
misinformation on Twitter is shared 70 percent more often than accurate information, disseminates six
times as quickly, and is more likely to spread widely.4 In 2020, between about a quarter and a third of
all user engagements on Facebook and Twitter contained misinformation, according to another study. 5

In the United States, more than half of social media users sharing information online say that they have
accidentally shared misinformation.6 But misinformation is also spread deliberately—and often not
by humans, but by algorithms. In the third quarter of 2021, Facebook alone eliminated 1.7 billion fake
accounts, many of them run by bots to disseminate misinformation.7

About a third of young Americans get their news and information predominantly through social
media.8 If that information is false and they trust it, they make decisions based on a substantially
distorted version of reality.



To make matters worse, utilizing online platforms to spread deliberate misinformation is far easier
and cheaper than doing so through conventional media or old-fashioned word of mouth. Creating
accounts on platforms is practically costless; fake accounts have almost the same capabilities to
spread information as real accounts. By the same token, as research has amply demonstrated,
identifying such misinformants isn’t trivial, even for experts.9 Propaganda is not obvious from its
content and origin. It blends into the maelstrom of information we are exposed to on these platforms
every day. And it infiltrates our minds.10

We have seen it for years. Attempts by Cambridge Analytica and the Russian government to
influence the 2016 US presidential elections through floods of Facebook posts are well documented.11

So are similar attempts before the Brexit referendum in the UK as well as national elections on the
European continent.12 Russia’s aggressive war against Ukraine in 2022 coincided with another
misinformation push by the Russians, flooding online platforms.13 Other governments are involved as
well. China, Iran, and North Korea are all said to operate large armies of hackers to inject huge
streams of misinformation into Western social media.14

Perhaps in our multipolar world, it is inevitable that nations will aim to influence the decisions of
others. But the impacts are far-reaching. During the pandemic, when billions of people had to make
urgent decisions affecting their health, disinformants from Russia and elsewhere spread rumors on
Western social media to disrupt the effectiveness of the public health response.15 Some policymakers,
such as Donald Trump, willingly (if perhaps not knowingly) passed on carefully planted false
information to their supporters, further increasing its negative impact. This was no longer about who
wins an election; it was about who dies because they take an unproven drug or refuse an effective
vaccine. False information was shaping decisions about human survival.

With social media platforms as its accelerant, misinformation is a substantial challenge for society
today. But as the case of Joe Cassidy highlights, false information predates the digital age. It’s been
with us since the early days of human communication—and we have always struggled to deal with it.

Free Speech
We really don’t like to be lied to, even though most of us fudge the truth sometimes. We feel deceived
when lied to by our spouse, or a friend or colleague at work. If it’s a big lie, we feel violated. We
can understand why through the prism of decision-making. False information is bad input. It directly
bears on the quality of our decisions. Lies aren’t just a betrayal of trust, they make us make the wrong
choices.16

Unsurprisingly, humans have put in place guardrails at multiple levels to induce us to communicate
honestly. Lying is frowned upon in most societies and proscribed in many religions. In the Bible, the
Eighth Commandment prohibits perjury; the Catholic Church has interpreted this to proscribe all
forms of lying. In Islam, lying is seen as a “sin of the tongue.” In Hinduism, lying is permissible only
in a small number of circumstances. This is remarkable, because religions are founded on belief, not
objective truth. By insisting on truthful communication, religions do not directly further a human belief
in God, but a better life on Earth. It’s yet another indicator of the utilitarian value societies associate
with being honest. In the sixteenth century, Christian reformer Martin Luther took a further step. He
encouraged individuals to read the Bible themselves, to find their own path to salvation. The faithful



should believe because they saw it as true, not the other way around. After Luther asked Christians to
find truth in scripture, lying took on an even more sinister meaning. It would keep others from
discovering their paths to God, preventing their souls from going to Heaven.

The social and spiritual aversion to lying seeped into public practices and state actions. Not much
later, European nations began to judge those accused of crimes by seeking the truth, rather than trying
them through ordeal. The centuries of enlightenment can be seen as a quest for truth, for using our
minds to accurately capture and understand the world around us even if we did not like what we
discovered. The sciences, too, aimed at exposing the truth through the “scientific method,” as political
philosopher Hannah Arendt explained (even though philosopher of science Karl Popper suggested
that at best we can uncover falsities).17

The intellectual roots of freedom of speech are intertwined with this desire for honesty and
truthfulness. If our quest is truth, people must be at liberty to say true things, even if it causes
inconvenience or awkward moments. Free speech has value far beyond the immediate effect of
instilling trust and strengthening social bonds. It fuels improved decisions through better input. Some
guardrails may constrain information that isn’t true; but the unrestrained flow of true information ought
to be protected.

This principle, however, is less clear cut and simple than it may look. In early democracies,
enthusiasts for free speech such as Thomas Jefferson and Benjamin Franklin (a publisher by
profession) envisioned public debates revealing information to enable voters to decide well.18 But
debates often turned out to be more an exchange of opinions than a sharing of accurate factual
information. What do such exchanges of opinions offer to better decision-making?

Opinions are neither true nor false, so the principle of protecting truthful information does not tell
us what to do with them. Statements like “I hate him” or “I think she’s smart” may be honest (and in
that sense true), but they represent views, not hard facts. Shall subjective opinions be allowed? What
if they exaggerate? Is everything that cannot be indisputably proven to be true axiomatically an
opinion, and hence with less merit and value for human decision-making? Differentiating between fact
and opinion may make conceptual sense, but is hard in practice. In our daily exchanges, we mix
information and opinion, color facts with judgment. Neatly disentangling the two is incredibly hard—
even trained scientists’ reports on their research are often clouded by their views.19

Debates have raged around this issue for centuries, in the courts of law as well as public opinion.
There is no uniform solution, but guardrails in many nations and international treaties now protect the
free flow of information largely irrespective of whether or not what is being communicated is purely
factual. As long as opinions contain some element of information, they can be useful from a utilitarian
perspective even if critical and hurtful.20 As a consequence, only information that is obviously
incorrect (and perhaps deliberately or at least recklessly put forward), or opinion that is without any
basis, can be constrained. This guardrail affords a broad and powerful protection of the free flow of
information.

Difficulties arise not within the core areas of factful information or fact-based opinion. They
surface when, shocked by posts on digital social media and their potential consequences, we look for
guardrails to “clean” all public discourse. To understand the subtle but important differences between
diagnosis and treatment of this societal ill, we follow accomplished Viennese media lawyer and free



speech proponent Maria Windhager.21

A Vexing Problem
In 2014, Windhager was approached by Austrian politician Eva Glawischnig, who had been the
victim of crude and hateful verbal attacks on Facebook. Glawischnig wanted Facebook to have these
baseless, fact-less posts deleted.22 Windhager took the case and ended up arguing it before the
European Court of Justice.

Austrian law was on Glawischnig’s side. Like laws in other European nations, it required social
media platforms to take egregious cases of hateful postings offline when notified of them. Facebook
balked at these requests, fearing that taking posts offline might turn it into an auxiliary information
police for national authorities, and pointed to EU-wide rules limiting platform liability. But the court
detected no violation of EU law and let the national rules stand. Facebook lost, Glawischnig won,
and her case set a benchmark for hate speech regulation for the continent.23

For some, the verdict restricts free speech, shifting societal guardrails—carefully calibrated over
decades—away from the free flow of information. But cabining true hate speech may have little
negative impact on the flow of information that is the basis for human decisions. Cyberlaw scholars
such as Danielle Keats Citron have impressively shown that much hate speech contains no factual
information, and inflicts real harm.24 And Windhager isn’t a free speech skeptic—quite the contrary.

The youngest of four girls, Windhager grew up in a household filled with debate. Her father, a
lawyer for the social security agency, was a political moderate, voting for center-right Christian
democrats most of the time. He despised Nazism and fascism and cherished pluralism and democracy
—and inculcated his views in his children. From an early age, Maria Windhager loved a good
argument. After initially wanting to become an architect, she changed her focus to journalism and
thought that studying law might prepare her well for that career.

Easily recognizable by her fiery red hair, quick witted and argumentative, Windhager became a
gifted writer and outstanding debater. While still in law school, she started a student-run law journal
with friends. Through it she got involved in a fateful free speech case. It involved Gerhard
Oberschlick, who published and edited the FORVM, a monthly journal well respected among liberal
intellectuals. In one of his editorials, Oberschlick attacked a right-wing politician who had defended
Nazis. The politician sued for libel. Oberschlick lost in national courts, then appealed the case to the
European Court of Human Rights.

The Court decided in Oberschlick’s favor, significantly expanding the boundaries of free speech in
Europe and resetting informational guardrails. It made clear that opinions, even when polemical, are
not necessarily libelous when they are built on an element of fact. The Court’s decision was
remarkable because of how it linked opinion and facts—it explained that protection is strongest for
expression of views based on an analysis of evidence.25

It was a sweet victory, and it got Windhager hooked. When she saw the verdict in print, giving
authority and power to the protection of speech, Windhager gave up on the idea of journalism and
devoted herself to the law. “My entire professional career has revolved around the question of what
one must be permitted to say,” she muses. And, she concedes, she loves to win.

For Windhager, there is no real tension between the decisions in Oberschlick—protecting even



insulting opinions linked to facts—and in Glawischnig, prohibiting hate speech. Insults that are
clearly baseless have long been considered subject to regulation, while insults based on at least some
facts have not. But while enjoying her successes, Windhager is also pensive. She sees hate speech—
utterly baseless insults—skyrocketing on social media and wants platforms to accept their
responsibility. She also worries that as platforms show reluctance to act on hate speech, it leads
voices to grow louder in support of politicians requiring platforms to play a more direct role in
eliminating all kinds of misinformation. Windhager worries that pushing platforms to shift from
reactive to far broader proactive moderation may do fundamental damage to free speech—and
society.

The Threat of Fragmentation
Reacting to the problem of misinformation, societies have long imposed formal punishments for
sharing some types of utterly untruthful information or unprotected opinions. This has typically been
financial compensation through civil litigation—think of libel, for instance, and criminal prosecution
in extreme cases. But such processes take time, and in that time the claims can continue to be made.
Society did not leave those harmed by speech defenseless, but its formal guardrails surely erred in
favor of information flows.

Many of the new national hate speech laws cropping up around the world are based on a very
different process. With information spreading at light speed, the assumption is that a quick reaction is
necessary to stop a hateful tsunami or counter a dangerous piece of misinformation. Instead of having
to sue and win in a court of law and take the court’s decision to social media platforms for
implementation—which could take months, if not years—these hate speech laws oblige the platforms
to handle the process. They require that platforms set up a complaint process which individuals
affected by a post can initiate. The platform then must assess the post in question, decide on its
legality, and either leave it in place or take it down. The platform needs to react within days if not
hours, so there is little time available for evaluation. There are stiff penalties for noncompliance.26

Setting up structures to manage these processes turned out to be a significant challenge for
platforms. But it wasn’t a completely novel responsibility. Because of copyright laws, many of the
large platforms already had procedures in place for copyright holders to lodge requests to take down
copyrighted content. These processes proved able to function rapidly at scale, as rights holders
lodged huge waves of take-down requests. Google, for instance, received 757 million take-down
requests in the first half of 2022 for its YouTube subsidiary alone. 27 Overall, by early 2023 Google
had received more than 6.4 billion requests, and it aims to respond to most of these requests within
hours.28 Other platforms have similar organizational infrastructures in place, so they are able to
repurpose these structures and processes to moderate content.

But there is a further complication. As we learned in the previous chapter, in the early years of the
Internet, some pundits argued that the Internet should remain a place without rules—or at least a place
with its own, universal rules. They worried about a fragmentation (or sometimes even called
“Balkanization”) of the Internet, with countless jurisdictions pushing to have their rules enforced.29

Whether we like it or not, this fragmentation has arrived. When we google something, the results
depend on where we physically reside. They are carefully crafted not only to meet our preferences



and expectations, but also to comply with local norms and regulations.
All large online platforms operate in numerous jurisdictions. The same content may be subject to a

take-down request in one place but represent protected speech in another. It is often not possible to
make a binary choice of either taking down everywhere or leaving in place for all. Instead, a more
gradual approach is needed in which information is made selectively available or taken down,
depending on the local jurisdictional rules. This means, at least potentially, that for every piece of
content, online platforms must manage and follow rules for every jurisdiction.

Technically this is complex, but it’s the human element that makes this situation close to untenable.
Hundreds of thousands of humans currently work for platforms around the world, assessing the
validity of take-down requests, as social media scholar Sarah T. Roberts has impressively
chronicled.30 In 2009, when it had 120 million monthly active users, Facebook reportedly employed
only twelve people to moderate the content those users flagged.31 Fast forward a decade and the
company employed more than 15,000 workers to view and eliminate violent, sexually explicit, and
offensive content. Facebook describes it as “the most comprehensive effort to remove hate speech of
any major consumer technology company,” but it may still not be enough. According to news reports,
for example, the 15,000 people cover more than 70 languages—yet Facebook offers services in more
than 110 languages.32 On average, 350 million photos are uploaded to Facebook per day, in addition
to all other content that’s posted 24/7 by nearly 3 billion Facebook users.33

Assessing take-down requests is costly, but cost is only one challenge; quality of assessment is
another. Assessors need to be sufficiently trained in the rules of various jurisdictions, including
complex details, to evaluate whether a request should be granted. But how do online platforms ensure
that human assessors evaluate information correctly? What if one is more lenient than another? Does
the exercise of free speech on digital platforms depend on the chance of which assessor one gets? Or
even the mood a particular assessor is in? Who trains these assessors, and how often are they
retrained? What’s the quality of their judgments—and are they treating apples and apples alike?

Facebook has developed internal guidelines for the 15,000 human content moderators tasked with
applying legal guardrails across so many different contexts, languages, and geographies. While a
version of the guidelines was made public, many details remain confidential. We know from former
content moderators, though, that even with guidance it’s very hard to make case-by-case decisions. As
one describes it: “It’s really hard to make a policy that actually captures what you want it to. You
have to get into this really technical, specific, and often arbitrary detail. You spend a lot of time
talking about nipples.”34

In part, this is because—as we mentioned in chapter 2—context matters. Take what became
Canada’s news story of 2021, when the Tk’emlúps te Secwépemc First Nation reported that it
uncovered unmarked graves of 215 missing children buried at the site of the former Kamloops Indian
Residential School in British Columbia.35 Moved by this shocking discovery, an artist crafted a
wampum belt—a North American Indigenous art form often used in rituals or as a gift, in which shells
are woven together to record stories, messages, or events. The person posted a picture of the belt on
Facebook with the title “Kill the Indian / Save the Man.” In the post, the artist described how the
Kamloops discovery inspired the images on the belt, the meaning of the artwork, and the history and
educational purpose of wampum belts. The user also apologized to the survivors for any pain the art



might cause, noting that the “sole purpose is to bring awareness to this horrific story.”36 One day after
the artwork was posted, it attracted more than 4,000 views and 50 shares—and was taken down by
Facebook.

Here’s what happened behind the scenes: An algorithm flagged the post for a possible violation, a
human reviewer agreed and removed the content. Upon appeal by the artist, a second reviewer
confirmed the first finding. The Facebook Oversight Board then assessed the case and concluded that
the removal decision was an error. It violated Facebook’s own guardrails, which permits so-called
counter speech where the user’s intent is clearly indicated. While the phrase “Kill the Indian” read in
isolation could constitute hate speech, it was permitted under the policy in the context of this post.
After all, its sole purpose was to draw attention to and condemn the actions at the core of the
Kamloops discovery.

The challenge of applying guidelines to make subtle contextual decisions is complicated by both
the contexts and the guidelines changing frequently over time. Larger changes in guidelines are often
driven by local incidents, such as the 2016 US presidential election, the campaign of misinformation
that spurred ethnic violence in Myanmar against the Rohingya minority, or the Christchurch terrorist
attack.

The struggle of dealing with the inherent contextuality of information and an avalanche of removal
requests is, of course, not unique to Facebook. In May 2014, the European Court of Justice ruled that
individuals can ask Google to take down certain search results related to their name, and Google must
make case-by-case determinations.37 To comply with the ruling, Google had to build up a dedicated
infrastructure and hire a team of lawyers, engineers, and paralegals. Reportedly, Google assigns
every single such right-to-be-forgotten request to at least one staffer for manual review, without any
automation in the decision-making process.38 By the end of April 2023, Google had received more
than 1.4 million requests to de-list 5.5 million URLs, granting about 49 percent of them—and the
numbers are growing each day.39

And yet, all of this is only the beginning. Consider hate speech again: Despite all the nuances in
play, it is relatively easy to identify. One must mainly look for certain hateful words and phrases and
be careful about the context, to avoid constraining parody, sarcasm, accurate reports, and appropriate
debate about hate speech incidents. Things will get far more complicated should the focus of
assessment shift to false information.

Sharing Fake News
Attempts to protect the free flow of information generally do not include the intentional sharing of
misinformation. Indeed, formal guardrails tend to reflect the importance of accuracy. For instance, by
allowing proof of factual correctness as a defense in libel cases, society made clear that the opposite
—deliberately seeding misinformation—can and ought to have consequences. But how do we know
what information is true and what isn’t?

In the age before mass media, the reach of misinformed rumors was often constrained. Children
learn by playing telephone that word of mouth travels fast, but quickly becomes comically unreliable
and should not be trusted. Misinformation in mass media—newspapers, radio, television—has far
greater spatial and temporal scope to influence people in their decision-making. That’s why our



expectations for mass media are different than for information shared through word of mouth. Even
there, though, we have learned to differentiate and sense trustworthiness. We are fine reading about
flying saucers and aliens in the National Enquirer, for instance, mainly because of the entertainment
value and because most people know they ought not to base their decisions on what they read in the
Enquirer.

Social media has blurred most of the established social boundaries that helped us interpret
information and practically differentiate between accurate and erroneous news. Posts on these
platforms have global reach and remain accessible for a long time. They, at least seemingly, come
from a myriad of different sources, providing us with little clue as to what information to believe. So,
we look for possible proxies. For instance, when information is posted or forwarded by somebody
we know, we transfer some of the trust we have in that person to the information that’s shared.

In doing so, we may overestimate the likelihood of it being accurate. Because sharing and
forwarding information we receive is so simple and swift, we are enticed to do so without exercising
editorial control—especially when the information seems to confirm what we already believe to be
true. Social norms, too, play into our information-sharing behavior. If somebody shares information
we posted, we perceive it as a social gift, and are inclined to reciprocate. The situation is
exacerbated by online platforms’ algorithms selecting content for each user with the goal of
maximizing engagement and time spent on the platform. Unfortunately, this leads to amplification of
radical and extreme posts as they prompt more reaction and greater engagement by others.

Misinformation is so widespread and insidious—and our guardrails, designed for a different
world of local word-of-mouth and conventional mass media, so seemingly ineffective—that many
have called for a technical solution to the problem of “fake news”: to delete misinformation swiftly
wherever it surfaces. But for such an approach to work, reaction time is key. If misinformation is
erased weeks after it has spread, much of its damage may already have been done. So could social
media platforms be officially tasked by society with proactively seeking and interdicting
misinformation?

Information Filters
At least in principle, the idea is straightforward. As we explained, digital platforms have in place
structures and processes of content moderation. Evaluators on platforms already make complex
judgments about what should and shouldn’t be taken down—and in what jurisdiction. This existing
content moderation infrastructure could conceivably be reused to filter misinformation.

In some ways, misinformation may seem easier to evaluate than hate speech. Drinking detergents
either is safe and kills the virus or it isn’t and doesn’t. Less flexibility for interpretation could mean
faster, cheaper evaluations. Filtering misinformation may arguably also be more important,
warranting a redirection of moderation resources. Hate speech may wound the mind of its victims, but
swallowing bleach kills.

Proactive content filtering run by digital platforms would represent two key shifts in our approach
to misinformation. First, the process would resemble the systems for hate speech moderation in being
entirely in corporate hands—set up and controlled by the platform operators—rather than a societal
process. Second, to minimize the negative impact of misinformation the moment of intervention would



be pushed forward, closer to when the content in question is posted. To achieve this feat at scale,
digital platform operators are already developing and deploying a range of technologies to automatize
the process as much as possible, while keeping overall costs in check. The idea is that over time,
more and more filtering decisions can and will be made by AI and algorithms rather than through
human evaluation.

The result is going to be a public sphere that’s run and managed by private actors. Largely social
institutions of information regulation, including courts, would be replaced by a socio-technical setup
in which the technological part is dominant and social elements are in retreat. It is guardrails through
technology—or, as Lessig might say, law through code. If everything works according to plan, people
may still disagree with each other but misinformation will be filtered out quickly before it spreads
widely. Public discourse will be constantly and largely invisibly cleansed of fake news.

To many, this may seem a genuine advance—a “good thing.” Aren’t technologies devised
precisely to spare humans repetitive and tedious work? Isn’t automatic filtering of misinformation,
like dishwashers and TV dinners, saving us precious time so that we can focus on what truly matters
to us? Large players are actively developing the necessary capabilities. Meta for instance, has
invested heavily in AI technology to review millions of pieces of posts across the world every day
for harmful content such as hate speech, bullying, harassment, violence, and incitement—“all of
which require understanding of language, nuance and cultural norms.”40 Technology like this has clear
potential to be applied to misinformation, too.

However, detractors argue that we may be headed in the wrong direction.

Technology Critique
Critics of the use of technology to filter misinformation offer three main arguments. They are
concerned about the shift from public to private enforcement, the swiftness of filtering, and the idea
that assessing the factual validity of information is simple enough to be automated. Let’s look at each
of these critiques in greater detail.

First, the agent of enforcement. Having a private actor make decisions about what information can
and cannot flow seems a quite dramatic deviation from the established regime governing free speech.
Are we privatizing a core task of society? It’s not that simple. Commercial online platforms are
private entities; they have always had the right to choose what information to transmit and what to
filter out, much as they choose what information to amplify by inclusion in users’ timelines. In this
sense, they are not different from a shopping mall where speech can also be regulated by its owner
(although there are limits, albeit not clearly defined).41 The situation is, however, a bit different for
dominant online platforms. If they interdict the flow of certain kinds of information, it does have
consequences for public debate. And if this happens without sufficient quality control, driven by the
desire to make a profit, it may present even more reason for concern.

The second critique focuses on the swiftness of proactive filtering. Even societies with guardrails
to stop the spread of false information, such as libel laws, tend to be extremely wary of content
control before publication—what we call censorship. While ex post guardrails create incentives for
civilized discussion, ex ante content control stops information exchange in its tracks. One
impoverishes public debate; the other enhances it. Of course, direct and unfettered censorship would



take place only if all posts were scrutinized before being shown to others. But even comprehensive
and swift filtering after a post has been made could still be perceived by the public to be similar to
censorship, as it eliminates information before it can reach the broad audience it was intended for.
That would indeed give us cause to be worried, because censorship is the bluntest of governance
measures regulating information flows.

The issue comes down to whether or not information is being meaningfully shared before it is
assessed. If filtering takes place after information has reached many but perhaps not all of its intended
recipients, it may be closer to ex post controls. If filtering is so quick and comprehensive that it stops
information before it can reach most or perhaps even any others, it would be more akin to censorship.
Paradoxically, therefore, the more effective the socio-technical system proves to be, the more
worrying we might find it.

The third line of criticism harks back to the challenge of interpreting information. Algorithmically
identifying hate speech turns out to be hard.42 Leaked internal documents—known as the Facebook
Papers—show for instance Facebook’s difficulties when dealing with Arabic languages: The
algorithms used to filter out terrorist content wrongly flagged posts an estimated 77 percent of the
time due to a lack of contextual understanding.43 While superficially one may think that linguistic
nuances matter less in evaluating factual information than hate speech, interpretation and opinion as
well as context are, as we have suggested, subtly woven into facts.

Much of the information we share every day is an interpretation of the data we possess based on
our perspectives and views. For example, in the early weeks of the pandemic some US public health
authorities advised against the widespread use of masks. Was this a fact or an opinion? Of course,
factually, masks constrain the spread of aerosols contaminated with viruses and thus reduce
infections. But at that time, the main pathway for infections was still unclear—was it shaking hands or
sneezing at each other? And there was a dearth of masks and healthcare workers needed them more
than the public. So was it right to suggest that the costs of widespread mask use would exceed their
benefits because healthcare workers would no longer have sufficient supplies? The need for
interpretation that may change over time makes it substantially more difficult for machines to
algorithmically separate accurate facts from potentially dangerous misinformation.

These three arguments show that proactive filtering by technology is no simple solution. Perhaps a
limited scope of filtering could be made palatable, leading to guardrails that eliminate some
misinformation without causing too much collateral damage. This would require fine-tuning various
levers of the machinery of content control, from picking the right moment of filtering to ensuring
transparency of underlying rules to combining machines with humans, albeit at significant cost. The
prospect of even just a partial success might be enticing enough for societies to bet on filtering, even
if at best it will tackle only a portion of the problem.

However, proactive and algorithm-supported filtering by online platforms may lead to an even
bigger problem at the nexus between flows of information (accurate or not), societal opinion forming,
and individual decision-making.

Social Myth-Busting
The socio-technical elimination of misinformation implies a very deterministic process, in which



clear rules are applied to decide whether or not information is permitted to flow. The very term
“filtering” suggests a mechanistic task of sorting information into well-defined categories. However,
many of the boundaries involved are fluid: How do we interpret information when we lack sufficient
context? What is fact and what opinion, what is true and what is false?

There are no easy answers to these questions. There simply is no universal canon of how to
interpret and identify misinformation that we can code into algorithms. Societies have traditionally
addressed this challenge through social processes: We determine what we perceive as factual and
trustworthy and what is not through debate—a social give and take. Debating and thinking about the
validity and value of information has numerous benefits for us individually and for society.

First, it lets us change our assessment. As we exercise our cognitive muscles, we develop
templates about certain types of information, depending on its content, its source, and other qualities.
These templates help us to select efficiently what information to rely on, and we can share them with
each other, leading to cultural learning. The templates may be durable, so we can reuse them with
ease, but they are not immutable: Information that seemed true to us yesterday we may question
tomorrow.

Changing our mind includes being open to revising our views of what is fact.44 The sciences teem
with examples of how we had to revise seemingly well-established facts—that time is not absolute,
but relative; that germs rather than miasma lead to illnesses; that average temperatures on Earth are
not stable, but rising. We witness the same in the social sciences and the humanities. Sometimes it
takes decades if not centuries for a change to take hold, at other times it happens quickly. But it does
happen. These course corrections are crucial moments of cultural learning that advance us
individually and as a species.

The correctness of information also depends on cognition and context—on how precise, for
example, we want to be. For instance, would we accept as true and accurate that the world is a globe,
even though it is more precisely an ellipsoid, wider at the equator and flatter at the poles? Different
people have different views of what information to trust and use. Superficially, this may look like a
flaw. How can information be true for some, but false for others? Isn’t factual truth universal?
Perhaps in mathematics, but elsewhere we may accept something as true in one context that we
wouldn’t in another. The determination of what is true is a cognitive and social process linked to
context.

Evaluating information, individually and socially, also helps us adjust our assessment when
external circumstances change. Take average temperatures: They were relatively stable for centuries.
But as more greenhouse gases entered the atmosphere, average temperatures jumped upward. The
world changed; we must adapt our view of which facts are still current and which are outdated.

Questioning our assessments of information isn’t costless. It takes time and effort. Sometimes, we
must bust myths repeatedly. We are pushed to come up with better facts and more persuasive
arguments. It’s not like the trials of Sisyphus, but at times it might feel like it. We do it because the
world we live in is constantly evolving—and so is our knowledge of it. If everything that was true
yesterday would be true tomorrow, frequently reevaluating information would be a shocking
cognitive and cultural luxury. But the more changes happen, the greater the benefits we derive from
our ability to adjust our assessment of what information is worth basing our decision on. Taken



together, this affords resilience as it provides us with the ability to adjust.
Checking facts and debunking myths also produces a macro benefit: It strengthens our social

fabric. Superficially, one may think that questioning information could sow the seeds of mistrust in
each other. But cooperating with others to assess information—gaining from their insights and using
their guidance to avoid mistakes—is far superior to having to struggle through alone. As our social
ties help us survive, we are grateful to our peers. It is why cooperation made us advance as a species.

Cooperating to “bust myths”—to debate as we assess what information to rely on—obviously
works best in societies that encourage robust and open debate. Perhaps one reason why liberal
democracies emerged and flourished is that the common assessment of information tends to produce
more reliable results, providing members of society with a democratic dividend that bolsters
individual decision-making.

The cognitive and cultural process of evaluating information, then, keeps our judgments of what’s
true adjusted to what we know and need; makes our societies more resilient; and helped the evolution
of liberal democracies. Contrast this deeply human and social mechanism with automated information
filtering. Such a system would likely be uniform, leading to an informational monoculture. It would be
stuck in time and context, unable to adapt and evolve. It would rob our society of resilience,
weakening social ties and diminishing the benefits of social cooperation. And it would undermine
liberal democracy. These are heavy prices to pay for gains in speed, cost, and efficiency.

To address some of these concerns, we could, of course, imagine automated filters being adjusted
regularly by humans. But who would select what should be filtered? Would a group of elite censors
be tasked with that role? Would that not also undermine social cooperation, limit cognitive diversity,
and thus reduce resilience and adaptability? In theory, societies could institute broad, open, and
continuous debates about what to filter—but what would then be the advantage of technology? Such a
social and cultural process is precisely what we already have in place today.

Examining which facts we can rely on is a function so crucial to an open society and so critical to
it deciding well that we may not want to delegate it to technology and commercial platforms. So,
notwithstanding the possible efficiency of technical filtering of misinformation, we may conclude that
a rather more social process of evaluating information, however onerous and costly at first, may be
beneficial in the long run, even if we have to engage in such evaluations again and again; in fact, that
may strengthen our ability to assess facts—much like a muscle is trained through frequent use.

No Silver Bullet
In this chapter we have seen how certain guardrails at multiple levels—from constitutional guarantees
of free speech to libel laws and hate speech prohibitions, from religious edicts to social norms
proscribing deliberate misinformation—help ensure that accurate and useful information can flow
freely while lies are discouraged. This matters because misinformation clouds our decision-making.

But as our societies are battered by misinformation on social media, our existing guardrails no
longer seem sufficient. An increasing number of policymakers and citizens want platforms to filter
“fake news” and suggest that it could be done effectively with technical measures building on
infrastructure deployed by commercial platforms to battle hate speech and related informational ills.
Critics are less certain that this would work on a technological level.



But the real issue about algorithmic filtering by online platforms is more fundamental. Pushing for
a seemingly effective technical fix to a social problem may be valuable at first but risks unintended
consequences by changing our society’s continuing ability to assess the truthfulness of information.
Letting technology do the work may diminish that ability, leading us to shed resilience and the
capacity to adapt. Technology may at first look like the “silver bullet” mechanism we need to counter
misinformation, but it isn’t necessarily so. And, as we’ll see in the next chapter, it’s not the only
proposed technical fix for guardrails in the decision context that turns out to be questionable.
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BIAS

It was supposed to be the high point of an amazing sports career. In August 2016, twenty-four-year-
old US athlete Abbey D’Agostino was at the Olympics in Rio de Janeiro to compete in the 5,000-
meter race. The most successful track athlete from an Ivy League university, D’Agostino had trained
hard for this; it was her chance to show what she was capable of.

In the qualifying round, with four laps to go, D’Agostino was running just behind New Zealander
Nikki Hamblin. It was a splendid day, sunny and warm. Suddenly the contender just in front of
Hamblin slowed. Hamblin tripped and fell, bringing down D’Agostino as well. Within a moment,
D’Agostino jumped back on her feet. She might still have had time to make a dash to catch up with the
pack in front. But instead D’Agostino reached out to Hamblin, still on the ground, and aided her back
to her feet. It was a powerful gesture. By deciding to help her competitor, who she had never met
before, D’Agostino was giving up her chance of reaching the final.

Hamblin and D’Agostino began to run again. Within a few meters, D’Agostino buckled, her
injuries too painful to sustain the pace. This time Hamblin stopped and helped D’Agostino. She, too,
chose to do what ran against her competitive spirit. Together they limped on, finishing far behind the
rest, but supporting each other.

Hamblin and D’Agostino each made a decision in that moment—to give up their Olympic dream
and help a fellow contender. It wasn’t something for which they had practiced or prepared
themselves. They did not have a mental blueprint ready on what to do if tripping and falling over
another athlete. As they got up, they did not know whether they were injured and how badly. Their
adrenaline must have been pumping. Everything in them—instincts, training, experience—must have
told them to charge forward, to try to make up lost ground. And yet, they chose differently.

How do humans make decisions? Was the decision D’Agostino and Hamblin made the right one?
How can we judge? What circumstances make it more likely for humans to pick the best choices? Do
we need guardrails to help individuals not only to gather information to improve their decisions, but
also to decide well? And if so, what are such appropriate guardrails?

In this chapter, we focus on the act of deciding. We look at its elements and the process that
combines them and highlight human shortcomings. We show how humanity has evolved a rich toolkit
of decision guardrails, yet we continue to make mistakes. Given recent advances in AI, some have
suggested a technical fix—by replacing human-made decisions with algorithmic ones. We look at the
likely consequences of such a fundamental shift, expose a vulnerability it could lead to, and point at a
possible alternative.

But first, we need to take a closer look at what it means when we decide.

The Right Choice



What marks a “good” decision? And what differentiates it from a bad one? It is tempting to think that
decision-making is about turning relevant information (input) into deliberate action (output). As we
have seen, information is the basis for our conclusions and good information can improve our
choices. If input into our decisions were the only thing that mattered, guardrails for the decision
context could be narrowed to the informational issues we analyzed in the previous chapter.

But the process of translating information into decisions isn’t mechanistic. The same input doesn’t
always trigger the same action. Sometimes, two people facing identical challenges with the same
information arrive at very different solutions. There must be more to decision-making than squeezing
informational input into a mental formula that solves to an optimal choice.

Looking at outcomes rather than input, one could say that a good decision is one that furthers our
aims given the circumstances that we are in. That draws attention to two ingredients of good
decisions—alignment with our goals and appropriateness in the situation—that take us away from a
mechanistic, input-oriented conception of decision-making. The same input can lead to different
decisions when people have different goals and values—or when people pursue the same goals but
find themselves in a different situation. Much hinges on the internal process of deciding, and this is
non-deterministic. It can produce results that are surprising—not only to the outside world, but also,
as Abbey D’Agostino discovered, to ourselves.

Researchers have found that the internal process of deciding involves two components: generating
multiple options and picking one to turn into action.1 It’s as if we first open a funnel to obtain a
variety of possible choices, then narrow it again as we zero in on the option we select. Both
components are important. Without collecting alternatives, we would not know what is possible and
artificially reduce our option space. And without the process of comparing and evaluating the choices
we have identified, we would not be able to arrive at a decision and translate our intentions into
actions.

Our mind has some awesome mental tools at its disposal to facilitate this process. If decisions
need to be made extremely fast, we have a quick-reaction system that zooms in on a small set of
default choices. It’s a remnant of our ancestors surviving in the savanna. For instance, when we are
surprised by a strange and threatening sound, we duck or run. Nobel laureate psychologist Daniel
Kahneman refers to it as system 1.2 However, for most of the important and consequential decisions
we face in our modern lives, we have time to ponder. Our choices are less instinctive and our
choosing more deliberate. Kahneman calls it system 2.

As we carefully contemplate our alternatives and choose from them, we think in mental models—
representations of reality. Mental models help us focus on the features of reality that matter most in a
particular situation. A mental model is a bit like a magnifying glass that narrows our field of sight but
enlarges details in front of us. Within the mental model, we generate suitable alternatives to choose
from. We reduce a vast option space to choices that are more likely to be appropriate and
implementable. It’s a beautiful mechanism to help us see multiple paths without getting lost following
dead ends.3

If this description seems to suggest a cleanly linear two-stage process of generating choices from
which we then select, don’t be fooled. The actual process is often far messier and iterative. We may
generate a few choices, only to realize once we evaluate them that they are unsatisfactory, and so we



generate additional options. The cognitive engine of decision-making helps us turn our aspirations
into reality, to the extent circumstances permit—but understanding it involves art as well as science.

Cognitive Deformations
Implicit in this understanding of decision-making as a deliberate cognitive process of conjuring and
selecting choices is that some options are better than others. Good decision-making is about picking
these favorable options. Unfortunately, humans are often poor at choosing well. Psychologists and
behavioral economists have shown that we suffer from a plethora of cognitive biases as we evaluate
reality and ponder our choices.4

For instance, recency bias causes us to highlight what we experienced lately and disregard what
happened earlier but may still be relevant. Confirmation bias amplifies everything that confirms our
views—for example, if we believe we only ever encounter red lights while driving, we will notice
every time we are stopped by a red light but fail to notice when we sail past a green one. Loss
aversion bias inclines us to avoid risking the loss of something we have, while taking more risks to
regain something that’s already gone; it’s a particular trap for gamblers and simpleton investors, who
often double down rather than cut their losses. And there are many more of these cognitive
deformations.

These biases aren’t cognitive accidents, the result of some bad wiring in our brains. All of them
evolved because they provided advantages in certain situations in the past. Much like the human
instinct of “fight or flight” when facing danger, some biases are less useful today; other biases
continue to offer value. Take recency bias: When circumstances change, it helps to depreciate
memories of experiences when things were different. Or consider confirmation bias: By reassuring us
that our views are correct, even if they aren’t, it fans our confidence that we can navigate our complex
world. We may not actually do as well as we expect, but having the confidence to try may work out
better than becoming too insecure to have a go. Despite the value some biases offer, however, taken
together they put us at risk of making inferior choices. That in turn reduces the effectiveness of our
actions.

The discovery of these biases over the last decades shattered the idealistic view from the Age of
Enlightenment of perfectly rational human beings. Psychological studies have poured cold water on
the hope that the human mind could rise above instincts and ill-founded beliefs. Research has shown
that even if we are aware of our biases, we cannot easily switch them off. Of course, we can be
cognizant of them and careful in our decision-making, but we can’t simply train our biases away.
They are a structural feature in human decision-making. And because our cognitive biases evolved for
a simpler world, the more complex our world gets, the larger a problem they become. As we have to
digest and make sense of more pieces of conflicting information, our biases become more distorting.

We may not benefit from our biases, but others do. The more researchers discover about our
cognitive deformations, the more vulnerable we become to others employing them strategically to
influence our decisions. Advertising exploits our biases to make us want things we do not need.
Salespeople use our biases to make us pay more than we should. Bookshops are full of guides to
shaping the decisions of others—and use biases themselves to make us purchase them. We are often
oblivious to others exploiting our biases, and we are even easier prey when an opaque algorithm



does it. Machines can get us to fall for scams, or become addicted: research, for instance, has shown
that the recommendation algorithms of social video sharing platform TikTok are designed
deliberately to induce users to choose to watch far more of its short videos than they had planned.5

This is the human predicament. So much depends on good decisions, yet we are victims of
cognitive deformations that impinge on our ability to choose well. Long before cognitive biases were
formally researched, however, humans realized that they often made faulty decisions and thought
about societal guardrails that could improve the decision-making process. Today, if we look closely,
we see these guardrails everywhere.

Decisional Guardrails
Individuals do not have to start from scratch when honing their decision skills. We can draw on
insights beyond our own personal experiences. This became far easier when we developed language
that let us express ourselves comprehensively, rather than having to rely on limited signals indicating
the presence of danger or food. Such learning can take place informally, when we tell others about
our experiences and the consequences of our decisions. That way “good” decisions are replicated
and spread while “bad” decisions are eliminated and avoided.

The ancient idea of apprenticeship is learning over time by watching others, then doing it
ourselves. That way artisans and other experts have been able to convey not just knowledge and
information—such as how to smelt ore into iron, or navigate with the stars—but also decision
guardrails, such as whether or not to pursue a deer in a particular situation. By helping others to see
which choices to pursue and which to avoid, we reduce the complexity of decision-making for them.

Formal schooling can similarly be seen as more than an institution to convey knowledge. It
exposes the next generation to sets of choices that have been shown to produce favorable outcomes.
This not only guides our children to select options that will lead to what we believe are better lives,
it speeds up the decision process and makes it more efficient, too.

Beyond formal schooling and apprenticeships, many professional workshops, retreats, and
seminars aim to develop and spread a culture of good decision-making. Management tomes suggest
the most appropriate choices in situations such as motivating a sales team or running a factory—we
call them “best practices” or “standard operating procedures” and give them memorable acronyms—
while self-help books guide us on ways to break up a relationship. They may appear very different in
form and content, but they have in common that they encapsulate decision choices in ways we can use.
Similarly, nudging aims to repurpose our cognitive biases to coax us toward what society feels is the
right choice.

All these guardrails are not so much about the choices themselves but how to choose; their aim is
to facilitate the process of deciding. They may exist as rules in organizations, such as constraining
how an employee at McDonald’s can respond to a customer complaint, or placing limits on when
members of an organization can enter into a romantic relationship, especially across hierarchies.
Sometimes these rules are literally lifesaving, as when airlines clarified how pilots should respond
when an automated collision warning contradicts human air traffic control.

Organizational guardrails have drastically improved the quality of human decisions in many
domains, from engineering to social science research. In the medical field, doctor and writer Atul



Gawande chronicles the development of simple yet extremely effective guidelines for emergency
situations in his book The Checklist Manifesto.6 One such checklist initiative in Michigan led to a 66
percent drop in infection rates among patients in ICUs, an amazing success that saved lives and
money.7

Decisional guardrails also exist as broader social norms, clearly indicating to everyone what one
ought not to do. In the cult TV series Big Bang Theory, Sheldon Cooper’s behavior is so awkward
because he fails to follow social norms, making decisions that annoy his friends or put him in hot
water. Religions often suggest or even order us to choose a particular way in certain situations.
Devout Christians must follow the Ten Commandments. Orthodox Jews have little choice about
working on Sabbath, pious Hindus aren’t permitted to eat beef, while virtuous Muslims ought not to
charge interest.

Laws are essentially formalized social norms linked to special institutions and enforcement
procedures. In many ways, laws reduce the variety of decisions individuals can make. As we
mentioned in chapter 1, at times laws force us to disclose something to others; they may prohibit us
from adding certain clauses to contracts, or contracting at all. Laws may be in place for a wide
variety of reasons, but often they work by constraining human decision-making in ways that aim to
help the less powerful, limit potential conflict, or maintain order in society.

Humans can still choose to disregard laws—or schooling, religions, checklists, or nudges—
although the consequences of such a choice may limit their ability to reach their goals. To prevent
people from making decisional errors despite the existence of guardrails, sometimes constraints are
embedded into the physical world so we no longer have a choice—the decision is made for us.
Initially, these constraints may be perceived as a loss of human volition. When Airbus presented the
first A320 aircraft, it featured sophisticated computers that limited the maneuvers pilots could fly.
Pundits suggested that pilots would hate such nannying of their decisions. But in many cases, we have
come to accept decision constraints being designed into potentially dangerous equipment: Just think
how the safety features in machinery on factory floors have saved countless lives. They can come
with side effects, though. If the airplane automatically lands most of the time, pilots no longer practice
their skills and when they must land by themselves are more prone to mistakes.

Perhaps the most extreme example of an external constraint on human decision-making is the
Soviet-era “Perimetr” system, which remains in place today. The system can autonomously launch
nuclear missiles if it judges that a nuclear attack is under way and formal human command has been
incapacitated. It might be shocking to think of the survival of humanity being delegated to a machine,
but the intentions of its creators were comparatively rational and benign. Soviet war planners were
worried about trigger-happy military commanders and political hotheads ordering a premature
nuclear assault. It was thought that if politicians and generals knew that Perimetr could launch a
revenge attack even after human decision-makers had been killed, they would be less likely to order a
counterstrike when an incoming attack was suspected but not confirmed. Perimetr would nudge them
to act more rationally. It was an astonishing acknowledgment that human decision-makers were
perceived to be the weakest link.

We may applaud such attempts to prevent humans from choosing doomsday. But Perimetr also
signifies a deeply problematic tendency: Benign decision guidance winnows human decision options.



Projecting the Past
We have increasingly moved to curb human volition, by embedding rules in the objects we interact
with so they cannot be disobeyed. It may save humans from making stupid decisions, but limiting
human volition has a fundamental weakness: It ossifies the decision space. As more and more
decisions are constrained, we lose the ability to react to change.

Our decision guardrails are based on what we know about previous decisions. This works for
similar situations, or if the past was more knowledgeable than the present: Reviving Greek and
Roman traditions lifted Europe out of the intellectual slump that characterized much of the millennium
we call the Middle Ages. But if circumstances change or if we adjust our goals, existing decisional
guardrails will push us to adopt outdated choices. To work again, they need to be updated.

Not all rules have proper update procedures in place, and even where such mechanisms exist
there’s a time lag before rules are properly overhauled. During that time lag we may end up thinking
we decided well when we did not, because we acted in accordance with an outdated decisional
guardrail. Adapting laws, for example, involves a time-consuming formal process even if all
stakeholders agree—and if consensus needs to be built, it takes far longer. During this period,
outdated legal rules remain in force and shape a society’s trajectory, as if the past continues its lock
on the future.

Social norms can be altered without formal processes. But that does not make them necessarily
easier to adapt to changed situations. In fact, social norms turn out to be incredibly persistent. Even in
modern Western nations with a strong belief in the rule of law, ancient communal and local norms
persist in shaping behavior, sometimes contrary to legal rules.

Embedding norms and rules in machines is making it even harder to prevent the past being
projected into a changing future. But one new technology promises to help us make decisions while
remaining inherently adaptive and flexible. Ossification would no longer be a concern because
decisional guardrails evolve automatically. This is the lure of what the popular media refers to as AI,
but experts prefer to call “machine learning.”

The Soul of the Machine
Machine-based decision-making is an interesting vision for the future: Humanity, crippled by its own
cognitive deformations, tries to improve its lot by opting to outsource its decisions to adaptive
machines—a kind of mental prosthetic.

For most of the twentieth century, AI was based on representing explicit sets of rules in software
and having the computer “reason” based on these rules—the machine’s “intelligence” involved
applying the rules to a particular situation. Because the rules were explicit, the machine could also
“explain” its reasoning by listing the rules that prompted its decision.8 Even if AI had the ring of
going beyond the obvious in reasoning and decision-making, traditional AI depended on our ability to
make explicit all relevant rules and to translate them into some machine-digestible representation. It
was transparent and explainable, but it was also static—in this way, it did not differ fundamentally
from other forms of decisional guardrails such as standard operating procedures (SOPs) or
checklists. The progress of this kind of AI stalled because in many everyday areas of human activity



and decision-making, it is exceptionally hard to make rules explicit.
In recent decades, however, AI has been used as a label for something quite different.9 The new

kind of AI analyzes training data in sophisticated ways to uncover patterns that represent knowledge
implicit in the data. The AI does not turn this hidden knowledge into explicit and comprehensible
rules, but instead represents it as a huge and complex set of abstract links and dependencies within a
network of nodes, a bit like neurons in a brain. It then “decides” how to respond to new data by
applying the patterns from the training data. For example, the training data may consist of medical
images of suspected tumors, and information about whether or not they in fact proved to be cancerous.
When shown a new image, the AI estimates how likely it is to be cancer. Because the system is
learning from training data, the process is referred to as “machine learning.”

Such data-driven AI offers two important advantages over conventional AI. First, humans no
longer have to make rules explicit to feed into the system. Instead, rules emerge from the training data.
Alex Davies, author of the book Driven on machine learning and self-driving cars, puts it succinctly:
in this new paradigm “the computer gets lessons, not laws.”10 That means we can use such AI for the
kind of everyday knowledge that’s so difficult to capture with explicit rules. We may laugh at the
mistakes modern AI systems still make when trying to understand spoken language or identify cats in
images, but the progress that has been made on such tasks is staggering.

In 2016, Google’s AI subsidiary DeepMind had its AlphaGo system play Go against a human
champion. Go is a board game with simple rules but very complex gameplay. Because so many
options are possible for each move, evaluating every potential move and countermove quickly
exhausts even the most powerful supercomputers. That’s why experts had long assumed that Go
would remain human-dominated. But DeepMind had different ideas. Instead of a brute force
approach, they had AlphaGo play against itself hundreds of thousands of times. Every game generated
training data for AlphaGo to learn from. When it then played a five-game match against a human
champion, it won by four games to one.11

More important than its victory is how AlphaGo achieved this feat. It succeeded by playing
“exquisite,” “beautiful,” and “unconventional” moves, according to experts commenting on the games.
Apparently when sifting through its massive mountain of training data, AlphaGo deduced unknown
patterns that led to winning moves.

Human expertise is often built on a complex web of implicit knowledge that we acquire with
practice over time—what we call “experience” in our job resumes. That’s true of every profession
from architects and hairdressers to musicians, leadership coaches, sales staff, and law enforcement
personnel. Data-driven machine learning offers a tantalizing opportunity to capture this kind of
implicit knowledge and operationalize it for better decision-making. GPT and similar generative AI
models are an excellent case in point. By being trained on half a trillion words of training text,
including everything from books and manuals to Wikipedia, it ingested a wealth of knowledge about
the world without such knowledge being expressed in obvious rules. As an analogy, think of cooking:
Recipes may offer a step-by-step way to prepare a meal, but almost all of them leave out certain steps
that its authors deemed obvious, trivial, or perhaps too subtle to mention. But when one carefully
reads between the lines of many of them, the implicit knowledge can be accessed. That’s how
generative AI works as well, and why it is a step change from what came before it.



The second advantage—which is even bigger, in our context—is that because rules are derived
from training data, they don’t have to be fixed. Instead, they can be adapted as more (and newer)
training data is used. This should prevent the stiffening that lessens the effectiveness of many
decisional guardrails as times change. It enables looking at patterns not only from the past but also
from the present to deduce rules that can be applied to decisions in the future. It has, in other words, a
built-in mechanism of updating rules.

Such data-driven AI promises better decisions in a wide variety of fields, from medicine to
climate change, from agriculture to manufacturing. Advocates suggest that we should incentivize the
use of machine learning in an ever-increasing number of contexts, and even mandate it—much like
collision warning systems have become obligatory in commercial aviation.

While this might sound dramatic, the change may actually be more gradual. In many instances in
our daily lives, we already have machines making decisions for us, from the relatively simple—such
as an airbag deploying in a car crash—to the more sophisticated, such as Siri selecting music on our
smartphone. And we profit from it: Machines aren’t as easily derailed by human biases; they perform
consistently, irrespective of their emotional state. They also act efficiently—capable of doing so
within a split second and at relatively low cost.

However, critics of the use of machine learning in decision contexts point out that these significant
advantages seem to be balanced by similarly important drawbacks.

A Black Box?
Machines that have digested reams of training data remain black boxes to their users—that is, we
can’t look inside to see what “rules” they identified and how they apply them to new data. This, some
experts like Frank Pasquale argue, makes them profoundly different from more conventional machine
decision-making, in which humans remain in control of which explicit rules are coded into the
system.12 If we let systems make decisions but have no idea on what exact basis these decisions rest,
they say, we expose ourselves to machine fiat. Without sufficient evidence that machine learning
systems work as we want and expect, users cannot and should not entrust them to make their
decisions. The argument rings true. Who wants humanity to pass control to something that is
unknown?

A closer look, however, reveals a more complicated picture. In our everyday lives we all rely on
many kinds of machines we don’t understand. As drivers and passengers, for example, we may have a
faint idea of what the ABS systems in our cars are for, but most of us have no clue about their exact
inner workings. Of course, people who design and build these systems understand perfectly well how
they work. But is the reason we trust ABS brakes because we find it reassuring to think that some
other human understands them—or because experience tells us that we can rely on them?

In a recent study, Derek Bambauer and Michael Risch showed that many who are initially
uncomfortable about the lack of transparency in data-driven AI will change their minds when the
decision outcomes are generally positive.13 Their research is so illuminating because it highlights
what users seem to care about: improved outcomes rather than procedural translucency. The siren
song of transparency may sound appealing (and one of us fell for it14), but it turns out that people care
more about results than process, more about the destination rather than the journey.15



In this context, it’s important to note that critics of AI often commingle two issues that are actually
distinct: how transparent the decision process is and how well machines decide. As the successes of
machine learning make evident, lack of transparency is no hindrance to a machine’s decision-making
being of high quality. Conversely, not every theoretically transparent decision is necessarily a good
one. Imagine having to choose between taking advice from someone who always fully explains their
rationale but is frequently wrong, and someone who is inscrutable but usually right. Who would pick
transparency?

Fortunately, we don’t have to choose. Recently, methods have been developed to test the decision
quality of machine learning black boxes without requiring full transparency. For instance, one can
have the machine assess a carefully crafted edge case that we would want it to decide in a particular
way. If the machine decided incorrectly, something is off and needs to be adjusted.16

In addition to the lack of transparency, a further weakness of machine decision-making that is often
mentioned is that it may be biased, with its decisions discriminating against certain groups or
individuals.17 One critical reason for this is easy to pinpoint. Data-driven AI are trained with actual
data, including previous decisions. If the training data are themselves incomplete or biased, they will
lead the AI astray, as human biases are captured in decision data and when used for training an AI
become embedded in the knowledge representation the machine constructs.18 Or, to adapt a phrase
from computer science: bias in, bias out.

The cause of bias isn’t necessarily just bad training data. The problem can also be the result of an
inappropriate machine learning algorithm, or its misconfiguration, or a bad overall setup.19 Much can
and needs to be done to ensure all elements of data-driven AI systems—from training data and their
treatment to the choice of machine learning algorithms—are fit for the intended purpose and employed
properly.

By the same token, we also need to be careful what benchmark we are evaluating AI systems
against. If it is perfection, we’ll likely be disappointed, because of flaws in data and their use, but
also because not all biases can always be fully eliminated. Even sophisticated measures to eliminate
one kind of bias can solidify another bias, not just because these measures are insufficient, but
because social realities are messy. If, on the other hand, our benchmarks are decisions made by
humans, AI systems may not perform worse than human decision-makers.

That does not, however, give machine decision-making the “all clear.” Here, too, looms a further
and more devastating structural weakness.

The Right Stuff
As we have seen, the central idea of decisional guardrails is that past experiences can be employed to
decide well in the present. That works when the world doesn’t change—not the circumstances in
which we must decide, nor the goals we want to attain through our decisions. Hard-coded rules are a
poor fit for times of change; in theory, this is where data-driven AI should be able to shine. If a
situation changes, we should be able to add more training data that reflect the new situation.
However, there is a flaw in this line of reasoning.

Autonomous driving company Waymo illustrates the argument—and the flaw. For years, Waymo
has had hundreds of cars roam the roads in the United States, collecting enormous heaps of data on



roads, signage, conditions, weather, and the behavior of drivers. The data were used to train
Waymo’s AI system, which then could drive autonomously. These cars were the guinea pigs for the
Waymo system. Mistakes observed (including by their own drivers) in turn help the Waymo system to
learn to avoid them. To identify the best driving behavior for any given circumstance, such a system
needs not only data about a wide variety of situations, but also data about the outcomes of many
different decisions made by drivers in each situation. Learning is richest when there is sufficient
variability in the training data, so the system can deduce what works best in what conditions. To get
diverse training data, Waymo needs to capture drivers making a variety of choices.

Because Waymo never stopped collecting training data, even small changes in circumstances—
such as in driving laws and resulting driving behavior—were reflected in the data collected and
eventually embedded in the Waymo system. It was a machine that not only learned once, but never
stopped learning.

However, let’s imagine a world in which we increasingly rely on machines when making
decisions. The more machines shape our choices, the more these decisions will become the only
source of training data for ongoing machine learning. The problem is that data-driven machine
learning does not experiment; it acts based on the best practice it has deduced from data about
previous decisions. If machines begin to learn more from choices we made based on their
recommendations, they will amplify their own, conservative solutions.

Over time, this will narrow and drown out behavioral diversity in the training data. There will not
be enough experimentation represented in it to enable the machines to adjust to new situations. This
means data-driven machine learning will lose its single most important advantage over explicit rule-
based systems. We will end up with a decisional monoculture that’s unable to evolve; we are back to
fixed decisional rules.

The flaw is even bigger and more consequential than not being able to adjust to changed
circumstances. Even if reality doesn’t change, we may miss opportunities to improve our decision-
making in the future. Many innovations that end up becoming successful are less useful than existing
choices in their initial form. But any new decision options emerging from the training data will likely
only be adopted if they yield better results than existing choices straight away. This closes off any
opportunity to experiment with promising new ideas.

For instance, the first steam engines used far more energy than they could translate into motion and
power.20 If a machine had compared them to the existing solution of using horses for power, it would
have discarded the idea of steam power right away. The only reason the steam engine succeeded is
because stubborn humans thought that they could improve the invention in the long run and stuck with
it. These tinkerers had no data to support their confidence. They just imagined—and kept tinkering.

Of course, most such would-be innovators fail over time. The path of progress is paved with
epitaphs to dogged tinkerers following crazy ideas. Occasionally, though, small changes accumulate
and lead to a breakthrough—a far more optimal decision option. Modern societies have permitted
tinkering to persist, though it is almost always unproductive, even destructive, in the short term—
because of the slight chance of a big payoff sometime in the future.

Data-driven machine learning, if widely utilized, would discard initially suboptimal inventions.
But in doing so, it would forego the possibility of long-term breakthroughs. Machines can learn only



from what already exists. Humans can imagine what does not yet exist but could. Where humans
invented steam power, data-driven machine learning would instead have found more and more
efficient ways to use horse power.

Human dreaming can go far beyond technical novelties. Our ancestors once dreamed of a world in
which slavery is abolished; women can vote; and people can choose for themselves whom to marry
and whether to have children. They imagined a world in which smallpox is extinct and we vaccinate
against polio. And they worked to make these dreams happen. If they had looked only at data from
their past and present, none of these dreams would have been realized.

Decisional guidelines, from SOPs to nudges, emphasize constancy. Traditional education, too,
often aims to perpetuate—suggesting there is a right answer for decisions much like for math
problems. But decisional guidelines are just that—suggestions that can be disobeyed if one is willing
to take the risk (and shoulder the responsibility). For eons, some members of the younger generation
have been willing to take the risk. Young people have frequently revolted against their parents and
teachers, pushed back against the old, the conventional and predictable, and embraced instead not just
the original and novel, but the still only imagined. Humans continue to dream—of a world, for
example, that will warm by less than two degrees, or in which people have enough to eat without
depleting the planet.

In contrast to humans, machine decision-making is optimized toward consistency across time. Even
if data-driven machine learning has access to the very latest data, it will still limit our option space. It
will always choose a more efficient way to travel along our current path, rather than try to forge a
new one. The more we use it to make decisions, the more it will take the variability of decisions out
of the data and shed its ability to progress. It will lead us into vulnerability, rigidity, and an inability
to adapt and evolve. In this sense, data-driven machine learning is an adulation of immutability, the
anathema of imagination.

With a machine making the decision, Abbey D’Agostino would have charged on rather than help
Nikki Hamblin get back on her feet. With a machine making the decision, Nikki Hamblin would have
taken D’Agostino’s hand to get up, but dashed off as D’Agostino fell again. All the machine’s training
data would have told it that this is the way to optimize for the desired result of doing as well as
possible in the race. D’Agostino and Hamblin chose differently, because we humans can.

No technological adjustment can remedy this easily. If we want to increase diversity in the data,
we will need variability in machine decisions. By definition, this means machines that make
suboptimal choices. But the entire argument for using more AI in our decision-making is premised on
AI’s ability to suggest better choices consistently across space and time. In many instances, it would
not be societally palatable to deliberately introduce variation into what options a machine picks,
thereby increasing the near-term risk of bad decisions in the hope of long-term benefits. And even if it
were, it would not necessarily produce the experimentation we hope for. Very often, the theoretical
decision space is immense. Randomly iterating through decision options to generate the diverse data
necessary would take a very long time—far too long in most instances to help in timely decision-
making. Even when iterations are non-random and can be done purely digitally, such as when
AlphaGo learned by playing against itself, it would require massive computing resources.

In contrast, when humans experiment, they rarely decide randomly; instead, they use mental models



to imagine outcomes. Done right, this can dramatically narrow the decision space. It’s that filtering
based on cognitive modeling that differentiates human experimentation in decision contexts from the
random walk that the machine, in the absence of a mental model, has to employ. And if machines were
to use a particular mental model, the resulting data would be constrained again by the limitations of
that model. A diverse set of humans experimenting using diverse mental models is simply very hard to
beat.

We began with an analysis of the shortcomings of human decision-making, which left us with what
looked like an opening for a technical solution—a hugely capable, ostensibly adaptive and learning
system of machine decision-making, or at the very least machine decision-assistance. A technical fix
for an acute challenge to established guardrails. A closer look, however, revealed that this seemingly
impressive technical solution may have unintended consequences, limiting the very agility and
adaptability its advocates so championed. If our goal is to enable and facilitate choices like Abbey
D’Agostino’s and Nikki Hamblin’s, perhaps we don’t need machines to tell us how to decide as we
have always done. Instead, we could need quite a different kind of decisional guardrails.

Decision Variability
The starting point for such guardrails is questioning the belief that decisions have a correct choice.
The axiom of correct choices holds only if there is complete knowledge and absolute stasis—if all is
known and nothing changes. Quite obviously, this is rarely the case. And yet, we fall for the lure of
the single solution all the time. Individuals and teams are asked to “solve the problem,” as if solutions
are available for all problems. Schools expose students to problems with predetermined solutions,
pretending that life is little else than a string of puzzles that can be cracked.

If we want decision variability, we first need to challenge this axiom and not institute societal
structures and processes that push us to converge on single solutions. Making better decisions
depends on being willing to keep trying new and diverse choices. A decision is considered optimal
only based on what we know. Through careful trial and error, we may discover an alternative
decision that’s better and adopt it. But we can only do so if decisions can vary.

We don’t need to mandate experimenting, but we should encourage and facilitate it. Humans
imagine all the time, they see things differently and arrive at different decisions. Humans instinctively
train from an early age to generate decision options—it’s a key benefit of the pretend play that
children engage in regularly from the age of just over a year.21 Adolescents and even adults continue
to hone such skills, for instance when we read a novel, watch a play or movie, or engage in a suitable
video game. And yet, experts in cognitive science suggest that we still aren’t fully utilizing our
imagining of decision options.22

Guardrails for decision variability ought to address such institutional limitations. For instance,
instead of mostly emphasizing the acquisition of knowledge in formal education, we could also aim to
train our skills to imagine better (or at least additional) decision options. More generally, we could
avoid talking about solving problems as if there is only one valid solution—and rather underline that
a variety of decision options exist, each with its own pros and cons.

Our society is often in awe of those daring enough to break away from traditions and forge their
own path, especially when they then turn out to be successful. We idolize entrepreneurs like Steve



Jobs and Elon Musk, who we believe have been breaking the mold. We applaud trailblazers like
Mary Jackson and the other female computers at NASA, portrayed in the movie Hidden Figures, who
deliberately chose non-traditional careers.23 President Kennedy even wrote his doctoral thesis
profiling politicians of courage who had made important decisions against the conventional wisdom,
knowing fully well that it would be unpopular, hard, and challenging.24

But for all that we cheer on those with alternative views, innumerous mechanisms in our society
privilege obvious choices. It’s what we are mostly taught in schools and what seems to get us a large
stable of friends. Those who pick the accepted route hardly ever have to defend their judgments. It’s
the new ideas, the unusual options that are put under a microscope and face intense societal scrutiny.

If we want to increase decisional variability, we may want to change some of these mechanisms of
decisional conformity. In situations where we otherwise might tend to mock rather than celebrate
alternative perspectives, we should recognize them as fertile ground for potentially improving our
decisions. SOPs and the like are fine if we understand that they are decision crutches, workable only
when context and goals are stable and decision efficiency is crucial—and if we give ourselves room
to doubt them, test them, disregard them at times, and be ready to put forward alternatives and
replacements.

Societal guardrails that enable decision variability are valuable for the same reason that markets
have been so successful as mechanisms of coordination. With markets we were able to advance
individually, one transaction at a time, without everyone having to march in the same direction. But
for this to happen, people had to have the freedom to choose as they saw fit—to make promises to
each other and to be held accountable for them.25 The rise of what became known as private or civil
law—formalizing the freedom to transact based on individual volition—was one of the main factors
that contributed to the steep acceleration of economic then societal progress in Europe that began
about three hundred years ago.

Of course, in practice this progress was muddled. Laws also perpetuated existing roles and
hierarchies. Power differentials led to agreements that were grossly unbalanced. Deeply embedded
social values held back possible change. Many of these deficiencies required other kinds of societal
guardrails to shape the decisions individuals can take. Yet giving individuals a legal mechanism to
turn their decisions into transactional agreements remains a foundation for decision variability, which
in turn leads to human experimentation—and better decision-making.

Volition Unbound
Human progress has always required a balancing act between constancy and change, between
decisional lock-in and actual choice. Finding this balance is a costly and tiring process, with frequent
dangerous tilts one way or the other. But humans are also amazingly robust in protecting our freedom
to dream and to transform those dreams into actions.

In this chapter we have seen that data-driven AI promises to replicate this flexibility, offering us a
type of guardrail that is effective yet agile—but a closer look reveals that AI’s elasticity depends on a
constant stream of data capturing diversity and change. The more we let AI decide for us, the more
homogenous these data will get. Over time data-driven AI may lose its agility precisely because it
trains on short-term decisional success.



This is the trap of technical solutionism, of believing that technology opens a shortcut to a
decisional nirvana, which we already encountered in the previous chapter. AI may seem like an
impressive answer, but only if our goal for decisional guardrails is limited to perpetuating the past. If
we want to make our decision-making more flexible and adaptable, we do not need a narrowing of
the choices people can take, but a broadening of it; guardrails would then be tasked with facilitating
decision variability. Rather than have technical guardrails advance an obvious solution, we see two
alternative approaches for guardrails—information diversity and decision variability—emerge. Is
this a pattern? Let’s see whether it holds, as we take a look at a third crucial governance challenge in
the decisional space.



5

DOUBT

For all the hype about autonomous vehicles, the general public remains deeply skeptical about them.
Only one in ten American drivers would be comfortable riding in a fully self-driving car, according
to an industry survey.1 Partly this reflects a phenomenon known as robophobia, which makes us less
willing to forgive errors made by automated systems than errors made by humans, even if the
automated systems make fewer errors overall.2 Societies tolerate a level of mistakes by human
drivers that lead to 1.25 million people dying in road crashes annually. Yet—as the CEO of Toyota
put it—we “show nearly zero tolerance for injuries or deaths caused by flaws in a machine.”3

But the survey also points to a specific kind of decision that worries people most about
autonomous vehicles: life-and-death situations in which swift decisions are required, but the
available information is insufficient. It’s a structural problem inherent to any decision-making. We
may not be able to access all relevant information, or information that would be relevant may not
even exist yet.

Digital technologies profoundly shape how decision-making under conditions of uncertainty plays
out across a variety of areas of life. As with the topics covered in the two previous chapters, the
challenge of deciding with incomplete information is not new, but thanks to recent technological
advances it has gained urgency. In response and because of limitations of existing guardrails,
societies have opted for technical fixes that seem to offer stability. But, as we’ll see in this chapter,
these solutions can undermine their own efficacy. In contrast, societal guardrails have greater
capacity than technology to deal with uncertainty in ways that allow humans and society to meet the
challenge of decisional doubt.

Information Gaps
When highlighting the difficulty of self-driving cars making human-like choices in life-or-death
situations, critics often refer to versions of the “trolley problem,” a genre of decision-making
scenarios involving ethical dilemmas. The original trolley problem imagines a runaway trolley
coming down a railway track on which five people are trapped. A bystander can flip a switch that
would divert the runaway trolley onto a side track on which one person is trapped. Should the
bystander do nothing and allow the trolley to kill the five people on the main track, or pull the lever to
save those five people but cause the trolley to kill the one person on the side track? People’s instincts
differ.4

While this scenario is hypothetical, human drivers may face split-second decisions that are
similar. For example, imagine a pedestrian steps onto the road in front of a car you are driving. It is
too late to stop in time: If you slam on the brakes, the pedestrian will likely be killed. You could,
instead, swerve off the road and into a ditch. This would save the pedestrian, but put you at greater



risk of being seriously injured yourself. Or a human driver may slam on the brakes, not swerve into
the ditch, to protect herself. But what is right? Should the software that controls self-driving cars be
programmed so that it values the safety of the car’s passengers more than that of potential victims
outside the car if some kind of collision becomes unavoidable?

Granted, not all ethical dilemmas are equally realistic. A project developed at the MIT Media Lab
offers people a tool to express their opinions on what decisions should be programmed into a self-
driving car when confronted with variants on the trolley problem. Some of the dilemmas are clearly
far-fetched: “What should a self-driving car with sudden brake failure do when the options are (1) to
swerve and crash into a concrete barrier, resulting in the death of 1 female executive, or (2) to
continue ahead and drive through a pedestrian crossing, leading to the deaths of 1 large man, 1 female
athlete, 1 criminal, 1 dog, and 1 boy?”5

Some scientists have argued that such scenarios are too extreme and disconnected from any real-
life situation to be useful in informing the design of autonomous vehicles. More fundamentally, others
have challenged the assumption that the design of algorithmic systems should be informed by
utilitarian ethics. And a third group has highlighted that trolley cases ask for a moral answer when
instead a policy response is needed: we might, for example, think differently about the case morally
depending on who is in the car, but not want self-driving software to consider the identity of the
passengers when deciding how to act. It is indeed doubtful that trolley scenarios are useful thought
experiments to capture the ethics of autonomous vehicles.6

Perhaps, though, the crucial insight is different: that the trolley problem isn’t just an ethical
dilemma, it highlights a decisional challenge—that improving a system’s decision-making
architecture by adding more information can only go so far. Consider what information would be
required to decide in the MIT scenario above if we assume, for argument’s sake, that such a decision
would be based on classic utilitarianism—that is, without going into theoretical complexities, the
basic idea that the most appropriate action is one that achieves the greatest good for the greatest
number of people. We might want to know, for example, in what industry the executive works; how
likely the criminal is to reoffend; and so on. An insurmountable information problem becomes
immediately evident. There’s simply no reasonable way to calculate the total sum of good and bad
produced by actions according to either option 1 or option 2 given that it’s virtually impossible to
know anything about the people who might be involved in a potential future accident.

Recasting the trolley problem as a decision challenge helps us see the information gap at its heart.
Like some of the other challenges we described, such gaps aren’t novel; they have been with us
forever. That’s why, as we explained in chapter 3, enabling robust information flows is so important
for good decision-making. But the trolley problem emphasizes something beyond the need to gain
access to as much pertinent information as possible. It highlights not a practical, but a conceptual
limitation. Even if we have access to all the information that’s available to anyone, some things are
still not known, and perhaps cannot be known—at least not at the time we need to decide.

In the trolley context, for example, we may know the gender, age, profession, and family
background of each of the individuals involved. But we do not know how much weight to give each of
these pieces of information—and this is not just a decisional problem but an informational one as
well, because we cannot know what the individuals might achieve in their lives if they live. What if



one of them is going to discover a cure for Alzheimer’s disease? What if another turns into a famous
author, an acclaimed painter, an amazing athlete, or a successful entrepreneur? What if one will be
raising a large and happy family?

Even if we could somehow travel into potential future timelines to investigate life trajectories
before returning to the present to make our decision, we would run into another problem. Our own
decision-making process may change over time, leading us to different choices even with the exact
same facts. Today, we might, for example, choose to save the future famous artist over the future
happy parent—but in a few years, if asked to make the same choice again, we may value and
prioritize things differently and save the future parent instead. Falling in love or starting a family often
prompts such readjustments (as the two authors of this book can certainly attest to), as do education
and job changes. These adjustments of our values and preferences happen all the time, unexpected and
unforeseeable.

There’s no escaping this basic predicament: No matter how much information is thrown at a
decision-making problem, we are cursed to make decisions with insufficient insight—and we will
inevitably come to regret some of our decisions in the future.

Mitigating Ignorance
Societies have responded to this quandary by devising a variety of social guardrails that all share a
common thread: They help pool information from multiple, but similar, contexts. The idea is quite
simple. If we cannot know everything of a specific case, perhaps by aggregating information from
many similar cases, we can plug some of the information gaps—if not in concrete detail, then at least
directionally.

This way of dealing with information gaps is intertwined with our ability to rationally estimate and
manage risk. Take insurance. One foundation of insurance is to pool unconnected risks, so that one
event does not trigger a chain reaction. That’s why it is bad for an insurance company to cover all
houses in a neighborhood against fire but have no insured houses elsewhere. If there is a devastating
fire in that locality, the insurance company might be bankrupt. This is one reason why insurance
companies want to scale up and diversify their customer base. Another is that it creates a more robust
pool of data for estimating the average likelihood of an insured event. By collecting and combining
information from lots of customers—especially after an incident occurred—insurers hope to minimize
the impact of information gaps in relation to new customers.

Insurance companies are not the only ones doing this. Everyone involved in managing risk uses
similar strategies: banks assessing creditworthiness, regulators evaluating drug effects, space
agencies calculating launch hazards, even intelligence communities estimating geopolitical threats.
Societal guardrails provide valuable support in such contexts, for instance by requiring that
individuals be accurate and truthful when providing information that will be used for calculating
risks. Other guardrails seek to ensure that algorithms to calculate risks are robust and accessible, and
use diverse information inputs. Still, it has always been difficult, practically speaking, to collect and
analyze massive amounts of data and identify similar cases swiftly and efficiently. Consequently, risk
models have tended to be relatively simple and coarse, and the scale of information pooled has been
limited.



Much like with the other two challenges we have examined in the preceding chapters, here, too,
conventional societal guardrails have been pushed aside by digital technology and modern data
analytics, and their promise to overcome some of these limitations. With the rise of ecommerce, a
transactional space evolved in which similar data can be pooled at comparatively low cost. What has
emerged is a technical strategy to address the information gap, reduce uncertainty, and improve
decision-making. It’s a new kind of guardrail that taps into information streams to make society more
calculable.

Data Aggregation
This brings us right back to the early days of the Internet and the story of eBay. Launched in 1995 by
tech entrepreneur Pierre Omidyar, eBay set out to “bring together buyers and sellers in an honest and
open marketplace.”7 It would use the new possibilities offered by personal computers and the World
Wide Web to create a digital version of private auctions, garage sales, flea markets, and classified
ads.

As intriguing as eBay’s vision was at the time, a fundamental implementation problem arose rather
quickly: Separated by time and space, the participants in eBay’s novel marketplace had little to no
information about each other. Often, they were in fact perfect strangers. After all, back in the day it
was thought that the Internet allowed users to maintain high levels of privacy, affording them a mask
of anonymity.8 This lack of knowledge about transaction partners became a significant barrier when
people had to decide whether to take the risk of shipping an item and hoping for the money to arrive
in return—or, from the perspective of buyers, to pay ahead of delivery. In abstract informational
terms, the core issue resembles the one encountered earlier: how to make decisions in the present
without having the benefit of fully grasping the future.

Omidyar realized that eBay could flourish only if buyers and sellers had at least some information
about each other. The hard question was what pieces of information would give users enough
confidence to feel comfortable about doing business with someone who otherwise was a stranger.
Omidyar’s solution to the problem was both simple and brilliant. He realized that if eBay could come
up with a system that keeps track of user A’s past behavior, it might give user B enough information to
make a judgment call about A’s likely behavior in the future.

The system eBay developed was called the feedback forum. It provided registered participants the
possibility to “[g]ive praise where it is due [and] make complaints where appropriate” after a
completed transaction.9 In addition to written comments, customers were encouraged to give each
other standardized numeric ratings, which were then used by eBay to calculate a score for each user,
displayed next to their name. By design, the system reinforced good behavior by flagging troublesome
users and rewarding trustworthy ones.

With the launch of the feedback forum, a powerful reputation system was born. The underlying
idea represented a scalable solution to the decision-making problem: By standardizing and
aggregating information about a user’s past behavior, others could make informed guesses about the
future. Similarly, by pooling information from numerous transactions, product rating systems helped
people to overcome the information gap by better predicting the suitability of a product for a
particular task.10 Since then reputation systems have joined brands and influencers as key enablers



when people need to make otherwise risky decisions. Not just ecommerce platforms but service
platforms such as Uber or Airbnb rely on similar systems to facilitate transactions among users.

Yet, for all their ubiquity and success, reputation systems harbor structural weaknesses. They are
only as good as the information they pool and make easily accessible. If users do not tell the truth
about their experiences and transactions, the predictions built on these erroneous data will be wrong.
It happens frequently. For instance, as we mentioned in chapter 1, sellers found they could improve
the grades they got by rating buyers very positively even before the completion of the transaction,
irrespective of the actual experience. Buyers perceived this as a reputational gift, and often felt
socially obliged to reciprocate.11 Other sellers on eBay would deliberately wait to rate buyers until
buyers had submitted their feedback, frequently to retaliate against negative ratings. This dynamic got
so out of hand that eBay had to curtail how sellers could rate, essentially cutting off its scope (and
thus utility) just to ensure that the rest of the system would not be too skewed.

A related problem, rampant on many platforms, is ratings bought wholesale to boost one’s
reputation. A cottage industry for “fake” ratings has developed. All large ecommerce platforms
struggle with this issue, regularly deleting millions of ratings they perceive to be phony. But research
has shown that identifying “fake” ratings is not trivial.12 Even well-meant purges are likely over- and
under-inclusive, eliminating some legitimate rating information while leaving some fraudulent scores
in the system. The platforms and the fake rating providers are engaged in an escalating game of cat-
and-mouse. Resulting media reports about the size of the fake rating industry and its consequences
have dented consumer trust in at least some reputation systems, evaporating some of the informational
value generated.

Even if ratings are perfectly accurate and truthful, they can be gamed to be misleading. This is
because all reputation systems expose past information to enable the prediction of future events. But
just as the person at the switch in the trolley problem cannot know the life trajectories of the people
she can choose to save, we cannot know with certainty how a potential transaction partner will
behave, regardless of how much information we may have about her. This was shown by a publicized
case at eBay a few years ago.13 Over years, a merchant of porcelain figurines had accumulated a near-
perfect reputation score. Then, within a few days, he sold figurines he did not have for hundreds of
thousands of dollars. When the figurines did not arrive, buyers eventually discovered he had
disappeared with their money. He was essentially cashing in on his past reputation. All information in
eBay’s reputation system was accurate, but it was no longer predictive.

Similar cases have taken place on many platforms with rating mechanisms. The fundamental
problem is that reputation systems are built on extrapolating information from the past into the future.
As prospectuses from investment firms state, past performance is no guarantee of future results. This
is the Achilles’ heel of pooling known information to address the decision challenge posed by the
information gap. Even the best technology to collect, collate, and make such information easily
accessible through sophisticated reputation systems will suffer from it. The technological solution is
just a Band-Aid—vulnerable to all kinds of exploits.

As eBay and other platforms realized the limitations of reputation systems, they also began to
understand another problem: Even at their best, reputation systems can perhaps partially prevent
transactional trouble, but not solve it when it happens, especially when both sides are innocent.



Dealing with the Unexpected
In some instances, decisions go wrong in ways that could not have been predicted based on
information about past behavior. For example, what if the goods arrived damaged? What if the seller
did not get the goods from the manufacturer as promised? What if the purchased item was shipped to
the wrong address? In the pre-Internet age, the possible answers to such commercial disputes
between transaction partners were relatively simple: Accept the loss, negotiate a solution, or involve
the court system as society’s formal dispute resolution mechanism.

In the case of eBay (and similar ecommerce platforms), however, relying on courts often didn’t
make sense. It was unrealistic to expect consumers to litigate about purchases of second-hand items
which were frequently inexpensive, especially when the parties lived in different jurisdictions. And
even if consumers had litigated, courts would soon have struggled to keep up as the platform handled
more and more transactions.

A new approach was needed, and researchers at the University of Massachusetts had begun
working on one; they called it ODR, or “online dispute resolution.” Ethan Katsh, a pioneer of the
work, recalls that by around 1994 “it began to be clear that cyberspace, in the future, would not be a
harmonious place and that there would be a need for tools, resources and expertise in responding to
the disputes that would occur.”14 Katsh and his collaborators at UMass Amherst studied the
characteristics of disputes that emerged in the online environment, and developed a sense of how to
address them.

In 1999, eBay asked the team to conduct a pilot project. The platform started to link from its
website to a complaint form, informing its customers that they could get assistance in transaction-
related disputes by filling out the form. The forms went to Katsh and his team, who assigned them to
an experienced human mediator. Using email to communicate with both parties, the mediator engaged
in shuttle diplomacy—hearing them out, framing or re-framing the dispute, organizing information,
and facilitating the will to settle. The pilot was a success. In two weeks the UMass team worked
through a few hundred complaints, and almost half were mediated successfully.15 Based on this early
success, eBay then contracted with start-up SquareTrade to provide a service similar to the one Katsh
and his team had initiated, successfully resolving millions of disputes.16

Emboldened by the early successes, in time eBay built its own in-house ODR team and
framework. The most common reasons for activating the dispute resolution process were not
receiving an item or receiving an item that was not as described in the original listing. As eBay
gained experience with common issues, it developed software that could assist the parties to resolve
relatively straightforward disputes, with human mediators getting involved only in the more
complicated cases.17 This may seem like a novel technical solution to disputes caused by the
unavoidable information gap, but the reality, again, is more nuanced. ODR establishes channels that
help the parties to communicate and offers them possible solutions, but it is humans who do the actual
lifting. In the end, the disagreements are resolved through social engagement, not technical
enforcement.

Some in eBay even saw their ODR as functionally equivalent to a court of law. As one insider put
it: “Many times at eBay we observed that we were essentially building a civil justice system for an



online country.”18 However, ODR is unlike courts in two important ways. Courts engage in a formal
process aimed at uncovering the truth, and they make decisions that can be enforced. ODR does
neither. Indeed, any party who is unhappy with an ODR outcome can always bring the case to a court
of law—and this is a powerful incentive for both sides to find mutually acceptable grounds on which
to settle. Without the existence of formal courts, ODR would likely be less successful. Nor does ODR
solve the more fundamental problem: information gaps at the time of a transaction. However
successfully it facilitates dispute resolution, it cannot ensure that disputes don’t happen. But recently
technologists have touted a very different solution to exactly this decisional challenge: smart
contracts.

Smart Contracts (Dry Code)
Smart contracts are a much-hyped combination of computer code with blockchain, the technology that
enables records of transactions to be distributed across computers participating in a decentralized
network rather than held in a traditional, centralized database. Smart contracts promise to overcome
the limitation of the “add-more-information” solution by changing the paradigm and going in the
opposite direction. Instead of facilitating more information, smart contracts are designed to limit the
richness of the information available to parties at the time of a decision. By doing so they aim to
shield against surprises in the future.

Consider a traditional vending machine as an analogy. It is designed to accept solely coins and
dispense in return a specific product. It is a self-contained and secure system that leaves virtually no
room for ambiguity. It predetermines every step of the transaction and requires no human intervention.
(At least unless the can of Coke gets stuck in the machine, at which point kicking it often turns out to
be an effective and truly human response.)

Smart contracts take the vending machine model and generalize it for a variety of digital
applications. A smart contract involves the terms of a transactional agreement between contracting
parties being directly written into lines of code. The code and the agreement are then placed on a
blockchain—a tamper-proof digital ledger. The code will automatically execute the agreement,
without any party being able to interfere. Smart contract transactions are trackable and irreversible.

Smart contracts aim to strip away the human element in transactions to the greatest extent possible.
They require human-readable language to be reduced to machine-readable code. A smart contract
relies exclusively on what its inventor Nick Szabo called “dry code”—a set of “if-then” statements
that can be executed by a machine.19 Traditional contracts, by contrast, involve “wet code”—that is,
language that needs to be interpreted by human brains and comes with all sorts of ambiguities.

Smart contracts are not only designed to eliminate informational ambiguity about the definition of
contractual terms, such as might occur on eBay if a seller and a buyer turn out to have understood
different things from the words the seller used to describe the product. Like vending machines, they
are also designed in a manner that the agreement can be executed by and through code, leaving no
room for human interruptions or breaches. Certain types of smart contract transactions depend on
future variables such as benchmark prices or weather conditions, in which case the parties agree in
advance on a third-party “oracle” that will provide this information. But as long as the code controls
the delivery of goods or services as well as payments, smart contracts remove the need and



possibility of any human—including lawyerly—intervention throughout the entire transaction.
Evangelists for smart contracts have written extensively about how they promise to revolutionize

business in every corner of the digital economy, from finance and global trade to real estate and
waste management.20 They believe that smart contracts are more efficient than traditional wet code
contracts governed by law. The arguments in favor of smart contracts fall into roughly three
categories. One, by eliminating the messiness of human semantics and reducing language to what is
machine-readable, they are said to be transparent and unambiguous. Two, they are secure:
Agreements written into the distributed ledger are protected by complex cryptography and difficult to
hack—at least without being noticed. And three, they are self-executing. Like in the case of the
vending machine, no time-consuming and error-prone human intervention is needed to execute the
terms of the agreement.

Smart contracts promise to solve another, more fundamental problem that eBay hasn’t been able to
resolve: Parties can trust that their counterparts will stick to the terms of the agreement without
needing to trust each other, or a third party—such as the platform, or its ODR mechanism. Tech
entrepreneur and investor Reid Hoffman calls it “trustless trust.”21 Blockchain tech expert and scholar
Kevin Werbach puts it succinctly: “In any transaction, there are three elements that may be trusted: the
counterparty, the intermediary, and the dispute resolution. The blockchain tries to replace all three
with software code.”22

The jury is still out on whether smart contracts really trump conventional “wet code” agreements,
although it does raise serious doubts. Smart contracts can be used only for transactions that can be
precisely specified at the moment of decision-making. Even if the blockchain itself might be
bulletproof, smart contracts are software applications that run on top of it and come with bugs and
vulnerabilities. Where code fails, human intervention is still needed. And it’s questionable whether
shifting trust from humans to machine code in the context of a specific transaction contributes anything
to the trust challenge that matters most: to create trust in commercial transactions in general.

It is clear, however, that smart contracts are not the solution to the information gap at the core of
this chapter. Smart contracts presume that transaction partners at the moment of contracting have
agreed to a complete set of terms and conditions that govern the transaction throughout its life cycle.
This may be conceivable for short and simple transactions like exchanging coins for a can of Coke,
but in many cases it is a mission impossible. Experts have pointed out for a long time that contracts
are necessarily incomplete and parties often must renegotiate them when dealing with changed
circumstances. No one has comprehensive foresight and can anticipate all possible changes in
circumstances. Even if they could, negotiating what would happen in all these eventualities would
add prohibitively to the transaction costs of making an agreement.23

Deterministic code can fall apart quickly when circumstances change unexpectedly. A case in
point is the story of The DAO, the first digital finance firm built entirely out of code. The DAO was
envisioned as a digital firm of the future, without traditional owners, boards, or human officers.
Instead, it was an encoded network of contractors, curators, and token holders. Its launch attracted
widespread attention and serious financial capital.24 But the theory was too good to work out in
practice.

Soon after the launch, The DAO crashed due to a bug in the code that was exploited by a hacker,



draining about a third of the firm’s capital contribution to a separate and inaccessible account.25 After
intense debates within the community over whether to accept the code as originally written as
binding, or to give up the “code is law” mantra and just change it, the majority decided that human
intervention was warranted to recover the initial investment (a minority held on to the original code
and launched a separate digital asset). Controlling code alone could neither prevent a radical turn in
the trajectory of The DAO nor offer a way to deal with the crisis that emerged from these unforeseen
events. Humans trump code, and all code is inherently malleable.

It is an intriguing idea to solve the problem of not having access to information about changing
future circumstances at the time of decision-making by limiting what information matters. But it
doesn’t seem to survive the test of reality. On closer examination, smart contracts and other
manifestations of immutable code don’t address but ignore the hard information problem that is
inherent to human decision-making. Even if we accept that smart contracts might be more efficient
than traditional agreements in a narrow set of circumstances, it seems that “wet code” is a much more
effective approach to dealing with information problems involving transactions that extend from the
present into the future.

Traditional Contracts (Wet Code)
To illustrate the striking differences between the supposedly clean future of smart contracts governed
by “dry code” and the blockchain, and the messy realities of good old “wet code” contracts, consider
a case that fittingly involves a transaction about … fish. Haakjöringsköd is a classic case in contract
law involving a dispute over shark meat.

At first glance, the facts seem unexciting. Two merchants, the buyer Gustav and the seller Matthias,
entered into a cross-border business deal over a large quantity of a fish with the exotic-sounding
name “Haakjöringsköd.” The contract nailed down all the essential points. It stated the exact amount
of fish meat, defined the purchase price “per kilogram/net cash against bill of lading and policy,” and
even clarified how the goods had to be shipped from Norway to Germany (via a boat named Jessica).

Soon after the contract was signed, Gustav paid the purchase price. However, when the fish meat
arrived on Jessica in Hamburg, it was confiscated by customs authorities based on import regulations
applicable to certain types of fish. In return for the confiscated fish meat, Gustav received some
compensation from the authorities—but it was a much lower amount than he had already paid to
Matthias. As a result of these events, Gustav not only did not get the fish he purchased, but also
suffered a significant financial loss.

What was the reason that a standard commercial transaction between two merchants took such a
turn? Here’s where the case gets more interesting. When Gustav and Matthias agreed on
Haakjöringsköd, they both believed that this Norwegian word means whale meat. Yet, the goods sold
to Gustav were in fact shark meat—as it turns out, the true meaning of the term Haakjöringsköd. While
whale meat wouldn’t have fallen under the import regulations and been subject to the seizure, the
shark meat did.

Disappointed with the outcome, Gustav decided to take Matthias to court. He claimed that
Matthias had to reimburse him for the financial loss because the goods supplied (shark meat) were
contrary to the terms of the contract (whale meat). The court ruled in Gustav’s favor. It held that both



parties wanted to conclude a contract about whale meat, and it didn’t matter that they used the wrong
term to describe their shared intention. Accordingly, the court stated that whale meat should have
been delivered. Since shark meat “lacks the characteristic of being whale meat,” as the judges put it,
it needed to be treated as a “defect in the things” under German law. As a result, Gustav had a right to
ask Matthias for money to compensate for the loss he suffered.

On the surface, the Haakjöringsköd saga seems to highlight the shortcomings of wet code. All the
trouble started with a human-language misunderstanding of the meaning of the word Haakjöringsköd.
But under the hood, this unusual case points toward some virtues of traditional forms of contracting.
First, contract law honors the actual human intention. As long as both parties wanted the same thing,
the use of a word that objectively suggests a different thing doesn’t count. This makes sense from a
human and economic perspective: Both parties wanted to buy and sell whale meat, and the law was
there to facilitate this transaction. The logic of a dry code approach would force them to complete the
transaction in shark meat, which neither had originally contemplated.

At a more abstract level, the case also illustrates that contract law offers a set of background
principles that lay out how to deal with instances in which a transaction doesn’t pan out according to
plan. These guardrails see contracts not as “fixed” containers for a given transaction, but as
expressions of dynamic relationships that are shaped by the passage of time and the parties’
interactions with each other and the world around them. Not only smart contracts, but also current
trends toward detailed written contracts, spelling out as many details as possible, ignore this core
role of contract law and might put at risk our ability to bargain in light of uncertainty.26

In contrast, the elasticity offered by guardrails in contract law helps to deal with the information
problem at the core of this chapter. But it also goes further, as the following excerpt points out:
“Contract law is fundamentally a remedial institution. It is concerned less with changing how parties
act when entering into an agreement than with achieving the right result after the fact. It incorporates a
variety of doctrines—unconscionability, mutual mistake, illegality, capacity, consideration, fraud,
duress—that allow a party to escape from even clearly specified obligations.”27 In other words,
contract law does not prescribe the continuation of an “unhappy marriage”; instead it offers a
“managed divorce.”

Views on exactly how elastic contract law is or should be, and whether elasticity is more of a bug
or feature, vary across different schools of thought and are subject to intense scholarly debate. In the
United States and Europe, these debates take place under banners such as “theory of incomplete
contracts” and “relational contracts theory.”28 The extent of elasticity in contract law is heavily
shaped by culture: The traditional Asian conception of a contract, for instance, stretches the Western
understanding of elasticity still further. From this perspective, a contract about a transaction
traditionally “anticipates rather than defines the ensuing relationship. The contract memorializes not
the ‘conclusion’ of a business deal […], but the business relationship’s beginning.”29

Despite these differences in detail, the key insight here is that guardrails governing wet code
contracts specialize in substantive and procedural norms that guide human behavior when
circumstances and relationships change over time. Dry code, in contrast, seeks to lock things down to
determine the future course of a transaction based on what’s known at the time of decision-making.
Elasticity makes law—and not code—able to take a broader societal perspective on the problem of



incomplete information at the time of decision-making. This has taken on new importance as we
reimagine the guardrails that govern decision-making in the digital age.

Law’s Elasticity
Law is often perceived as a bundle of guardrails that confine people to a limited set of choices and
roles. But as we have just seen, that’s not necessarily true. In fact, contract law is not the only area of
law with guardrails designed to guide human decision-making in light of changing circumstances.
Specific elasticity norms are written all over the legal system that help people navigate the need to
revise their decisions if circumstances change. Examples include rules regarding legal separation or
divorce in family law; norms in corporate law that enable changes in ownership and organization to
meet the changing needs at a given moment in the life cycle of the organization; insolvency laws that
regulate situations where debtors can no longer pay their debts; a right to erasure or correction of
personal data, and so forth.

In addition to these substantive norms, a wealth of procedural rules exists within and across
different domains of law to determine under what conditions, when, and how information about such
changes can or should be introduced to the legal system. They include rules of evidence in criminal or
civil law, and reconsideration rights in administrative law. These procedural norms give the law
elasticity when shaping behavior within a particular relationship, whether it’s among family
members, business partners, or citizens and government.

While each area offers different degrees of elasticity in specific circumstances, law as a formal
system of societal guardrails also affords general elasticity that derives from the fact that it is, itself,
information. As all legal norms are in one form or another expressed in language, law can achieve its
effects only by “speaking” to people, usually through written text. It can’t influence the physicality of
things directly—even the threat of sanctions or force is nothing more than information.

One implication is that laws have a certain degree of ambiguity, which fields of study such as
semiotics and the philosophy of language have shown to be an integral feature of human language.30

Indeed, legal scholar Mireille Hildebrandt argues that ambiguity is at the core of what she calls law’s
adaptive nature.31 This general elasticity allows us to absorb changes over time and contexts that
inform our understanding of what the law is or ought to be. Elasticity is both a reflection and enabler
of law’s evolutionary nature.

Again, opinions differ on whether and to what extent elasticity is a good or bad thing. Much
depends on how much decision-making power one believes should rest with those who interpret the
law. In the US context, for instance, there’s strong disagreement on how to interpret the language of
the Constitution. Should it be read as a “living document,” where the Constitution’s text is interpreted
in the light of current times, culture, and society? This approach emphasizes law’s elasticity. The
opposite view promotes a judicial approach known as “textualism” or “originalism,” which says the
Constitution means no more or less today than it meant to those who originally wrote and ratified it.
The outcome of many hot button cases—from abortion to climate change legislation—often depends
heavily on the degree of elasticity that the Court considers to be appropriate. In the current
configuration of the US Supreme Court, “textualism” is the prevailing approach; but that, too, can
change, as justices are replaced over time. It’s this openness to change, this structural elasticity that



has made law into a successful regime of social guardrails.
To some extent, the elasticity of law depends on how laws are written. In the field of finance, for

instance, legal scholar Katharina Pistor shows that the extent to which laws use open language or
introduce elasticity-enhancing norms shapes how much discretion decision-makers have when dealing
with a crisis in a system.32 At some point, of course, even laws that are written without much
elasticity can be suspended or rewritten—but this is a political, at times brute force, process that goes
beyond the concept of elasticity of law highlighted in this chapter.

Law is not the only flexible set of guardrails, of course. Elasticity is inherent in many other kinds
of social guardrails as well, in part because their social nature makes them more amenable to change.
But law’s flexibility is particularly intriguing given that it tends to be perceived as rigid.

Building on the Unexpected
This chapter examined a structural decision problem that even the smartest technology can’t solve:
that the future is uncertain and inherently uncontrollable. Time and again, changing circumstances
challenge the soundness of decisions made in the past. To some extent technologies can help us
mitigate this problem by making better predictions about what will happen in the future—for example,
through data aggregation and machine learning, or feedback systems on platforms. But it’s impossible
to anticipate all possible future changes in circumstances, given the complexity and uncertainty of the
world we live in.

Because of this, we may need guardrails that are flexible enough to handle disputes between
transaction parties when circumstances change. We looked at one purportedly technical solution—
eBay’s ODR—that on closer inspection facilitates the role of humans rather than replacing them.
Another hyped solution, smart contracts, promises to eliminate the human element but has severe
limitations. Neither can replace conventional law’s functional ability to achieve dynamic stability
through elasticity by offering a wealth of norms, substantive and procedural, that can help individuals
and society at large deal with the unexpected.

Viewed from that perspective, law can be understood as a sophisticated social and cultural bundle
of guardrails that—in contrast to technological solutions, but very much like other types of social
guardrails—has evolved over centuries to allow humans today to embrace an increasingly
uncontrollable, unpredictable, and uncertain future deeply shaped by digital technologies.



6

PRINCIPLES

March 23 came and went like the day before. Snow was falling. It and the wind made it impossible to
see anything. So, the three of them stayed put—cold, exhausted, weakened, depressed, and eleven
miles away from the next depot with food and fuel. They would not leave their tent again, dying one
after the other over the course of the week.

The Terra Nova Expedition, as it was officially known, failed miserably. Its leader, the ambitious
British naval officer Robert Falcon Scott, and his party reached the South Pole on January 17, 1912.
They’d hoped to be the first—but Norwegian Roald Amundsen had beat them by a month. While
Amundsen returned without incident, Scott and his fellow explorers lost their lives. Much has been
written about the reasons for it.1 Almost at every turn, it seemed, things went wrong; wrong decisions
were made, with catastrophic consequences.

Often noted as one key element was Scott’s choice to use motor sledges for a significant part of the
journey across Antarctica. Internal combustion engines were relatively new at the time. They turned
out to be not robust enough for the extreme conditions Scott’s expedition encountered, breaking down
easily. Consequently, Scott had to abandon them far earlier than planned, slowing him down. In
contrast, Amundsen relied on dog sledges—well-understood, workable, and trusted even in
exceptional circumstances. The dogs served him well; Amundsen’s party returned from the pole so
well fed and healthy that they weighed more than when they departed. Did Scott’s infatuation with a
new and untested technology to solve his transportation needs doom the expedition? Would sticking to
a different technology have turned the expedition into a success?

Scott had, in fact, trialed the motor sledges in Norway’s winter. He had iterated their design, and
the sledges had shown their prowess. Dog sledges aren’t without challenges either—sled dogs need
lots of food and some will tire over time. When they work, motor sledges may be as reliable and even
more efficient.

The problem with motor sledges is deeper. It requires expertise to operate and keep them
maintained throughout the journey, even repair them if necessary. Scott had worked with an engineer,
Reginald Skelton, to design, trial, and improve the motor sledges. Skelton knew everything about the
sledges that there was to know, and then some. He would have been the perfect companion to take
along. But Scott did not ask Skelton to join, because of a guardrail he felt bound by. Earlier, Scott had
chosen Teddy Evans to be second in command of the expedition. Both Evans and Skelton were
military officers, and Skelton was higher in rank than Evans. With Evans and Skelton on the team,
somebody lower in rank would have to command somebody higher, a violation of social norms
within the military and unacceptable to Evans. Having to decide between Evans and Skelton, Scott
picked Evans. Without Skelton, however, the motor sledges failed badly, ultimately dooming the
expedition.

It wasn’t the only bad choice Scott made, but it illustrates sharply how decisions are shaped by



social guardrails, even terribly unhelpful ones. Understanding how such guardrail structures emerge,
how they are operationalized, and how they shape our decisions can inform our efforts to identify—
and ultimately work toward—guardrail principles in support of sound human decision-making.

Technology’s Decision Trap
In the previous three chapters, we looked at recent digital challenges that influence what information
is available and how decisions are made. We saw how they render some existing guardrails largely
ineffective. As a result, social guardrails partially give way to technical ones, ostensibly to further the
goal of improving decision-making. Information filters are established to narrow the scope of
information available and prevent “fake” information from distracting decision-makers. Artificial
intelligence takes over from humans in some areas to ensure the “right” decisions are being made.
Smart contracts are introduced in an attempt to guarantee that new information does not undo
decisions that have been taken and promises that have been made.

It is all done in good faith, and yet it risks serious long-term consequences. Filters eliminate
unconventional and unorthodox information—including early warning signs of changing
circumstances, as well as novel insights that aren’t yet part of the accepted decisional canon. AI
decides based on extrapolations from the past and the present; it can’t come up with decision options
beyond what’s already known, because it can’t imagine. Smart contracts keep humans wedded to
decisions even if switching to an alternative option would be advantageous not only for them, but
overall.

In each case, those advocating for technical guardrails—let’s call them technological solutionists
—took a careful look at existing social guardrails, extracted what seemed to them to be the essential
aim of each, and developed technical tools to further these aims. They thought that decisional
guardrails exist to shrink informational noise, to reduce bias in human decision-making, and to
eliminate mutability once a decision has been made. After all, don’t our social guardrails try to
sharpen decisional focus so we make the “right” choices? Isn’t sticking by our choices the building
block of trust, the glue that links individuals into communities?

As we examined the technical tools that reflected these goals more closely, we found them
wanting. We discovered that diversity of information broadens our view and readies us for new
insights. We realized that occasionally making the wrong decision is the price of dreaming and
experimenting, which leads to progress. We understood that sometimes we need to revise decisions
when new information becomes available or our preferences change.

Of course, technical tools can be useful, including those that reflect aims such as rigidity and
immutability. When the best possible solution is already known for a specific challenge, it would be
foolish to opt for a different course of action—and embedding the solution in technical artifacts is an
efficient way to have us stick to it. The best way to avoid an imminent midair collision, as the tragic
crash above Überlingen exemplifies, is to have pilots strictly follow the instructions of the automated
collision avoidance system. But all this breaks down when circumstances change—conditions evolve
or goals shift. Then conventional solutions may no longer work and continuing to apply them is simply
reckless.

Whether we like it or not, we will increasingly face situations that are fundamentally different than



before, from changing climate and rising conflict in a multipolar world to social inequalities caused
by the technological transformation of economies. But as the world changes, so does our
understanding of it. Knowledge in medicine, for example, is said to double every decade.2 This
means some frameworks for diagnosis and treatment may become outdated quickly. As the ground
shifts below our feet while we comprehend more and more about what’s happening, we can rely less
and less on existing answers.

Our analysis of the three emergent governance challenges seems to leave us with two sets of very
different kinds of guardrails: one set aims to narrow the focus of information and decision, the other
aims to encourage decisional diversity and experimentation. They represent very different strategies
for improving decision-making: replicating decisions that worked, or trialing. They seem black and
white, forcing us to make a binary choice. But simply replacing one set of guardrails with another is
not an option.

Solution Spaces
It may be tempting to think of guardrails as pieces of a coherent and consistent governance framework
that is universally valid. If that were true, all we would have to do is to choose and implement the
right framework: If the one we have been using turns out to be suboptimal, let’s switch to an
alternative one. But individual guardrails aren’t always right in all cases: What guardrails are
appropriate depends on concrete circumstances. Nor are they part of a single framework—a single
set of universally valid rules. The diversity of guardrails that we encounter in society reflects this.

Sometimes guardrails urge us to decide as we have done before; in other situations, different
guardrails help us appreciate the variety of alternative options, even if some of them have never been
tested before. Sometimes our decisions should stand, at other times we are better advised to amend
them in light of new information. When circumstances are constant, we may want to follow successful
decision precedents of the past; when the situation changes, however, we may be better off imagining
additional options and experimenting with them.

Guardrails are specific normative responses to particular governance challenges. They exist in a
space of possible governance solutions. For instance, guardrails that enable reversibility are at one
end of a continuum representing a particular dimension of decisional governance, and guardrails that
ensure immutability are at the other end. Together, more continua like these form a multidimensional
solution space in which guardrails can be located. This isn’t a binary, black-or-white choice between
distinct sets of guardrails, but a complex, multifaceted, mix-and-match choice of different shades and
colors. Governing decision-making is about understanding context, identifying appropriate guardrails,
and putting them in place. The solution space is wide and varied.

In the abstract, it may sound simple: Make transparent and ponder our governance goals, debate
their appropriateness, especially considering the concrete circumstances, then design (or select) the
guardrails accordingly. But in practice these tasks are daunting. Effectiveness of the guardrails we
institute will depend on the meaning of vague and abstract assessment criteria, such as
“appropriateness.” We risk getting lost in a sea of possibilities with no practical guidance how to
choose. If we shrink the solution space in which to look for guardrails, selecting them gets easier; but
reduce it too much and useful guardrails may get eliminated.



The key is to devise qualities and use them as principles to map out concrete solution spaces and
identify specific guardrails within them. If these principles are good, a resulting solution space will
retain a variety of guardrails that are valuable without drowning us in opportunities. There is
precedent for how this can be achieved, but perhaps not in the most obvious way.

The Myth of Consistency
When we ponder the qualities of solution spaces for governing, we may first think of the importance
of coherence and consistency: Guardrails should reinforce rather than undermine each other. Human
decision-makers should be able to easily understand what decision society would like them to make.
Often it isn’t that simple, as social norms may contradict each other. But a subset of guardrails—law,
as formalized norms that we must obey or face consequences—ought to provide a logically consistent
framework. At least, this is what lay people assume: a neat and concise system offering above all
coherence, so that when you follow it, you know you are doing the right thing.

There is factual evidence that supports this view. Law in many societies incorporates a variety of
mechanisms that aim at overall consistency and coherence. The making public of laws and judgments
in numerous nations suggests that scrutinizing legal norms for contradictions is welcome, as it helps
internal stability to evolve. Appeals processes point at the goal of avoiding judicial errors, including
dangerous incoherencies. The possibility to have a constitutional court review laws for being
sufficiently aligned with other and higher legal rules facilitates overall consistency. When different
laws are found to clash, long-standing rules of legal interpretation offer a set of seemingly logical
heuristics to resolve these clashes: from privileging the more recent norm over older ones, to
accepting the more specific over the more general. Consistency, aspiring lawyers are told, is
necessary to avoid confusing humans in their decision-making, but also to maintain the view of the
law as a coherent logical system.

Such a stylized understanding of law is perhaps useful in the very early stages of a student’s legal
education, but it fails to capture the essence of social reality. Experts have long pointed out that as
various overlapping rule regimes evolve, individuals find themselves having to obey multiple rules
that are sometimes quite contradictory.3 This doesn’t just happen in rare cases in which jurisdictions
of national laws overlap, but more frequently with clashes of national law and community norms—
think for instance of religious regimes such as Jewish halakhah or Islamic sharia, or coexisting local
rules only partially superseded by colonial laws. Many individuals and communities around the
world are quite familiar with such situations and how to deal with them. In theory there may be a
complicated “right” way to solve their normative dilemmas—but rather than being overwhelmed by
trying to find it, in practice many opt for pragmatic solutions.

Incoherence, as economists point out, leads to additional transaction costs: We have, for example,
to deal with more time-consuming procedures, or factor in the extra risk of unexpected enforcement.
But intuitively at least, most of us understand our varied lives lead to unforeseen situations reflected
in legal inconsistencies. It’s an unavoidable grist of societal governance. Think of the alternatives:
Either we would have to govern at an increasingly micro level to adequately capture eventualities,
constraining individual volition far more than today; or we would have to govern dramatically less,
limiting the reach of societal guardrails to the most common and obvious decision situations. That



may sound appealing to some libertarians but isn’t compatible with governing a complex and varied
modern society.

Comprehensive consistency of rules is elusive not only because often situations develop that are
unforeseen, but also because different bodies put norms in place that come into conflict. The
fundamental underlying challenge is thus not only our limited ability to foresee what situations will
develop, but also the increasing complexity of how humanity organizes itself.

Students of legal pluralism, the phenomenon of competing legal norms, point out that history teems
with examples. Brian Tamanaha explains that the very Western idea of a comprehensive and
consistent singular legal regime came about relatively recently, even in the West. 4 Before the
eighteenth century, people were beholden to norms and rules that connected them to some group or
community. As many belonged to multiple groups—think of professions, religious beliefs, and
ethnicity—it meant obeying multiple rule sets. The rise of the nation-state greatly fueled the concept
of a unitary set of rules for all people within a nation’s territory. Benedict Anderson argues that the
reverse is also true: Having a common law, like a common language, helps nation states to rise and
endure.5 Intriguingly, though, legal pluralism persisted in the age of the nation-state—advocated at
times by representatives of the very states intent on broadening their nation’s power as part of
Western colonialism. For example, they wanted their traders residing in other states to be exempt
from local laws; they also devised hugely complex overlapping and competing legal setups to further
their influence.6

Today we see competing and conflicting norms in many localities, partially as a result of
internationalization of law and partially driven by globalization of the flow of goods, people, and
information. We see it in the European Union when the European Court of Justice and national high
courts openly differ in their views. We see it in the differing interpretations of how the Brexit
agreement pertains to Northern Ireland by the British, the European Union, Ireland, and the authorities
in Northern Ireland. We see it in the United States when local, state, tribal, and national rules contain
subtle but important differences and an internally split Supreme Court refuses to offer guidance.7 And
we see it in complex tussles in international arbitration cases about what rules apply when and
where.

Legal pluralism is a fact. Neat consistency and coherence of social guardrails do not exist, not
even in the formalized world of law. As we have learned to negotiate these inconsistencies and
incoherencies, we have developed a rich and pragmatic mental and institutional toolkit to deal with
such situations, so that problems can be resolved without forcing us to question or break the entire
system.8

This, though, begs the question: If consistency and coherence aren’t key design principles of social
guardrails, what are? In the rest of this chapter we put forward three such principles: to empower the
individual to make good decisions, to be socially anchored, and to encourage learning.

Decisional Empowerment
Some may think that guardrails are intended to force humans to behave as desired—that humans are
mere agents of the regulatory regimes within which they live, the objects of decision-shaping
mechanisms. That is a fundamental mistake. On the contrary, social guardrails acknowledge human



volition at every step.
Society aims to influence human decisions through guardrails, because humans interact with the

world through the decisions they make—so if we want to improve human actions, we need humans to
make better decisions. But in doing so we presuppose the existence of human volition. Yes, humans
may face consequences if they decide to act contrary to what guardrails mandate, but it is up to them
to choose. The notion that humans can choose how they act is foundational to the existence of modern
guardrails. The notion of freedom of contract that permeates much of private law in many
jurisdictions around the world is about empowering individuals to make decisions rather than taking
decision power away from them. If humans have no agency and bear no responsibilities, guardrails
would make no sense.

Imagine for a moment a world in which machines decide for humans. To shape decisions, societal
guardrails would then no longer be addressed to humans, but to machines. That would require
different substance, processes, and institutions—in short, a different system from what we have today.
All current guardrails would become useless, whether informal social norms, formal laws, or
physical nudges (think speed bumps on residential streets). They would be addressed to the wrong
agent. Instead, decision rules would have to be communicated to machines and in unambiguous form.
Without human volition, machine-readable decision rules could, at least in principle, result in perfect
compliance. There would be little need for adjudication, appeal, or enforcement. And there would be
no room for deviation.

Almost a quarter century ago, the introduction of the funny-looking two-seater SMART car
provided a hint of how such a shift might occur. To avoid being toppled over in high-speed turns and
by gusty winds, its computer would not let drivers go beyond 130 km/h (about 80 mph). Some drivers
were incensed: What if in a dangerous situation they needed their car to speed, but the car’s computer
would not permit it? Critics even suggested that the SMART was a car for those that did not know
how to drive well and needed being nannied by a machine. Others argued that with human volition
curtailed, human responsibility would be limited as well: “The machine did it, not I.” The core of the
critique wasn’t the existence of a speed limit, but that it was built-in, overriding human decisions.9

In contrast to this fundamental undermining of human volition, many existing social guardrails not
only accept and presuppose human agency, but actively enable an environment in which human
decision-makers feel empowered. Take for instance the idea of “cap and trade” in environmental
regulations. It gives companies the right to emit a certain amount of pollutants each year. That amount
is reduced year by year, increasing pressure to pollute less. Companies that have put pollution-
avoidance measures in place and no longer need some or all of their emission allotments can trade
them with others, leading to a market of pollution certificates that benefits those investing in clean
technology. The setup does not tell companies how to decide and act. The economic incentives may
shape individual decisions, but overall decisional freedom is enhanced, not diminished. There are
multiple strategies and decisional paths for each company to proceed.

The transparency rules for listed companies that the US Securities and Exchange Commission
(SEC) imposes are another example. Corporations must tell their investors what they are doing so that
investors can make informed decisions. But executives are largely unconstrained in their decisions to
shift strategies or change their business. As long as they are sufficiently transparent, they retain the



privilege of action. We see similar approaches (albeit with varying degrees of success) in health
care, social security, and even education. There is no guarantee that well-intended measures to enable
decisions will lead to successful outcomes. Some implementations may be wanting. Guardrails may
offer ineffective incentives or the wrong ones, leading to unexpected and even perverse results.
Informational empowerments may not be sufficient to overcome real-world power differentials.

But there is no denying that a fundamental quality of the governance spaces that most societies
have put in place is to empower humans in their decision-making, to help them evolve and become
better at deciding rather than directly supplanting their volition with the second-guessing of either the
collective or the machine. This design principle endows the individual; but it is also linked to
society.

Socially Anchored
Guardrails may be addressed to individual decision-makers, but they are deeply social in nature.
They are born out of societal discussions, particularly in democracies. This includes formal law.
Most legislative processes are the consequence of debates about specific governance needs and with
what concrete legal guardrails to address them—from a local petition for a new pedestrian crossing
to a continent-wide tightening of competition laws for online platforms as a result of public debate
about crass corporate abuses of informational power.

Once such guardrails have been put in place, their implementation and enforcement, too, take place
in a social context. This involves relevant institutions and relies on established processes that are all
deeply social in nature—from decisions of human judges to public involvement in environmental
impact assessments. Historically speaking, the establishment of this social connection was a
substantial achievement. Being adjudicated by one’s own peers—whether judges from the community
or laypersons acting as jurors—led to judgments that were not only less capricious than the previous
method of trial by ordeal but that also were deeply rooted in one’s community. It acknowledged and
embraced the idea that humans aren’t objects to be ruled over, but subjects of their own destiny—
individually and societally.10

In doing this, it also made obvious toward whom human responsibility is directed. When a human
decision hurts another human, that human isn’t the only victim. Society itself, the peaceful
cohabitation of individuals, has also been hurt. Remedying this situation requires more than just a
settlement between the parties. The very idea of public trials by one’s peers is that because society
has been offended, a societal process may be necessary. By the same token, once that societal process
has run its course, the injury caused by individual action has been addressed and there is, at least in
principle, no room left for further revenge or retribution. With each execution of its regulatory regime
of guardrails, society reiterates its engagement in the process of communal adjudication as well as
healing.

The social dimension of guardrails does not end with their operationalization. As all guardrails
are products of social processes, they need to be open to criticism and modification—even
abolishment—as society changes. Debates over the guardrails that are currently in place are not just
reflexive exercises in democratic participation, but societal deliberations about whether the contours
of governance need to change. Lawrence Lessig, who we mentioned in chapter 2, once said in



response to the argument that the protection of intellectual property is immutable, that copyright—a
legal guardrail limiting the use of intellectual creations—is in fact a creation of society and can be
modified if society so desires. We may be tempted to think that this is the consequence of democracy,
but it is more than that. It is a consequence of law as a social system that can be analyzed, critiqued,
altered, and changed. All such guardrails, including legal ones, are but transient outcomes of a
societal consensus; they can and will change as society evolves.

In 2022, the US Supreme Court ruled that abortion is not a constitutional right, reversing a long
line of precedents dating back half a century.11 We disagree with the decision, but we also want to
highlight that the Supreme Court did not prohibit abortions. It simply said that society, through laws,
can do so. Many US states had already put such laws in place, with a provision that they would come
into effect if abortion were no longer to be afforded constitutional protection.12 If society disagrees,
these laws can be changed. Perhaps the conceptual upside of the court’s hugely controversial decision
is that we realize guardrails are plastic. They reflect ongoing processes in our society. We are never
“done” making or amending guardrails. Those who believe guardrails themselves are or should be
immutable, including some of the Justices sitting on the Supreme Court, are proved wrong by the very
decision they joined.

More than a century ago, US Supreme Court Justice Oliver Wendell Holmes reminded us
eloquently of the transient and contingent nature of law in his dissent in the case of Gitlow v. New
York.13 At issue was whether handing out leaflets that advocated for socialism could be prohibited.
Holmes emphasized not only the process of democracy, but the plasticity of law as a deeply social
construct: “If in the long run the beliefs expressed in proletarian dictatorship are destined to be
accepted by the dominant forces of the community, […] they should be given their chance and have
their way.”

The creation, execution, critique, and modification of guardrails is anchored in society, its
mechanisms, institutions, and processes. The fact that legal guardrails were established in a
particular, formal way makes them different from other, perhaps more informal guardrails. It means
legal guardrails may persist longer than other social norms—but, perhaps surprisingly, they also may
turn out to be far more fleeting than some social rules that reflect deep-seated beliefs. Despite their
distinct mode of creation, laws are social products as much as any other guardrails, and
fundamentally plastic to emerging societal needs and changing preferences.

Social guardrails are thus linked to society in a bidirectional fashion. They are what sociologist
Anthony Giddens called “structures”: they bind agents—individuals and groups—and shape their
behavior; but they themselves are populated by agents, and are creations of their actions.14

Information technologies are plastic, too—that’s a consequence of the very idea of a computer
being a Turing machine15—but guardrails embedded in information technologies aren’t socially
anchored. They lack comprehensive connection to the social at every level, from creation and
implementation to critique and modification. They may be effective, but they aren’t social artifacts the
way, for instance, legal guardrails are. It’s a flaw that technical guardrails cannot overcome. Of
course, information technologies are themselves the product of social processes, and persist because
of human support—they, too, are socially contingent.16 But they result from processes that are often
oblique, with limited involvement of those who are to be bound by them, and they lack robust



processes and institutions to guarantee their social embeddedness. Their social anchorage is as
shallow as the anchorage of social guardrails is deep.

Taken together, the two design principles—individual empowerment and social anchorage—
afford guardrails with a mechanism that guides rather than supplants individual decision-making by
embedding it into a larger social context. They also facilitate a third design principle.

Encouraging Learning
Good guardrails encourage learning, individually and collectively, to improve decision-making. This
benefits individual decision-making, but also furthers learning more generally.

Humans are impressive learning systems. At a very basic level, we learn as we respond to repeat
stimuli, a bit like Pavlov’s dog salivating once it heard the ring of the bell that indicated the arrival of
food. But, importantly and unlike most animals, we can also generalize from what we experience in
the here and now, so that we can create abstract learnings and apply them to novel decision situations.
Because we can devise mental templates of how the world works, we don’t have to experience every
situation ourselves to learn from it. It enables us to learn from the experiences and insights of others
—a shortcut facilitated by incentives to share experiences among us. This kind of learning is hugely
versatile—it allows us to transcend the boundaries of specific situations and circumstances.17 But
there is more: Such learning also entails actively reflecting on decisions we have made, being open to
critique, and being ready for adjustments to reap the benefits of cultural learning that we mentioned
earlier.

Learning is deeply rooted in our perception of individual human volition. Our mental templates are
fundamentally causal. We “see” cause and effect everywhere, even if we are wrong. Our bias toward
causality has been explored and rightly critiqued.18 But it offers a significant advantage for survival,
which is why evolutionarily humans developed and held onto it. Understanding the world through
causal templates underscores that humans have agency—that their actions, and thus the decisions that
precede them, matter. Our causal bias may make us think our actions are more important than they are.
But that also makes us attach significance and weight to the decisions we make, which in turn may
increase the impact we have.

With our causal mental templates, we can imagine next steps and predict possible outcomes. In our
minds, we can play the game of life a few steps ahead. That lets us see beyond the present and peek
into a future that we tend to believe we can actively shape. Research has shown that humans believing
they have agency are more involved, more assertive in their decisions, and more focused on their
actions. And they tend to be more satisfied with their lives (our cognitive bias to forget failures and
remember successes surely helps here, too).19

Because agency is a crucial element of how we learn, guardrails enabling learning require, build
on, and reinforce human volition and decisional empowerment. This third design principle is directly
linked with the first.

As we described in chapter 3, human progress would not have been possible if everyone had to
learn for themselves, even with our cognitive ace of generalizing to build causal templates that enable
us to imagine and predict. Nor would biological evolution have been as capable or fast. The key
ingredient to fast learning across groups and time lies in our social nature. Recent research points to



more specific enablers of humanity’s amazing path of learning. Psychologist Michael Tomasello’s
studies of primates suggest one such enabler is that humans developed the preference to live in well-
coordinated social groups with distinct identities.20 For anthropologist Joseph Henrich, competition
between social groups facilitates group cohesion.21 Cognitive psychologist Steven Pinker adds the
development of a complex language.22 It offers ways to convey differences between past, present, and
future, while the use of metaphors enables the expression and absorption of general mental templates
and concepts.

Researchers debate the exact configuration and interplay of these enablers. But what is obvious for
our purposes is the foundational link between social groups and learning—as individuals,
communities, and a species. It is no accident that all our learning institutions involve learning from
and with others, whether it is in schools and universities, as apprentices, or in seminars and
workshops; it reflects the connection between learning and society, linking the third design principle
to the second.23

In a decision-making context, learning entails far more than the concept that individuals facing
similar decisions can improve over time. Every decision offers a learning opportunity for all of us—
and we have evolved the biological, cognitive, and cultural tools to do so. Humanity as a whole can
make progress if we use these tools.

Technologists sometimes speak about “generativity,” a design principle to support the creation of
new technical products and services. Jonathan Zittrain, one of its proponents, explains that
generativity aims to keep many doors of possible innovation open.24 Generativity enables progress
and learning, but it is narrower than the more general design principle of learning that we are
interested in here. Learning with the help of guardrails encompasses all decision-making situations,
not just technological change; and while generativity is about keeping many doors open, learning is
more an iterative process of opening the right doors.

Even seemingly rigid and formal guardrails, such as laws, emphasize learning in the decision
context in a myriad of ways. They put the focus on individuals, giving them the opportunity to decide
for themselves—even if taking the decision away from them might improve outcomes or be more
economical in the short run. Their procedural transparency enables us to mentally retrace guardrail
processes and evolve our individual and collective decision-making. By letting us revisit most
decisions, from formal appeals and recurring elections to the concept of reversibility we mentioned
in chapter 5, the law acknowledges not only that circumstances can change but also that learning can
prompt us to want to revise some of our previous choices. Even when individuals are sent to prison,
the stated aim is not revenge but learning and betterment. Quite deliberately, law affords us with
second chances through learning, at least in many societies and for most cases.25

Beyond the law, innumerable other social guardrails incorporate learning as one of their design
principles. But the principle of enabling learning goes further: As societies pick specific guardrails
from their solution space, they are also deciding—and like any other decision, whether a guardrail
works is something that can be observed and assessed. Learning can take place at the level of
guardrails as well.

I CAN(N)



A quarter century ago, just as the Internet was turning into a mass phenomenon, legal scholar Tamar
Frankel became the surprising hero of choosing guardrails to enable learning. Arguably, without her
the Internet would not be what it is today—a global resource of information and communication.

Frankel was born in British Palestine. She studied law. Later her government sent her to Europe to
negotiate financial aid for the fledging Israeli state. She did so with aplomb. In her forties she
switched from practicing law to thinking about it, became a legal academic, and joined Boston
University’s law school as a professor. Her specialty was the rather arcane field of fiduciary law;
Frankel was keenly interested in when, why, and how people trusted each other. She was
accomplished in her field but had little to do with this new hyped thing called the Internet—until a
former student of hers, now working with the US government, called and asked for help.26

For the Internet to run smoothly, all computers connected to it must be able to understand each
other. This means they must communicate according to the same rules. These rules are enumerated in
technical protocols devised by a group we met earlier: the IETF, or Internet Engineering Task Force.
But each computer also needs to have a unique identifier so that a data packet can find its way to the
intended recipient. In the early years of the Internet, all its available addresses were managed by Jon
Postel, a knowledgeable but opinionated nerd under contract to the US National Science Foundation.
Because numerical identifiers are hard for humans to remember, the Internet also has a system of so-
called domain names, such as “amazon.  com” and “nih.gov.” All this needed to be managed, and a
company called NSI had contracted with the US government to administer a substantial part of it.

All involved knew that this arrangement would not be sustainable as the Internet grew into a global
infrastructure. Other governments and Internet companies were pressuring the United States to
transition the governance of the Internet’s name and address space to some form of international or
global oversight. Postel and his mates resisted, because they wanted to ensure that Internet
governance would remain with the engineers. The White House proposed to solve the problem by
creating a new institution, the Internet Corporation for Assigned Names and Numbers (ICANN). How
ICANN should operate, and who should govern and oversee it, was up for grabs. Stakeholders
floated the idea of meetings around the world to discuss and hash out details.

Tamar Frankel was called to manage that process, as much as that was possible. She may have had
little understanding initially of the technical details of the Internet address and name space (although
she learned quickly), but she did know a lot about setting up governance institutions people can rely
on. During 1997, she deftly ran a stakeholder consultation process, pushing the parties to coalesce
around a consensus. Postel—and, after his sudden death, his colleagues—wanted ICANN to have
bylaws that would give all power and oversight to a small board of handpicked engineers. Frankel
knew that this idea fell shockingly short of what was needed. But by the end of 1998, the nerds
seemed to have won. ICANN was founded as a California nonprofit, with the CEO and chairperson
of the board that Postel and colleagues had wanted. But the nerds had counted their chickens before
they hatched.

For ICANN to function, it needed the US government to delegate powers that had rested with the
Department of Commerce. The government sided with Frankel and required ICANN to negotiate with
its critics. The result was an amendment to ICANN’s bylaws, so that nine board members would be
chosen through a global election process open to all Internet users, which would guarantee broader



international and stakeholder representation. Over the next two decades, ICANN went through
multiple iterations of governance structures, abandoning direct elections for board membership in
favor of creating two global advisory bodies—one for governments and one for various other
stakeholders. These kept the pressure on ICANN to continue the path toward more transparency and
inclusive oversight. The process was often messy and fraught with setbacks, but through many
adjustments ICANN matured and grew into something functional and inclusive.

This was made possible in significant part by guardrails that enabled learning by the relevant
decision-makers. In later interviews, Frankel was quite clear about what, to her, were the right
ingredients for such learning—not just for ICANN, but for any such institution: clear aspirations and
goals, with a structure and guardrails that permit “muddling through”—the phrase she used for the
iterative process of learning step by step. The nerds had focused strongly on the initial institutional
structure and somewhat less on aspirations. Frankel understood the importance of informal as well as
formal guardrails. Informal guardrails ensured outside pressure could be maintained for further
inclusion, transparency, and oversight. Formal guardrails ensured bylaws could be amended so that
critics could become board members. Together they shaped ICANN’s decisions in the direction
Frankel wanted—not toward a particular ideology or political bent, but toward recognizing the
importance of iterative improvement, of trial and error, of facilitating course corrections.

Importantly, this learning wasn’t limited to the operational decisions ICANN executives took. It
also extended to the guardrails themselves; over time ICANN changed its bylaws and how it was
institutionally set up and structured, responding to deficiencies and addressing concerns. The
engineering community initially had strongly resisted the calls for broader participation. But they
eventually realized that Frankel’s “muddling through”—guardrails-enabled iterative learning—
wasn’t fundamentally different from their own pragmatic ethos, which we met in an earlier chapter, of
“rough consensus and running code.”

ICANN’s governance history highlights the importance of the linkage between formal and informal
guardrails—between bylaws, which are close to laws, and relentless pressure from outside, for
instance through constant media attention. The former is textual and concrete, the latter is more social
and diffuse. But both are social guardrails, both shape decisions and constrain behaviors. In this case,
both were squarely focused on learning and iterative change. And, as this case shows, they can
reinforce each other to create a more comprehensive and durable fabric of guardrails.

What Learning Entails
As we consider applying this design principle, it is important to keep in mind what learning entails
and what it does not. In the decision context, learning is about guardrails that help individuals
improve their decision-making. That suggests change. But as we saw in earlier chapters, critics point
out that regulatory regimes often stabilize the status quo, limiting change and protecting the existing
distribution of power. For instance, social psychologist Shoshana Zuboff argued that a digital-age
variation of capitalism is reflected in the rules and regulations that our society has put in place.27

Legal scholar Katharina Pistor showed how law transforms assets, such as land and knowledge, into
capital, thereby steadying a particular economic system.28 This echoes earlier critical scholars who
highlighted the role of law in preserving and perpetuating the might of elites in societies.29 If law is so



ossifying, how does that align with formal guardrails enabling change through learning?
It would be easy to cast aside this question by contending that design principles focus on guardrail

mechanisms—how we govern—rather than the ultimate values and goals we aim to achieve with
them. But that would be simplistic. At some level, there is significant alignment between the critics’
views and ours. Both we and these critical observers understand law as a social construct with
distinct qualities. Throughout this book we have talked about social guardrails and have recognized
law as part of them. For us, law isn’t some exogenous normative system, but the product of social
dynamics that continue to shape it. We’ll return to this line of thought in the final chapter.

Even as we see guardrails as social constructs, we also acknowledge that the three design
principles are not value-neutral. When we say that good guardrails are anchored in the social, we
imply more than that they are the product of social processes. We suggest normatively that linking
guardrails to social processes and institutions is valuable for a species that has historically gained
much through cooperation and collaboration. Similarly, the importance we assign to individual
volition reflects a particular worldview that is likely at odds with more collectivist perspectives.
And while learning implies change, such change takes place within the system—building on the past,
rather than radically breaking with it.

Empowering individual decision-making, anchoring this process in the social, and enabling
learning at all levels are key design principles for good regulatory solution spaces as well as the
appropriate guardrails that stem from them. These principles aim to improve decision-making; but
equally, they also reinforce humanity’s focus on decisions as the means through which we interact
with the world and make our own role in it matter.

To the extent that these principles are expressed in law, they arguably explain its success as a
system shaping human decision-making. But law has no natural monopoly on them. Anthropological
and historical research has discovered that social norms and informal community rules can similarly
empower individuals’ decisions, connect to society, and enable learning. 30 From the perspective of
decision-making, the type of guardrails and solution spaces matter less than how well they reflect
these three principles. This brings us back to the question of how to best govern in the decision
context.

Cyberlaw Revisited
In chapter 2, we described how the meteoric early ascent of the Internet challenged the foundations of
modern law—a governance system designed for an analog, but text-based, world. Modern law moved
away from earlier concepts of law as a complex mosaic of personal guardrails and instituted a more
coherent set of rules applying to most individuals within a defined geography. Being anchored in
space and time gave law comprehensive reach and the impression of uniformity. But law failed to
adapt swiftly enough to the needs created by the speed and breadth of the Internet’s rise. Technical
solutions—ostensibly incorporating law’s aims—were put in place, but failed because they
optimized on proxy goals. Put metaphorically, technological governance reached its target faster, but
it turned out to be the wrong destination.

This doesn’t mean that technology has no place in the governance of decision-making. Quite the
contrary, as we shall see, especially in chapter 9. But it does suggest that technology is no



replacement for the variety of social guardrails that shape the human decision space. The reason is
linked to the need to imagine solution spaces, rather than rely on fixed sets of concrete guardrails—
and the importance of the guidance provided by the three design principles we discussed in this
chapter.

If technology isn’t the answer, how should we approach the challenge to conventional guardrails
posed by global digital networks? How can social guardrails, including law, evolve? To us, the
answer is conceptual (and by now, we hope, clear). Earlier attempts to transition social guardrails
into the digital age failed because, by privileging principles such as reach, effectiveness, and
consistency, we disconnected the qualities we designed our guardrails for from what we ultimately
hoped to achieve with them. The remedy is not to make guardrails behave more like a technological
fix—fast, efficient, comprehensive—but to revert to the design principles that stem from what we
want guardrails to achieve: individual empowerment, anchorage in the social, and the facilitation of
learning.

In the following chapters, we explicate how this could work, how many of the necessary elements
are already in use, and how guardrails, when taken together, can evolve into useful governance
systems that are effective yet maintain the design principles we value. But before that, we need to
appreciate a further, crucial design element.



7

SELF-RESTRAINT

Kaprun, access point to one of the Alps’ most famous skiing regions, is a dream destination for sport
fans. It is also remembered as a place of human tragedy. On November 11, 2000, 162 passengers
boarded a funicular train for an early morning trip to the slopes through a tunnel in the mountain. An
electric fan heater in the unattended cabin at the lower end of the train caught fire and caused an
emergency stop about two thousand feet into the tunnel. The fire, fueled by leaking flammable
hydraulic fluid from the brake system, spread so rapidly that it turned the tunnel into an inferno.
Passengers caught in the train, with exit doors blocked, tried to escape by smashing the shatter-
resistant windows. A group of twelve at the rear of the train successfully broke a window with a ski
pole. Moments later, the conductor managed to unlock the doors manually, giving the 150 passengers
who were still trapped a way to exit. Sadly, all 150 in this larger group lost their lives. Only the
twelve passengers from the rear of the train survived.1 What changed the fate of these twelve
passengers?

One decision. Counterintuitively, the twelve who survived ran down the steep incline. In contrast,
the far larger group ran upward to get away from the burning funicular—and perished. One person
was decisive in the direction taken by the twelve survivors: a volunteer firefighter with twenty years
of experience. Given his training and knowledge, he immediately realized what everyone else missed
in this life-or-death situation: that the steep tunnel was acting like a mega chimney, sucking oxygen in
from the bottom and pushing lethal smoke, heat, and the fire upward. If there was a way to survive, it
was by running downward, even if that meant running the risk that the burning train might come
crashing down the tracks.

The disaster has many more dimensions, and resulted in years of litigation. But for our purposes,
we offer this short recount as a powerful demonstration of a fundamental point about human decision-
making: Decisions are deeply shaped by the information that individuals have at their disposal. To the
great fortune of the survivors, the volunteer firefighter had internalized one critical piece of
contextual information and used it; that turned out to be lifesaving.

The decisions we make are the result not only of what is in front of us at a given moment in time. In
ways often less visible, they are shaped by previous information that has accumulated. As with the
hero in the Kaprun disaster, what we already know and have experienced so far permeates our
understanding of our options right now and the actions we may take based on it. In a fundamental
sense, human decision-making is inherently linked to where we came from and who we have become.
It may be individual but is embedded in a broader social context.

Our life experience is full of examples that prove the point. The current weather and traffic
conditions shape how fast or slow we drive the car. Whether I’m willing to accept an unfavorable
fare for a transatlantic flight depends on the purpose of the trip. How much information I need before
arriving at a decision depends on how much time I have available to do the research. And so on.



Context also shapes how we think about our own and other people’s decisions. When people disagree
about a decision made in the past, the root cause might be less in the outcome of the decision than in a
different understanding of what constitutes the relevant context in which the decision took place—or
arguably should have taken place. Such disputes may get particularly thorny when folks lack the
ability to at least recognize different contexts in which decisions have taken place, and that their own
understanding might be different.

In short, context is challenging. Fortunately, guardrails can help us to deal with context—but that,
too, is far more complex than one would think at first sight. The first set of complications arises when
operating within guardrails tailored for a specific context.

In one recent case, a person exercising the right to be forgotten (RTBF) asked Google to remove
links to an article that contained a satirical, photoshopped picture together with a local politician.2
According to European law, the search engine must comply if the links in question are “inadequate,
irrelevant or no longer relevant, or excessive.”3 What sounds straightforward on paper turns out to be
tricky in practice. The question whether to remove the link hinges on a balance between the local
politician’s right to privacy and data protection, and the public’s right to access information. In the
landmark Google Spain judgment, the European Court of Justice provided some guidance on how to
weigh these competing interests.4 Contextual issues—such as the nature of the information in question,
its sensitivity for the data subject’s private life, and the data subject’s role in public life—matter a
great deal. Context can be assessed only on a case-by-case basis.

A similar pattern plays out where legal or ethical guardrails demand that customers, clients,
patients, and so forth are properly informed to enable them to make good decisions. How much
information and what kind of information needs to be shared are shaped both by the information needs
of the individual and the context in which the interaction takes place. If an attorney seeks advice from
another attorney to evaluate the prospects of litigation, the information they need will be different
compared to that for a layperson. If a patient lands in the emergency room after a car accident and
time is of the essence, it is okay for the physician not to go into the same level of detail about possible
risks of treatment as they would with a scheduled medical procedure.

But the contextual challenge runs even deeper. Guardrails are not only inevitably confronted with
contextual factors that may hamper their effectiveness in a given situation. Complicating matters even
more, guardrails emerging in one specific context might shape decisions in entirely different contexts
down the road. The Kaprun tragedy offers a glimpse at this phenomenon. The fact that the volunteer
firefighter had a crucial piece of information available on a ski trip was interlinked across time and
space by the tough training routines, protocols, and drills that together form the decision-making
guardrails aimed at steering firefighters’ decisions when they are on duty. Those passengers who
were not privy to experiencing the same guardrails died.

This chapter offers a closer look at some of the main strategies available when guardrails cope
with the multifaceted challenges emerging from the inherently contextual nature of information and
decision-making—characteristics we encountered in previous chapters. This chapter examines in
greater detail what we might do from a guardrails design perspective to address the context problem.
Unfortunately, we can’t offer an easy solution. To the contrary, the following sections will reveal that
some of the most intuitive strategies we might deploy are destined to fail. What is needed is a more



radical reframing of the problem. As an alternative future pathway, we propose self-restraint as a
final design feature of future guardrail regimes, which refers to a guardrail’s built-in capacity to tame
its own power to enable better decisions.

Mixing Oil and Water
Whatever form guardrails take—from technical filters for hate speech (as we detailed in chapter 3) to
legal norms such as the European RTBF—they inherently generalize across contexts and individuals
to be able to steer. Human information processing and decision-making pose a unique challenge for
guardrails compared to other subjects that need “steering” through some sort of mechanism—whether
it’s automobiles on the street, food in the stores, or something as complex as genome editing in the
field of biomedical research. In some ways it’s like mixing oil and water: All guardrails need to
generalize, while information and decision-making are inherently contextual and individual. The
tension becomes more acute when a lot of information needs to be governed on which decisions will
be made.

One of today’s most vexing problems in selecting effective guardrails for online platforms is that
information that seems OK in the context where it’s been published might not be OK in another
context where it’s received and processed. This problem has long been in the making. Since the early
days of the World Wide Web, courts and lawmakers across the globe have struggled with it. As far
back as 1996, in an article titled “Sex on the Internet,” The Economist asked a quintessential
question: “When Bavaria wrinkles its nose, must the whole world catch a cold?”5 The author of the
article wondered about the implications of a widely reported case in which Felix Somm, director of
CompuServe Germany, was indicted (and later convicted), receiving two years’ probation, because
the German subsidiary helped the US mothership to disseminate newsgroup content to German users
that was illegal under German law. (Mr. Somm was ultimately acquitted on appeal based on a change
in German law that constrained legal liability.) Despite such early warnings that contextuality matters,
large social media companies went ahead and built billion-dollar businesses that expanded the
problem by orders of magnitude, with resulting social costs largely externalized.

To be sure, the “oil and water” problem of designing information and decision-making guardrails
isn’t limited to the digital world. The same pattern plays out on a much smaller scale in the domains
where the contextual challenge doesn’t involve big tech companies. In medical research and care, for
instance, professional bodies have come up with increasingly detailed guidance on how to live up to
legal requirements concerning risk disclosures, advocating for an increasingly patient-centered
approach. In consumer protection, legal norms have become more granular in an attempt to
“contextualize” requirements by listing in more detail the type and quality of data that need to be
disclosed. Recent regulation in Germany concerning digital products, for instance, expanded the
information that needs to be provided to include information about updates that affect the functionality
of the goods or compatibility and interoperability.6 According to general principles of consumer
protection law, this information must be shared “in a clear and comprehensible manner.” What that
means, yet again, is left to the seller, who must take into account the characteristics of the context in
which the negotiation with consumers takes place.

No matter the environment, governing information for decision-making faces the challenge of



balancing between generalization and individualization, between abstraction and contextualization.
Large online platforms such as Facebook and Google, however, have put the problem on steroids. By
offering literally billions of people from diverse backgrounds access to information, disseminated
over global networks, they have not only flattened the world, but also systematically decontextualized
some of it. In pushing out information across borders and boundaries, social media can strip local
context away from a particular news story, user-generated video, or other snippet of content. The
promotion of “friendships” and “groups” on these platforms can be seen as attempts to recreate some
connective tissue, to establish some shared context, but they are only crude fixes. After all, in the
attention economy algorithms power news feeds or search results in ways that maximize profits, not
preserve context.

The ensuing challenge is a daunting one: Online platforms are massive de-contextualization
engines—yet the pressure is on to reestablish some context when it comes to the decision-making
challenges at the core of this book. The problem has grown so big that humans alone are unable to
cope with the flood of decision-relevant information circulating online: Managing these tensions in
the data age increasingly requires the use of advanced machine learning and other AI techniques. But
even the best AI, at least in its current state of development, isn’t sophisticated enough to have a
sufficient understanding of context in the large number of cases that aren’t clear-cut. Despite all the
progress made, and despite resource constraints, human assessments are needed to make sense of the
contextual and individual dimensions of information and decision-making.



Failing Strategies—Part I
How to build context awareness at scale is arguably one of the biggest design challenges in the world
of guardrails. Whether deploying technology, law, social norms, or any other instrument to shape
human action, the permeation of human information flows and decision-making with contextual and
individual elements ultimately determines how effectively guardrails can steer behavior. The two
main strategies that can be used to push this barrier and tailor guardrails to context rely on “more”:
adding more and finer grained rules to capture more and more contexts; and adding more “smart”
technology to try to triage between clear-cut and not clear-cut stuff.

Over the past few decades, we have witnessed an incredible growth in new regulations and laws.
Whether taxation, compliance, environmental, or labor law, new rules seem to hit us at an
accelerating pace. This increasingly finely woven web of norms seeks to address the ever-growing
number of guardrail problems in more and more detailed ways, tailored to increasingly narrow and
specific contexts.

Common sense tells us that highly interconnected societies go hand-in-hand with more and more
complex legal rules, and science confirms it: Based on a network analysis of federal legislation of the
United States and Germany, an interdisciplinary team of researchers was able to demonstrate an
“extensive growth in legal complexity as a function of volume, interconnectivity, and hierarchical
structure of the legislation …—evidence that the highly industrialised countries we study seek to
manage behavior by building increasingly complex bodies of legal rules.”7

The overall growth of the universe of legal guardrails is driven by a trend toward norms that are
tailored to a particular kind of situation. We’re witnessing a flood of new rules that seek to address in
increasingly fine-grained resolution particular instances of human decision-making and govern the
information involved in them. Food safety and food labels are a case in point. The current version of
the FDA’s Food Labeling Guide, which helps to concretize the FDA’s laws and regulations, is 130
pages long, addressing an incredibly rich array of issues: “Would a strawberry daiquiri mix have to
bear a percent juice declaration?”; “How do you declare the ingredients in a food when the food
itself is made from other foods containing multiple ingredients?” The array of norms, level of detail,
and range of specific situations addressed is astonishing.8

Alongside more tailored and granular substantive rules, it is becoming common to get more
specific when regulating the process of decision-making. Consider norms that offer protection to
consumers, for instance against unfair terms in consumer contracts. Designed for the analog world,
these rules served well over decades—until doing business online created new dynamics. The
European Union recently enacted a sweeping new consumer rights directive to enhance consumer
trust, with procedural safeguards to regulate online contracts—ranging from managing the flow of
information to governing the process of withdrawal from such contracts.9 In similar ways, the past
few decades have brought us more and more process rules governing decision-making in areas as
diverse as drug development, civil litigation, or international business transactions. The aim is to
nudge outcomes toward socially desirable results by making norms and regulations more contextual.

Some argue that we’re only at the beginning of a norm explosion. Experts predict a “golden age of
regulation,” with further waves of regulation focused on information and decision-making in the
digital realm, ranging from upgrades to consumer protection, data privacy, and competition law to



entirely new AI legislation.10 To quote Microsoft’s president Brad Smith, “the 2020s will bring to
tech what the 1930s brought to financial services.”11 In anticipation of more and more detailed
regulatory requirements, many large companies already plan to make big investments in growing their
regulatory teams (at the time of writing, the head count at Microsoft’s legal and corporate affairs unit
had just grown by 20 percent in the past fiscal year alone).

Enacting more and more granular norms is one approach to cope with the “oil and water” problem
of information and decision-making guardrails. Another one is to deploy advanced technologies when
applying general norms to specific cases.

As described in chapter 3, Meta is using machine learning techniques and other AI methods to
make content moderation more context-sensitive. The same tools are used across industries by
companies as diverse as the New York Times, Amazon, and Zurich Insurance to address a series of
problems ranging from hate speech to resource optimization that pop up as contexts shift and at times
collapse in the digitally connected age.12 AI is increasingly deployed to apply general norms—such
as laws, corporate policies, terms of services, or insurance terms—to individual cases on a large
scale.

Not only companies, but lawmakers too have started discovering technology as a means to apply a
growing number of legal requirements to specific contexts of information and decision-making. Three
examples from Europe demonstrate the idea. The recently overhauled EU Copyright Directive
imposes an obligation on large online platforms such as YouTube or Facebook to monitor content
posted by users for copyright infringements.13 In practice, such preventive monitoring relies on the use
of software filtering tools, resulting in a de facto mandate to use such technologies. The new
European regulation to combat the dissemination of terrorist online content requires platforms to
remove terrorist content within one hour of having received a removal order from the authorities;
many civil society organizations see this as incentivizing online platforms to use automated content
moderation tools, including upload filters.14 And the EU Code of Practice on Disinformation—which
has been agreed to by platforms such as Google, Meta, Microsoft, and TikTok—includes a
commitment by the companies to invest in technical tools “to prioritize relevant, authentic and
authoritative information where appropriate in search, feeds, or other automatically ranked
distribution channels” and to develop tools that make it easier for people to find diverse perspectives
about topics of public interest.15

Unfortunately, such government-induced technical approaches share the same challenge as social
media companies have already experienced in their own use of technologies for content moderation:
Assessing the context in which information flows and decisions take place remains an area where
humans have an advantage over machines. A case in point is the fight against online piracy, as a story
from the other side of the Atlantic illustrates.

The Digital Millennium Copyright Act (DMCA) is an important piece of US legislation.16 It was
enacted in the late 1990s to “upgrade” copyright law from the analog to the digital world. Among the
problems it addresses is users sharing music clips, movies, and other copyrighted content illegally
over platforms such as YouTube. In what was at the time an innovative move to promote the growth
of online businesses, it provides platforms with immunity from liability stemming from illegal acts by
their users as long as they meet certain requirements, such as expeditiously removing copyrighted



material once they receive a valid takedown notice from the copyright owner, and terminating the
accounts of users who are repeatedly accused of infringement.

For large platforms, it’s far from trivial to uphold this legal requirement—for example, YouTube
has to deal with 500 hours of video being uploaded to the platform every minute.17 YouTube
developed a sophisticated system called Content ID to ensure compliance with the DMCA at scale.18

If a video is uploaded to YouTube, it is scanned against a database of files that have been submitted
by rightsholders. If there is a match, the whole video gets blocked from view. Or the rightsholder can
decide to “monetize” the video by having ads placed on it or by claiming the revenue from the ads
already on it. In some cases, they will share the revenue with either the video creator or other
rightsholders who have matches. They may request that the video’s viewership stats be shared with
them. Rightsholders can choose any of these penalties to be automatically applied, requiring no
further action, unless the video creator wants to challenge the match, in which case a rather
complicated process kicks in.

According to YouTube, 98 percent of copyright claims are handled through Content ID, which is
equivalent to more than 122 million claims per year.19 Yet again, one of the limits of the system is to
understand the context in which a piece of content is shared. “Fair Use” is a case in point; it is a legal
doctrine in the United States that says that someone can re-use copyright-protected material without
getting the rightsholder’s permission under certain circumstances.20 What these circumstances are is
the tricky part. It requires analyzing and weighing four factors, including whether the use adds new
meaning to the original or just copies from the original. For instance, it may be “fair use” to share a
music clip in the context of a review, as an illustration in a historical piece, or as a demonstration in a
lecture on copyright law and fair use. But Content ID can’t determine whether this kind of context
applies.

The takeaway so far: The contextual nature of human information exchange and decision-making
creates a challenge to every system of guardrails. Attempts to “maximize” the reach of guardrails by
getting more and more contextual and adding ever finer-grained rules or more sophisticated
technologies when enforcing the general rules will only take us so far. Whether it’s through the means
of law or technology, there are limits to how context-sensitive attempts to shape human action can
ultimately be. At the end of the day, steering collective matters through guardrails necessitates some
degrees of abstraction and generalization.



Failing Strategies—Part II
Another approach to the challenge of context is to ignore it altogether. Instead of tailoring guardrail
systems to an ever-increasing number of specific contexts, this approach superimposes very broad
“catch-all rules” to regulate human behavior. This path is particularly troublesome if we care about
human flourishing. The fate of Shi Tao Shi, a Chinese journalist and writer, clearly depicts this.21

When Shi Tao received a letter from the Communist Party in 2004, he was probably not aware that
it would mark a life-changing event for him and his family, putting him in jail. And it’s safe to assume
that he couldn’t have anticipated that the events that followed would later serve as a lesson in a book
on decisional guardrails. The document sent to Shi Tao ordered journalists not to report on the
upcoming fifteenth anniversary of the Tiananmen Square massacre of pro-democratic protesters in
Beijing and other cities. While entirely in line with the Communist Party’s approach to strict media
regulation, the message was a major provocation in the eyes of pro-democracy activists in China and
abroad. Shi Tao didn’t want the order to go unnoticed. To raise awareness, he used his Yahoo! email
account to post an anonymous message describing the order on a Chinese-language pro-democracy
website based in New York.

The consequences were dramatic. One and a half years later, Shi Tao was arrested under Chinese
state security laws on the charge of revealing state secrets and sentenced to ten years’ imprisonment
for leaking documents abroad. Shi Tao’s defense that he was unaware that an official memo was
considered a state secret didn’t help. Much to his detriment, the Chinese Law on Guarding State
Secrets contains extremely broad and widely ambiguous provisions that allow the government to
classify state secrets—even retroactively and without any judicial oversight.

What happened to Shi Tao is first and foremost a tragedy on a human level. But it can also teach us
something about the damage “catch-all” guardrails can do. Shi Tao’s detainment is a prime example
of a dangerously broad and vague guardrail that ignores all context. The risk that law as a particularly
powerful instrument in the guardrail arsenal can turn against people is especially real in—but
unfortunately no longer exclusive to—political environments where the government is understood to
be above the law, with the ability to create and execute law to preserve its own power, when
necessary, regardless of the effect it has on people’s human rights.

An Alternative Path?
Human information and decision-making processes are difficult horses to catch. As we have seen, the
dominant approaches to steer human action—more and more rules and more and more technology to
implement them—can’t really solve the contextual challenge. Instead, putting guardrails on speed
begins to reduce rather than foster human flourishing the more contexts it seeks to enclose. The
extreme alternative approach, a “catch-all” disregard for context, is even worse. It is bound to violate
human rights and have devastating effects on people, as the Shi Tao saga demonstrates so
dramatically.

The problem with both approaches is that they recognize no boundaries. Granted, one might argue
that it’s again simply a matter of balance, like almost everything in life. When designing guardrails,
couldn’t one just locate a middle-ground position between “too granular” on the one and “too
general” on the other end of a spectrum—a sort of guardrail optimum, in other words?



What sounds plausible in theory turns out to be infeasible in practice. Unfortunately, optimization
problems are hard. Throughout this book, we have described a wealth of instruments available in the
toolbox that we can put to good use when dealing with issues of the data age. But the Swiss Army
Knife quality of these tools, when combined with the growing list of problems in the digital age that
deserve attention, creates another problem: It makes so many combinations possible that it becomes
virtually impossible to say what the optimum use of these tools would look like.

To get a sense of how optimization problems can become quite difficult very quickly, consider one
of the hardest calculation problems a computer can encounter. The story takes us back to a small book
published in 1832 in Germany, an early version of a business self-help book; or as the title framed it,
“how he must be and what he should do in order to … be sure of the happy success in his business.”22

The book was aimed at traveling salesmen, and described a situation later famously known in
mathematics as the “traveling salesman problem”: For a salesperson with a map of cities and roads
connecting them, what’s the shortest path for her to travel to every city and return home? It sounds like
a relatively trivial issue, but the simplicity is deceptive—it turns out to be an extraordinarily complex
problem, as there’s no quick solution to calculate the many alternative routes and compare them. The
math that supports solving this puzzle gets rapidly more arduous as you add new cities. The current
record in figuring out this algorithmic problem, using cutting-edge twenty-first-century computing
power, is limited to calculating the shortest route among just twenty-two cities.

Now, let’s apply this to the problem of guardrails. The traveling salesman problem looks almost
trivial in comparison to the universe of “routes” guardrails can prescribe—the combination of issues,
connections, techniques, etc.—to address matters of human behavior. Whether for good or bad, no
guardrail optimum can be calculated by a machine using some magical formula. It’s a problem far too
big for even the most powerful computers. We must accept that we can’t determine what the optimum
is when it comes to guardrails and decision-making.

Instead, we propose an alternative pathway—a reframing of the problem, if you will. Absent a
calculable, fixed optimum of regulation, we should build capacities into guardrails that both force and
enable us to continuously question and negotiate where the equilibrium is. We mentioned an
illustration of this idea in the previous chapter, when we explained how ICANN was able to learn not
just at the level of decision-making but also at guardrail adjustment.

A necessary precondition for such a system that embraces learning rather than a maximum
approach when seeking to influence human action is self-restraint. Borrowing a line from John
Milton’s epic poem “Paradise Lost,” self-restraint is “[t]he rule of not too much.”23 It’s moderation,
in thought and action.

Rooted in ancient Greek philosophy, self-restraint was described by Plato and Aristotle as one of
the Athenian virtues. Roman philosophers advocated for the similar idea of temperance as a virtue, as
opposed to love of pleasure. A millennium later, Thomas Aquinas referred to temperance as a
cardinal virtue. Another five hundred years after that, German philosopher Immanuel Kant made the
case that temperance is a core element of any human being’s potential, linking the notion of
moderation to self-control and calm deliberation. Over the centuries, self-restraint has been praised
in philosophical and religious thought—and most recently celebrated in the positive psychology
movement. What sounds lofty at first also has immense practical relevance in the context of human



decision-making. Quite literally, self-restraint can tip the scale for peace over war.

Why Self-Restraint Matters
On September 26, 1983, Russian duty officer Stanislav Petrov single-handedly saved the world from
a nuclear war through an act of self-control and calm deliberation. In the early hours, the Soviet
Union’s early warning systems went off, indicating that the United States had launched a missile
strike. Petrov was the responsible duty officer. It was his job to pass on this computer-generated
notification of attack to the military command and political leadership. And he knew what would be
likely to happen if he did: The Soviet military would retaliate immediately with a nuclear attack on
the United States. Petrov suspected, from various clues, that the notification might be a false alarm
caused by a glitch in the system. In what he later described as a 50:50 chance, he decided not to send
the report up the chain of command—an act of moderation that saved the world from a nuclear
disaster.24

The practical value of self-restraint in high-stakes decision-making was also demonstrated by a
briefing given by Defense Secretary William Perry on June 16, 1994, to US president Bill Clinton
and his National Security Council. It was thought that North Korea might imminently attack South
Korea, and Perry had asked military staff to come up with scenarios to defend South Korea. One
option involved a preemptive surgical strike against one of North Korea’s nuclear facilities. Perry
exercised self-restraint by choosing not to share that plan with Clinton, because—as he later
described—he concluded that it was too likely to start a war with unimaginable consequences for the
Korean peninsula.25

Petrov and Perry—two extraordinary individuals with a deep sense of humility—exercised self-
restraint by not passing on information that was intended to serve as a basis for likely decisions with
potentially disastrous human consequences. They lived up to the virtue of temperance in the spirit in
which Immanuel Kant framed it. Both stories demonstrate how acts of self-restraint influence future
decisions. Most important from a design perspective, they point to a crucial possible feature
concerning guardrails for human decision-making. Luckily for humanity, the policies and procedures
of the Soviet military didn’t specify exactly the time frame in which the duty officer had to report a
system alarm. Similarly, institutional practices afforded Perry a level of discretion and responsibility
in his role as Defense Secretary. It was these guardrail features that enabled the protagonists to
exercise self-restraint.

Looking back, it was perhaps just good fortune that Petrov and Perry thought they had some leeway
to exercise self-restraint. However, as we look forward and imagine future guardrails for human
decision-making in a world full of discontinuities, we should take seriously the lessons offered by
these stories. In addition to nurturing the virtue of self-restraint in people, we should pay closer
attention to how we can design guardrails that offer spaces and mechanisms for self-restraint in
support of better decision-making. The bad news is that despite a two thousand plus–year history of
exploring the virtues of human temperance, no comprehensive blueprint has emerged that
demonstrates how to design such systems. The good news is that we might find at least some starting
points by way of inspiration when looking at the law.

One of the biggest design challenges for the law is how to maintain legitimacy over time—and one



of the biggest risks is overplaying its own power. In a long evolutionary process, the legal system has
developed various mechanisms—think of them as an equivalent to fuses—to mitigate the risk of
overreach. A particularly vivid illustration of both what’s at stake and an important type of self-
restraint involves a story of power struggles in the early period of US democracy.

Inspiration from Law
The US election in 1800 was fought between incumbent president John Adams of the Federalist Party
and challenger Thomas Jefferson, who favored decentralization of power from the federal
government toward the states. Jefferson won the election, but Adams would still be president for a
few weeks before Jefferson was inaugurated. In that time, the outgoing Federalist Congress made a
bold move to try to preserve the party’s legacy by sabotaging the legislative agenda of Jefferson’s
party. It passed a law to create new circuit judgeships, and outgoing president John Adams proceeded
swiftly to fill the positions. By the time Jefferson took office, all of the formalities for these “midnight
appointments” were completed except for one final step, which required that some documents signed
by the president were delivered to the appointees.

Jefferson ordered his Secretary of State, James Madison, to withhold the documents. William
Marbury, a Federalist Party leader from Maryland, was among the individuals President Adams had
tried to appoint. When he did not receive the documents, he decided to bring an action against
Madison in the US Supreme Court.

The Marbury case created a serious dilemma for the Supreme Court, which itself was a
manifestation of federal power—the very issue over which Jefferson and Adams were disagreeing.
Indeed, the Supreme Court was seen at the time as “the last Federalist stronghold of the national
government.”26 On the one hand, the law passed by the outgoing administration was clear—it imposed
an obligation on Madison to deliver the documents to Marbury. If the court didn’t recognize that, it
would lose credibility. On the other hand, the Justices worried that if they instructed Madison to
deliver Marbury’s commission, and he ignored them, in practice there would be nothing they could do
about it. The federal judiciary would look completely powerless.

Chief Justice Marshall found an unexpected way out of the dilemma: In a clever move, he relied on
the legal system’s built-in capacity for self-restraint. The Court found that Marbury’s appointment
indeed created a right protected by law and that withholding his commission was violating this right.
However—and here the self-restraint kicks in—the Chief Justice also found that the Supreme Court
didn’t have the power to direct Madison to deliver the commission, because a piece of legislation
that seemingly authorized the Court to do so was inconsistent with the Supreme Court’s authority as
detailed in the US Constitution.

Against this backdrop, the Chief Justice embraced the opportunity to address a fundamental
question that had been lurking in the shadows for some time: Was a law enacted by Congress that
turns out to be inconsistent with the Constitution valid or not? Marshall’s response was twofold: He
concluded that such a law was invalid, and—even more consequential with respect to the Supreme
Court’s power—that courts were the appropriate bodies to decide whether or not a law enacted by
Congress was in conflict with the US Constitution.

Marbury is one of the Supreme Court’s landmark cases.27 The Chief Justice’s genius in using self-



restraint as a power move to defuse a tricky political dilemma has been widely acknowledged in
legal scholarship and beyond.28 But the story also reveals a strategic dimension that sheds light on the
promise of self-restraint as a design of future guardrails for human decision-making. By self-imposing
limits on how far guardrails reach, by narrowing down from within the system the contexts to which
the instruments in the toolkit apply, the legitimacy and effectiveness of the guardrail system itself can
be maintained or at times even enhanced. Conversely, if guardrails push too far—for instance by
embracing too many contexts and issues—it runs the risk of losing the legitimacy that’s at the core of
the power it needs to “steer.” Viewed from that angle, self-restraint is a form of power.

As surprising as Chief Justice Marshall’s move was, self-restraint is part of the very fabric of law
—it’s central to what makes law such a special type of guardrail. The rule of law itself is the most
fundamental overreach-protector. It has been around as a core principle at least since the ancient
Greeks. As with most legal concepts, it has many meanings and serves various functions—but at its
core is the demand “that people in positions of authority should exercise their power within a
constraining framework of well-established public norms.”29 For instance, the rule of law requires
that law operates through a set of norms that are available as public knowledge, or prohibits the law
from overreaching through backward extension in time.

Despite its deep philosophical anchoring, self-restraint should not be taken for granted as a matter
of practice: Law is an extraordinarily powerful tool that can be—and some argue often is—
instrumentalized by those in control. The temptation to accumulate excessive power by (mis-)using
the law is not limited to nondemocratic states as in the Shi Tao case. Legal scholars in the United
States are currently sounding the alarm that the conservative majority on the Supreme Court has
started to throw overboard some of the self-restraining norms that have counterbalanced the Court’s
vast power since Marbury. The lack of practiced self-restraint leads to a shift of power away from
Congress, the administration, the states, and the lower courts toward what might be the advent of an
“Imperial Supreme Court,” with serious risk of damaging core democratic principles.30

Both the present-day threats and the long history of law make clear that self-restraint is a guardrail
design principle that needs normative commitment, constant improvement, and actual practice. In the
course of four thousand years of the law’s development, legal actors have recognized again and again
both the magnitude of its power and the risk of overreach, leading to the emergence of a diverse set of
distributed mechanisms to prevent it from becoming all-encompassing. Current proposals in response
to the power grab by conservative Supreme Court justices, such as changes to the number and tenure
of justices on the Court and limiting its subject matter jurisdiction, stand in this long-term tradition.31

Wealth of Mechanisms
Law’s continuous quest to restrain its own power, encapsulated in the principle of the rule of law,
can serve as a lodestar when designing systems of guardrails that aim for a viable rather than an
optimum level of control when it comes to guiding human decisions. One of law’s most remarkable
features is that the mechanisms of self-restraint are distributed across various domains, including
substantive and procedural norms, and across the entire hierarchy of norms, all the way from local
ordinances up to the level of the constitution. To compensate for the impossibility of determining an
exact optimum of regulation, the legal system’s embrace of a broad range of self-restraining



techniques means the quest for the appropriate choice always remains a work in progress.
The wealth of self-restraint mechanisms embedded into law serves a variety of purposes in

support of better human decision-making. When courts exercise juridical self-restraint, it is not only
to secure their legitimacy over time and keep democratic principles intact: By narrowing down the
aspects of a case on which it decides, a court limits the extent to which future courts will be bound by
the precedent it sets. This reflects a principle of good decision-making familiar from cybernetics:
Make decisions today in ways that leave open the greatest number of options for decisions in the
future as circumstances might change.32

Other self-restraining mechanisms in law are designed to prevent geographic overreach, including
the concept of jurisdiction. Personal jurisdiction, for instance, refers to rules that help determine
whether a court has the power to make a decision regarding the party being sued in a case. Legislators
have voluntarily created norms that limit the jurisdictions of their courts—an act of self-restraint
that’s particularly significant in the age of globalization. The EU, for instance, passed detailed
regulations to provide legal certainty to Europeans who are traveling or doing business in the EU but
beyond the borders of their home countries.33 The Internet has added another layer of complexity,
given that it connects so many people, places, and spaces. And again, the law responds to these
changes by offering a sophisticated set of built-in norms and practices to continuously “negotiate” its
reach. In functional terms, the concept of personal jurisdiction also ensures that courts with local
knowledge adjudicate a case—another safeguard aimed at bolstering good decision-making.

Law also embraces mechanisms of self-restraint to learn from alternative decisions. Federalism, a
form of governance in which the same territory is controlled by multiple levels of government, is a
case in point. Higher levels of government exercise self-restraint to leave room for lower levels, such
as states or cities, to govern issues of local concern. By limiting its own power, government at higher
levels accepts diversity within the system, which in turn can serve as a test bed for how to deal with
challenges down the road. In the realm of public policy as one form of decision-making—in areas
such as education, health, or policing—federal states can serve as real-world laboratories in which
different responses to common problems can be developed and tested.34 These learnings may then
become a source of guardrail innovation, as we will discuss later in this book.

Moving Target as a Feature
Let’s sum up. The Internet has made the world a smaller place, at least in some ways: Billions of
people—and even things—are connected across national boundaries, languages, and time zones.
Social media make us feel connected, for good or ill. But this feeling of being a citizen of a shared
global village is misleading in other ways. When it comes to information and decision-making,
context matters hugely. Whether or not information is helpful when making a decision depends on it.
The firefighter in the Kaprun drama was able to quickly assess a situation for which he was trained to
make the right decision and run in the right direction—a move that saved his and his followers’ lives.
No matter whether looking at life-or-death situations or problems of social media regulation,
contextuality poses a fundamental challenge to any system that seeks to influence information and
decision-making, as guardrails necessitate some levels of abstraction and generalization.

As we’ve discussed in this chapter, the mainstream strategies to deal with what we called the “oil



and water” problem are prone to fail. If a guardrail becomes more and more contextual and seeks to
address every constellation, it ends up losing its steering power altogether given the universe of
contexts out there. Conversely, if it moves into the other direction and generalizes too much to absorb
any and all context, it destroys freedom instead of safeguarding it. The crucial question then becomes,
Where is the optimum between these extremes? Bad news first. It turns out that such an optimum is
impossible to calculate—the number of issues and ways to go about them, given the depth of the
guardrail toolbox, is far too large to develop an algorithm that would produce a magical outcome to
show us where the optimum is situated. The good news, however, is that we can sidestep the
dilemma.

The key is self-restraint. The age-old guardrail mechanism called “law” teaches us that self-
restraint can serve to avoid guardrail overreach. It’s one way to prevent either “too much” or “too
little” context-awareness. As we look out for next-generation guardrail schemes that help us deal with
the realities of an increasingly discontinuous world, the law—with its deep reservoir of instruments
and techniques of self-restraint—can serve as a source of inspiration.

But it’s not only the richness of tools and techniques that can inspire us as we seek to design
effective guardrails in the light of ever-changing contexts. It’s also how these mechanisms are situated
with the guardrail system of “law” itself. Ultimately, it’s the combination of diversity and distribution
of such built-in mechanisms that’s so powerful. Taken together, it forces and helps us to keep
working toward a dynamic equilibrium of any attempts at steering human action. The fact that the
optimum remains a moving target that can never be reached is a feature, not a bug. It enables
innovative approaches to the seemingly never-ending onslaught of hard challenges in the decision
context. As the next chapter will show, it is precisely this diversity, built up over the course of
civilization, that offers hope when addressing some of the most difficult upcoming challenges of the
digital age.
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RANGE

Guardrails are boundaries. They mark out the space within which we can live our lives based on our
decisions and in pursuit of our hopes and dreams. Our everyday life experiences may suggest that a
guardrail is something that is set in stone—quite literally, in some cases. We might instinctively
associate the idea with something rigid like the steel railings along the side of the highway that aim to
lessen the severity of a crash by deflecting the vehicle back to the road and slowing it down. These
steel guardrails are designed to withstand the impact of a 10,000-pound load moving at 4 miles per
hour.

Some of the metaphorical guardrails we’ve been talking about in this book—not made out of steel,
but rather created in the minds of software developers or lawyers—are also generally conceived as
being inflexible. Have you ever tried to change the way your computer works? Not a chance, unless
you’re a programmer. Similarly, the prospects of success are fairly low when arguing that a speed
limit is just a flexible number as one is stopped by a cop.

But, as with other instances we mentioned, the reality is more nuanced. Different types of guardrail
systems are used on different types of highway, for instance; they can be mapped on a spectrum
ranging from rigid (concrete barriers) to semi-rigid (beam guardrails) to fairly adaptable (cable
barriers). Adaptability is also an important design feature when it comes to guardrails in the gestalt of
computer code. In the world of software development, programs and interfaces are increasingly
designed so that they are responsive to different contexts and user preferences. Check out your
favorite news website on the laptop and then on your mobile phone to experience the magic of
adaptive design. Legal guardrails, too, are less rigid than one might believe—and not just in the sense
of how questionable lawyers in popular TV shows “bend the rules” for their clients in the courts. For
decades, legal theorists have distinguished among different types of norm guardrails based on their
elasticity.1 Rules, standards, or principles are labels for boundaries that have distinct degrees of
flexibility in terms of how they seek to steer human behavior.

The opportunity before us is to embrace the fact that we can actively shape the design of the
guardrails that guide our decisions and lives, whether made out of steel, programmed on computers,
or born out of social interactions as in the case of law. In the preceding chapters, we made the case
for why it is so important and urgent to concentrate on design principles of future guardrail systems. If
we are accurate with our observation that we must make decisions as individuals and as groups in
and for a world that is increasingly complex and marked by discontinuity, we should think hard about
what sets the boundaries for decision-making over the decades to come.

We have reasoned that principles for guardrails can go beyond narrowness, rigidity, and
predictability. We contended that guardrails could be configured to open up diverse pathways in
human decision-making by bolstering the diversity of information that inspires human decisions. We
suggested that, as the contexts of our decisions begin to shift in the digital space, society would



benefit from guardrails that embrace and support decisional variability—an inherently human
capability that cautions against delegating decision-making too quickly to machines for the sake of
efficiency. We asserted that guardrails could make decisions be reversible by default, rather than set
in stone—or in the blockchain, for that matter. The discontinuities that come with the big challenges
of our time, from climate change to public health and social justice, will require us to course-correct
with increased frequency, and guardrails need to be designed to allow for such plasticity. Diversity,
variability, and plasticity aren’t replacements for narrowness, rigidity, and immutability. They
simply, yet powerfully, capture the broad spectrum of what’s possible—the solution space for
guardrails fit for purpose in the light of the challenges of our time.

Choosing suitable guardrails from the solution space is challenging, but we identified three design
principles that can help: individual empowerment, anchorage in the social, and the facilitation of
learning. Then, in the previous chapter, we proposed that any set of guardrails aimed at improving
human decision-making in the age of discontinuity needs to be aware of its own limitations and
incorporate mechanisms to constrain its reach. Only guardrails that are both flexible and have in-built
mechanisms to tame their own power will be able to safeguard human flourishing in the long run.

Our proposals are intended as starting points for a broader debate. The reality of human decision-
making is multifaceted and often messy, and so are the mechanisms, processes, and institutions that
shape and guide them. Confronted with an ever-growing list of challenges and evolving contexts of
decision-making, there is no one-size-fits-all guardrail that magically combines all the qualities we
desire. We should not hold out hope for a magic wand, perhaps a technical one, that will solve
everything. Instead we need to accept—no, embrace—a wide range of guardrail models and systems:
more tropical forest than English lawn, metaphorically speaking.

The good news is that we don’t need to start from scratch—we can build on past experiences and
existing foundations. Our discussion of guardrail features has already pointed us toward a deep
cultural reservoir of possible mechanisms and techniques that can be used to build next-gen
frameworks for decision-making. The stories in previous chapters have highlighted both inherently
social and highly technical elements that might be combined, mixed, and mashed to embrace qualities
such as individual empowerment, social linkage, the ability to learn and evolve, and self-imposed
constraint. Some of the guardrails that guide our individual and collective decision-making today
already include some of the qualities we propose for tomorrow’s world. Our job is to perceive and
amplify them as we come up with future-proofed guardrails and processes and institutions to
operationalize them.

This chapter expands on the theme of flexible guardrails and their operationalization by putting the
spotlight on a range of models and experiments that illustrate the breadth and depth of existing
mechanisms. It features four case studies from different domains and geographies that shed light on
some practical aspects of designing, implementing, and operating innovative guardrails. Along the
way, we will discuss both successes and failures of the “art and science” of guardrail-making. These
experiences may help us to flesh out the idea of iterative, adaptive, and flexible guardrail-making and
illustrate how they can be put into practice to support decision-making in the human context.

As already noted, no guardrail is perfect in the sense of combining all desirable qualities in an
ideal fashion. As with the stories in previous chapters, each of the case studies in this chapter



embodies a specific mix of the qualities we’re interested in. From a design perspective, we consider
this blended nature of guardrail systems to be an advantage. It gives us a sense of the degrees of
flexibility when putting guardrails into the wild. And it reveals the wealth of approaches in response
to distinct contexts and needs for guiding human decisions. Taken together, the following case studies
offer an opportunity to learn from past experiences while inviting us to use our imagination as we
figure out viable responses to the ever-changing decision-making problems the future has in store.

Progressing Security
Russia’s invasion of Ukraine in 2022 started in cyberspace, weeks before the first armed forces
crossed the border and pictures of tanks and dead civilians started flooding social media feeds across
the globe. In mid-February, US deputy national security advisor for cyber and emerging technology,
Anne Neuberger, took the stage at a White House briefing. She warned that large and widespread
cyberattacks against major Ukrainian banks and the government could set the stage for even more
disruptive cyberattacks accompanying the invasion of Ukraine’s sovereign territory.2

What in hindsight is remarkable about Neuberger’s briefing is not only that her prediction was
correct, but also that a top US security official communicated, in almost real time, details about
cyberattacks and their Russian origins to the public. Neuberger had previously served as a high-
ranking official at the traditionally super-secretive NSA. Her press conference was representative of
a remarkable shift in the lead-up to the war in Ukraine toward sharing information gathered by
various intelligence services more openly than before, in front of open microphones, and on the
record.

Also unusual was the speed at which US officials and their UK and Ukrainian counterparts were
able to attribute the cyberattacks publicly. While many details concerning the process of intelligence
gathering remain confidential, the events around the press conference make clear that multiple
national security agencies, private cybersecurity firms, and local and international networks were
involved in documenting and analyzing the attacks.3 An important node in the web of information
flows was an agile organization known as Ukraine’s Computer Emergency Response Team (CERT).
At the time of Neuberger’s press briefing—just a few dozen hours after the incidents—Ukraine’s
CERT released a detailed technical analysis of the cyberattacks based on information collected from
a variety of sources.4 Thanks to rapid coordination among different actors, both behind the scenes and
on public stages, it was possible to orchestrate effective cyberdefense measures to fend off serious
harm to the nation’s critical infrastructure.

These incidents demonstrate the importance of information sharing and coordinated action to
enable swift, reasoned, and competent decision-making in response to threats—and not only during
times of war. Cybersecurity requires that both known and unknown threats are identified on an
ongoing basis and that responses can be mobilized quickly to contain and neutralize them.

Cybersecurity, unfortunately, is a wicked problem that won’t be resolved anytime soon. The
challenge is fundamental and connected to a kind of “birth defect” of the Internet. Simply put, the
inventors of the Internet didn’t anticipate that it would become the technical backbone of a globally
interconnected society, used to store everything from personal information to corporate secrets and
national assets. That meant they didn’t see the need to design it with cybersecurity requirements in



mind. The underlying systems suffer structurally from technical security vulnerabilities—although
humans are often the weakest link (believe it or not, the word “password” still ranks among the ten
most popular passwords!).

Given that the Internet doesn’t have security baked into its DNA, it’s been a mission impossible to
make it bullet-proof against attacks like the ones carried out by the Russians against Ukraine—or
many others, though Russian hackers are both notorious and extremely skilled. As cybersecurity has
morphed from a niche issue to one of the top security priorities of the most powerful nations in the
world, societies have tried to find pathways to a more secure Internet. The hope that market forces
could help address the challenge has gone unrealized, as in the case of so many public good
challenges (like clean air or water). And cybersecurity policy hasn’t been much help either, as it
mostly relied on deterrence through guardrails in the form of criminal law, which is nearly
impossible to enforce when attackers are very difficult to identify and often reside in another country.

The challenge is amplified by the complexity of the socio-technological system we call the
Internet, with its distributed nature and global reach, interlinking billions of individuals,
organizations, and even things such as baby monitors and cars—each potentially creating
vulnerabilities that could affect the security of the overall system. It adds up to a nearly
insurmountable collective action problem, especially in cases when a rapid response is needed.
There’s simply no easy answer to the cybersecurity challenge—except perhaps pulling the proverbial
plug on the Internet itself, which of course is a non-starter.

Some of the most effective efforts to bolster cybersecurity have not tried to create a coherent
national or international legal framework, or a single set of universally accepted guardrails. Rather,
they have resorted to the types of networked information sharing and coordination mechanisms
highlighted in the Ukraine incident to facilitate the evolution of suitable guardrails through
information, experimentation, and mutual learning. Ukraine’s CERT—the agency designed to address
cybersecurity incidents, threats, and vulnerabilities through information sharing and coordination
among private and public sectors—is a case in point.

A first working prototype of such a coordination center was launched in the United States in 1988,
when the Morris worm took down 10 percent of the Internet. The original version of CERT was
hosted at the US Department of Defense–sponsored Software Engineering Institute at Carnegie
Mellon University, with the support of the Defense Advanced Research Projects Agency (DARPA). It
was designed to serve as a focal point for the computer security concerns of all Internet users when
an incident occurred.5 In practical terms, anyone who experienced a security problem could call the
CERT hotline to understand what happened and figure out how to handle it.6

The Morris worm was just the beginning. Cybersecurity incidents—from simple cases of
password hacking to more sophisticated attacks, such as distributed denial of service—became more
pervasive. CERT’s initial approach was reactive, helping users to deal with problems after the fact.
But something else was needed to better manage risks before they materialized. Working with
partners from industry, government, and academia in response management and coordination, CERT
decided to expand its mission and add proactive measures to its scope of activities. It started to
disseminate information about threats and vulnerabilities to help users make decisions about how
better to protect themselves. It also began to publish its own guardrails in the form of recommended



practices to reduce the potential of an attack.
This innovative model proved to be both an instant and lasting success. While the national US-

CERT is now a branch of the Department of Homeland Security, the global coordination center
remains part of Carnegie Mellon University (CMU), and the two work closely together.
Internationally, it inspired and informed the launch of similar coordination centers around the world,
with more than fifty countries including Ukraine running their own version of national CERTs at the
present time.7 The CMU Center also serves as an international hub for the sharing of best practices
among these organizations and similar programs, setting standards and drafting policies in an ever-
changing threat environment. In the parlance of this book, the network of CERTs are in the business of
facilitating and promoting adaptive guardrails that bolster decision-making on cyber matters.

This networked approach to building capacity to respond to the increasingly sophisticated
cyberattacks has inspired large enterprises, both at the national and international level, to set up in-
house cybersecurity teams, some of which also use the CERT acronym. The company-level groups
are typically connected to national CERTs and often used as sources to collect information on
incidents and as points of contact to share alerts in case of an attack, and best practices to better
defend against them.8

The thickening, interlinked web of cybersecurity units additionally includes industry-led platforms
for information sharing, such as McAfee’s Cyber Threat Alliance or Meta’s ThreatExchange, and ad
hoc technical groups formed in response to emerging threats. These groups bring together experts
from companies, anti-virus vendors, domain name registries, and academia to address threats such as
worms and botnets. When, in the late aughts, a malware called “Conficker” brought millions of
computers under its control and threatened critical infrastructure, for instance, an informal group of
cybersecurity experts from these loosely tied networks—later dubbed the Conficker Working Group
—came together in what was described as an unprecedented act of coordination and collaboration to
enable swift decisions from all parties to block the infected computers from reaching others and
causing more harm.9

Success stories notwithstanding, the distributed CERT model—connecting many local and
international efforts with varying acronyms—isn’t perfect. Scholars have criticized the lack of
standards for sharing data, which creates a problem of data consistency and reliability across
geographies and over time. Others have pointed to lack of attention for privacy risks when these
entities share data.10 These criticisms show that much work still needs to be done at the
implementation level.

From the conceptual vantage point of guardrails, however, we submit there’s much to be learned
from the CERT approach to global governance. It is not an exogenous institution imposed top-down,
but deeply embedded in social realities and practices. There is no World Cybersecurity Agency
trying to negotiate a global cybersecurity treaty. Instead, the guardrail model combines several design
principles of the solution space discussed in chapter 6, including keeping guardrails rooted in the
social by bringing together diverse societal actors across the public and private sectors in a
distributed manner.11

The guidance, best practices, and other resources that emerge from these collaborative dynamics
channeled by CERT, in turn, are intended to empower individuals to make better cybersecurity



decisions—whether to prevent or respond to specific threats or incidents. While most of the
decisions and actions are ultimately taken across the distributed nodes of the network, the guardrails
weave these interventions together toward a coordinated approach to cyber resilience as a shared
societal objective. The CERT approach is also emblematic of learning. From the Morris worm to the
war in Ukraine, CERTs have learned from new threats and, above all, from each other. The learned
information is shared widely and quickly, as the Neuberger briefing illustrates.

Taken together, the design principles that motivate the CERT model offer a source of inspiration.
They show how adaptive and learning approaches can create rough alignment among a set of diverse
actors worldwide, and enable rapid information sharing to support distributed yet coordinated
decision-making in response to the global challenges of our time. Following these principles can
succeed beyond the online world, as the following case illustrates.

Guardrailing Flows
“West Africa: Ghana and Burkina Faso Discuss Energy Crisis,” read the headline of an article
published in March 1998 on the AllAfrica news portal. It offered cursory coverage of a meeting
between high-ranking government officials from the two neighboring countries.12 By all accounts, the
unassuming headline underplayed the magnitude of the problem. Water levels in the Volta River had
fallen to a new record low, impacting hydroelectric power production and triggering a power
shortage in Ghana. It led to a serious dispute between Ghana and Burkina Faso, which garnered the
attention of leading international organizations.

For generations, the Volta River Basin has been a lifeline for millions of people living in Ghana,
Burkina Faso, and four other nations, including some of the world’s most disadvantaged. Since pre-
antiquity, the region’s inhabitants have derived benefits from the river and its freshwater ecosystem,
including fish, drinking water, irrigation for agriculture, and wood for fires and construction materials
such as poles and timbers. Things started to change dramatically in the 1990s, after years of
population growth and increased economic activities had led to overexploitation of the river’s
resources. In addition to these dynamics, climate change put the Volta River Basin in critical
condition due to increased temperatures and massive changes in rainfall patterns.

The enormous development challenges across the Volta River Basin had been known for decades,
as was the need for a collaborative response to the dramatic threats resulting from climate change.
But due to a mix of local politics, national rivalries, and lack of capacity in some of the poorest
countries, exactly the opposite happened. Instead of working together to take care of their shared
natural resources, some of the neighboring countries entered into a race to maximize their use of those
resources. The ecological and socioeconomic consequences for more than 20 million people were
disastrous.

But there was at least one upside to the natural disaster of 1998 that led to the emergency
diplomatic meeting between Ghana’s and Burkina Faso’s government officials. It made abundantly
clear that something needed to change, and quickly. As Ghana’s president J. J. Rawlings put it at the
meeting, “the old ways of divide and rule must stop. The legacies of the cold war must give way to
genuine collaboration.”13 Collaboration yes, but how?

The path toward enhanced cooperation was far from straightforward. In addition to anger and



frustration resulting from years of competition over river resources, both countries were burdened by
a colonial past with a legacy of French and English governance systems upsetting indigenous
structures and resulting in divergent rules on how to manage water resources.14 Neither country had a
single authority in charge of water resource management. Instead, several government agencies used
water resources without clear roles, responsibilities, or processes to coordinate among themselves—
let alone with agencies in other countries. It was a real mess. Given the lack of coherent national
frameworks, coming up with a coordinated transnational approach was a Herculean task.

An international coalition of nongovernmental organizations provided an important impulse to
overcome this fragmented approach. They promoted a set of guardrails for the Volta Basin based on a
process known as Integrated Water Resources Management (IWRM).15 This is not a uniform concept:
It is subject to different interpretations—a feature from a social and learning perspective. One
particularly influential IWRM approach, developed by the Global Water Partnership, is organized
around four goals: an approach to water resource management that is holistic, participatory,
inclusive, and value-oriented. This framework helped address two of the most pressing challenges in
the aftermath of the 1998 disaster: the urgent need for more coordination and for better decision-
making.

The IWRM approach offers a model for cooperation with concrete guidance on implementation in
the form of a process template, with an emphasis on stakeholder participation, and a “toolbox” of
management instruments. It is a manifestation of what in the literature is known as a “multistakeholder
model” (in fact, it often features as a case study in this line of work). The framework was not only
theoretical. It worked in practice. It enabled coordination among previously siloed actors at the
national level in Ghana and Burkina Faso. Even more important, it set the stage for transboundary
water cooperation. Embracing the spirit of the framework, and with the support of international and
donor organizations, Ghana and Burkina Faso entered a joint declaration in which both countries
acknowledged the common environmental and water issues and expressed their willingness to
collaborate on integrated management of the shared water resources.

One important milestone in the efforts to improve cooperation was a joint project called PAGEV
(Projet d’Amélioration de la Gouvernance de l’Eau dans le bassin de la Volta), which launched a
few years after the Ghana energy crisis with the support of the International Union for Conservation of
Nature and the Water Governance Project. PAGEV was designed to create institutional capacity for
consultation and coordination on water governance. It helped to put into practice the IWRM
approach’s multilevel and participatory decision-making processes by involving a broad range of
stakeholders, from grassroots committees and villages to national authorities and committees.16

In doing so, it changed the course of tens of thousands of people’s lives. By bringing together a
diverse group of actors from various backgrounds, it unlocked flows of information in all directions
that helped decision-makers to make better and more informed choices.17 It brought together
communities that had accumulated, over decades, a broad range of experiences in dealing with scarce
resources. By enhancing information diversity, it strengthened decision variability and enabled more
iterative and agile decision-making under the rapidly changing environmental circumstances.

The IWRM approach provided Ghana, Burkina Faso, and other Volta River Basin countries with a
high-level blueprint for managing water resources in a way that would enhance economic and social



welfare equitably and without compromising the sustainability of the ecosystem.18 As they became
more used to cooperation and information exchange, Ghana and Burkina Faso agreed on more and
finer-grained guardrails. “The Code of Conduct for Sustainable and Equitable Management of the
Water Resources of the Volta Basin” outlined a framework for decision-making and action across
areas including environmental flows, integrated strategies, harmonization of laws and policies, good
environmental practices, and steps toward a multilateral convention. It also outlined mechanisms for
international assistance and conflict resolution in case of conflicts, including diplomatic
negotiations.19

These guardrails offered the basis for a diverse group of stakeholders to come together, share
information and knowledge, and iteratively arrive at difficult decisions in pursuit of a common goal.
While not without its flaws, the IWRM approach has become the dominant model for water
management around the world today. Over the years, international organizations and independent
researchers have assessed the complex multistakeholder approach in the Volta River Basin, drawing
nuanced lessons about the critical role of context-aware guardrail systems in peacefully managing a
complex challenge in a collaborative manner across boundaries, organizations, and individual
stakeholders.

From the perspective of a guardrail solution space, these efforts illustrate again how decisional
empowerment, social anchoring, and mutual learning can go hand in hand when dealing with complex
and pressing governance challenges. The emphasis on multistakeholder processes helped to socially
embed the initiative, connecting various actors affected by the governance challenge. This in turn
enabled learning, especially from the decades of experience of various local communities. It offers
another real-world illustration of how guardrail design proposed in the previous chapters can help
deal with the kind of life-and-death governance challenges that, unfortunately, are expected to only
worsen as the climate crisis deepens.

Squaring Circles
When US tech company Yahoo! put the final nail in the coffin of its China business in 2021, no one
was surprised. With its core services banned for years and the Beijing office closed since 2015, the
decision was largely symbolic.20 Yahoo! launched in China in 1999, when the company was
dominating the early Internet, with a bunch of services including email and instant messaging. From
the outset, the business struggled against fast-growing local competitors. Yahoo! executives in the
United States recognized the need for a local management team to navigate tricky Chinese waters, and
started to build local partnerships. Unlike some other US technology companies at that time, Yahoo!
decided early to take a conciliatory approach toward the powerful Chinese government and pledged
to self-censor its services in China.

While this led to some headway on the business front, things went south when it was revealed that
the company had turned over to the Chinese government the identity of local writer, journalist, and
human rights activist Shi Tao. As mentioned earlier, he used a Yahoo! email account to send a
message to a pro-democracy website abroad, leaking an official document in which journalists were
ordered not to report about an upcoming anniversary of the Tiananmen massacre.

The direct involvement of an American company in the arrest of a Chinese pro-democracy activist



created serious backlash in the United States. Executives from Yahoo!’s US headquarters were
grilled during hearings of congressional committees.21 People felt outrage that Yahoo! had violated
core American values of fairness and justice for the sake of making money in China. Yahoo! had
faced a collision between two very different sets of guardrails: local laws in one of the world’s
largest and fastest-growing economies, and fundamental rights protected under US and international
human rights law. Without any obvious middle ground, the company had to choose which set of rules
to play by.

Deeply troubled with the way Yahoo! and other Western firms “resolved” this ethical dilemma,
some US politicians thought the best way to get back on track was to superimpose new guardrails.
The Global Online Freedom Act (GOFA) was introduced in Congress in 2006.22 It threatened to
prohibit any US business from cooperating with officials in Internet-restricting countries to effect
potential censorship of online content. It would have made it impossible for tech companies like
Yahoo!, Google, or Facebook to operate in China. Bringing together an unlikely coalition of actors,
the bill gained momentum in Congress but triggered skepticism in the world of industry and academia,
where it was seen as a case of extremely inflexible guardrails. The bill resembled more an act of
politics than an attempt at sound policymaking, and as such it worked well—it turned up the heat in
the boardrooms of global tech companies, prompting them to act.

Confronted with the PR disaster and the threat of legislation, a small group of companies met in
early 2006 to discuss alternative and more flexible ways to deal with the tricky problem of the clash
between Chinese and US laws and the values each set of guardrails represented. One idea was to
create an industry code of conduct—a more agile and bottom-up type of guardrails than the proposed
new law. The companies agreed that it was worth a shot, and their executives decided to get some
help by teaming up with folks from academia and civil society who had been engaged in similar
discussions.

Creating an industry-wide set of guardrails was far from a walk in the park. Representatives of
fiercely competing companies—who blamed each other for the PR nightmare—suddenly found
themselves sitting around a conference table in San Francisco. They were tasked with finding
common ground on hard questions related to dealing with some of the most powerful repressive
regimes in the world. When and how should companies challenge the application of local guardrails?
Under what circumstances would it be better to avoid conflicts by not offering certain products and
services? What about transparency and accountability mechanisms? Then the group needed to build
trust with long-time critics and human rights activists to get them on board with their answers to these
questions.

Against all odds, and after more than two years of intense deliberation, the diverse group of
stakeholders agreed on a path forward that led to the launch of what is now known as the Global
Network Initiative (GNI).23 At one level, GNI is a sophisticated set of guardrails that help companies
to make difficult choices regarding online privacy and freedom of expression when faced with
government pressure to hand over user data, remove content, or restrict information flows. The GNI
framework consists of a set of core principles, implementation guidelines, and an independent
assessment framework. The guardrail on privacy, for instance, requires that participating companies
protect users from government demands inconsistent with internationally recognized laws and



standards—which would have prevented Yahoo! landing Shi Tao in prison. While aiming to offer
decisional guidance at any given moment, the drafters of the GNI framework also recognized that
guardrails need to be adaptive over time: Consequently, the implementation guidelines are subject to
periodic reviews and revisions with the explicit aims of learning from actual experience, adjusting to
evolving circumstances, and incorporating feedback from diverse stakeholders.

As a matter of practice, the GNI norms for responsible company decision-making require that the
company board, senior officials, and other key decision-makers will be fully informed about the
guardrails set forth in the GNI framework and the best ways to advance them. In other words, the
guardrails are designed to enhance the diversity of information leading up to an executive decision.
They require executives to think about the risks and potential harms to users, employees, and other
stakeholders—rather than just financial and business considerations—before entering markets in
which human rights are compromised. In some cases, this might mean not entering a lucrative market.
In others, it might mean exiting it—as Yahoo! did in China. The framework acknowledges that there is
no “one size fits all” approach when doing business in challenging business environments, a
manifestation of self-restraint.

The dilemmas that triggered the initiative remain critical today, as governments around the globe
continue to enact laws that conflict with international human rights. While GNI’s success in guiding
corporate behavior remains contested, given the mixed track record of many technology companies,
insiders familiar with the inner workings of the participating companies confirm that the GNI
guardrails have shaped decision-making by corporate executives over the past decade. The GNI has
also become a trusted platform for mutual learning among companies, governments, and international
organizations that share a commitment to support freedom of expression and privacy rights.24

By connecting a diverse group of actors to share experiences, address ethical dilemmas, and
discuss open questions—often in near-real-time—the GNI informs decisions that may impact billions
of people’s lives. Connecting people in a digitally networked world is also the subject of this
chapter’s final case study.

There’s a Page for That
With its roughly 23,000 words and 470 footnotes, the entry on the Beatles is recognized as one of the
best articles created by the Wikipedia community, a vibrant and—for outsiders—somewhat hard-to-
describe crowd of about 127,000 volunteers who regularly edit pages on the popular online
encyclopedia.25 The making of the article on the best-selling music act of all time even made
headlines in the Wall Street Journal, albeit for a reason that seemed hardly newsworthy. The WSJ’s
article was headlined: “Editors Won’t Let It Be When It Comes to ‘the’ or ‘The’.”26 It featured an
eight-years-long heated debate among Wikipedia editors over whether the word “the” should be
upper- or lowercased when referring to the band mid-sentence. In other words, should it be “the
Beatles” or “The Beatles”?

The question is impossible to answer objectively. The Beatles’ record companies, biographers,
and even the band itself were inconsistent in the spelling of the name. Neither existing evidence nor
editorial policies indicated a right or wrong way. Trademark arguments slightly pointed toward
uppercase spelling, while lowercase would be more readable. Perhaps because of the lack of a clear



answer, the dispute among the editors about “t” versus “T” on the Talk page of the article became so
contentious that some Wikipedians were banned from participating in it.

The matter was finally referred to a mediation process, which in turn was informed by a
community poll. According to the historic records of the proceedings, ninety-three editors who
commented during the process supported “the Beatles,” while forty-seven editors were in favor of
“The Beatles.” This was a surprisingly clear verdict, with 65 percent in favor of the lowercase “t.”
With some small clarifying tweaks and caveats, the case was closed.27

The question of how to spell a word mid-sentence in an online encyclopedia (even of a band like,
well, THE Beatles) admittedly sounds like a trivial matter in the grand scheme of things. But the
structural issue behind the seemingly silly controversy is a fundamental one. Wikipedia is the world’s
largest reference website, with more than 58 million articles in more than three hundred languages,
and one of the most popular information resources on the web, with more than 1.7 billion unique-
device visitors per month.28 Young people in particular—despite the warnings of teachers, parents,
and other adults—use it as the everyday go-to virtual place to gather information for homework, catch
up on major events, form political opinions, and prepare for life decisions, small and large.29

What makes Wikipedia such a success—and, above all, very different from good old and now out-
of-print encyclopedias like Britannica—is the fact that it is written collaboratively by amateurs.30

Essentially anyone with Internet access can contribute to Wikipedia by adding words, references, or
images—unless they are banned for having tried to damage Wikipedia, or the editing of an article is
restricted to prevent disruption or vandalism. Because of this, Wikipedia’s breadth is incomparable.
Articles are often added or updated within minutes after an event occurs, instead of being on hold
until a next edition is printed.

Wikipedia’s biggest advantage is also the root cause of its biggest challenge. Because almost
everyone can edit articles, irrespective of their qualifications, it is much more vulnerable to
misinformation, errors, and debatable content than traditional encyclopedias written by subject-matter
experts with formal credentials. But this challenge also contains the seed of its own solution: So many
people use Wikipedia all the time, and the threshold to contribute and fix things is so low, that
misinformation and errors can be corrected much more quickly than in a top-down editorial model à
la Britannica. Wikipedia harnesses the knowledge of many to sort out quality issues over time.

It seems like a kind of magic—but it was clear from the outset that the magic might not happen
without guidance and oversight. Within the first few months of Wikipedia’s operation in 2001, the
question of how to build a reliable encyclopedia to which everyone can contribute became the main
governance challenge that asked for some sort of guardrails. Wikipedia co-founder Jimbo Wales had
already come up with a few bold principles when the website launched. “This community will
continue to live and breathe and grow only as long as those of us who participate in it continue to Do
The Right Thing,” Wales wrote. “Doing The Right Thing takes many forms, but perhaps most central
is the preservation of our shared vision for the neutral point of view policy and for a culture of
thoughtful, diplomatic honesty.”31

Building on Wales’s ideas from the bottom up, the Wikipedia community has since developed
much more detailed guidance—in terms of solution space, a true embodiment of a socially anchored
guardrail system. At present, its guardrail system contains a total of more than two hundred pages



clustered into groups such as “behavioral guidelines,” “content guidelines,” “deletion guidelines,”
“editing guidelines,” etc. In the spirit of Wikipedia’s approach, these policies and guidelines are not
set in stone but continue to evolve and adjust where issues arise. Proposed changes to Wikipedia’s
policies and processes are often tried out on a temporary basis in a sort of experimental set-up, with a
limited scope of application—especially for changes where consensus has not fully formed yet.32 The
combination of relentless community involvement, experimentation, and consensus-oriented learning
make Wikipedia a particularly rich case from the perspective of guardrail design we discussed in
chapter 6.

A wealth of studies over the last two decades have assessed the reliability of Wikipedia articles,
with mixed findings. Perhaps unsurprisingly, given the complexity and breadth of the project, results
have often been inconsistent. While Wikipedia’s increasing reliability has generally been
acknowledged, critics point out that its editing model facilitates systemic biases; the majority of
Wikipedia’s editors, for instance, are male. Non-neutral editing in the biographies of living people is
flagged as another area where Wikipedia is struggling with information quality, despite all the
guardrails it has put in place.

The question of whether Wikipedia’s quality can really match the Britannica of yesteryear is in
some ways comparing apples and oranges. The two types of encyclopedia are motivated and guided
by very different visions, missions, and principles. No matter what our opinions are on the merits of
Wikipedia (full disclosure: we’re fans and frequent users), unlike its traditional, commercial
counterparts it offers billions of people across the globe an incredible wealth of knowledge with
minimal entry barriers and free of costs beyond the fees to obtain Internet access.

Wikipedia is an illuminating case study of the theory and practice of guardrail-making. It
empowers everyone with Internet access to contribute information that has the potential to support
decisions made by millions of users. We already highlighted social anchoring as one of its key design
qualities when it comes to the creation, testing, and adoption of various sorts of guidelines.
Wikipedia’s guardrails are born out of and administered by its community and evolve based on
mutual learnings, considering a shared mission and basic commitment.

Wikipedia is also a treasure trove of self-restraint. Its editorial process has no fewer than ten
overlapping types of safeguards, ranging from community-level controls—through the tens of
thousands of volunteer editors—to fine-grained editorial panels and processes for dispute resolution,
mediation, third-party opinions, and requests for comments and consultations with the wider
community, as in the case of the poll about the spelling of “the Beatles.” This system of checks-and-
balances signals one thing very clearly: No single person is in control of what has become one of the
most popular information sources on the Internet. Even Jimbo Wales, who as co-founder was
empowered to override the outcomes of this elaborate editorial oversight process, publicly waived
his right and vowed to be himself bound in the event of a ruling of an arbitration committee.33

If it were nothing else, Wikipedia is a formidable complex guardrail system that embraces and
puts into practice several of the principles and design qualities proposed in this book.

From Principles to Practice
The four stories in this chapter have each featured remarkable governance organizations that bring



together distinct communities under varying operational models. In their different ways, they have
developed and deployed a variety of flexible guardrails to address hard governance challenges of our
time. Taken together, we hope they illustrate that the challenge of putting into practice seemingly
abstract design principles can find inspiration in diverse lived experiences with a wide variety of
guardrails.

The case studies also exemplify how the key design principles we laid out in chapter 6 can be
employed to search the solution space. Confronted with diverse real-world governance problems—
making the Internet more secure, allocating scarce resources peacefully, conducting business in
countries with repressive regimes, or iteratively writing a reliable encyclopedia—people made
guardrails that could empower individuals and communities to make better decisions. They came in
different forms and shapes, including agreements and operating principles (Volta River), industry
standards and frameworks (GNI), operational manuals, recommendations, and best practices (CERT),
and community-driven policies and guidelines (Wikipedia).

We observed various ways to anchor guardrails socially by developing them collaboratively
among heterogeneous and sometimes unlikely groups of partners: government officials, indigenous
communities, business stakeholders, and international nonprofits (Volta River); industry competitors,
human rights activists, and investors (GNI); security experts, vendors, IT professionals, and
government officials (CERT); and experts and amateur enthusiasts (Wikipedia). In each case these
“norm entrepreneurs” committed to develop guardrails with the shared objective of supporting good
decision-making.34

Last, in all the examples, guardrails were designed in ways that enable the exchange of information
and keep open opportunities for learning from each other. By striking a careful balance between
offering concrete decision guidance and leaving open enough space for adjustment, they allow for
both specific “tweaks” and modifications across time and contexts, and for longer-term evolution in
light of changing circumstances, practical experiences, and better knowledge. Along similar lines,
mechanisms of self-restraint not only shield against power misuses, but can be understood as an
acknowledgment that guardrails are not absolute, but open to change.

Taken together, the wealth of models, mechanisms, and techniques in just these four stories—many
more, of course, could be added—suggests that operationalizing the design principles for guardrails
proposed in this book (as well as the inspiration provided by often overlooked guardrail qualities
such as information diversity and decisional reversibility) is not only possible but has already been
done with creativity and dedication. As we seek to create novel governance schemes that help us to
address the challenges ahead, our lack of imagination might be the main barrier we need to overcome.
After all, guardrails are made, not found.

This chapter has illustrated the various roles organizations and their communities can play when
designing, implementing, and operating flexible guardrails. The guiding question of the next chapter is
what role technology could and should play as we create guardrails for the future.
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MACHINES

Crystal Marie and Eskias McDaniels never anticipated ending up in the news when they decided to
move from Los Angeles to Charlotte, North Carolina. Their plan was simple: Take out a mortgage to
buy a nice house at a reasonable price in a great neighborhood with a nearby playground for their
young son.

The McDaniels were good people; they kept promises, valued honesty. More to the point—given
that nowadays what matters for getting a mortgage is no longer subjective human trust, but hard data—
they both had reputable jobs, each earning six-figure salaries, and very good credit scores. And
indeed, when they applied for a mortgage, prequalifying was a walk in the park.1 They came with all
the credentials that should make the purchase of a home as hassle-free as such a transaction can be.

But just a few days before movers were scheduled to pick up the household in LA, the trouble
started. Crystal Marie and Eskias received an entirely unexpected phone call from the assigned loan
officer at their California-based mortgage company. Bad news. When the officer forwarded the
application internally to the underwriting department, it was denied. The algorithm the company used
to make a final decision on whether to offer the mortgage had deemed the McDaniels to be too risky.
Had there been some kind of technical glitch? The officer checked the details and forwarded the
application again, and again—more than a dozen times—and each time the computer said no.

The problem? As we saw in chapter 4, it is not always easy to figure out exactly why an algorithm
is making the decisions it does. But the most likely explanation boiled down to the simple fact that the
McDaniels family is Black.2

What the McDaniels experienced is a case of mortgage lending discrimination. And they are not
alone. A recent study of mortgage approval algorithms found that lenders were 80 percent more likely
to deny Black applicants than white applicants with similar financial characteristics. The data also
showed that Latino, Native American, and Asia Pacific Islander applicants were similarly vastly
more likely to be rejected than white people.

This bias in assessing mortgages has far-reaching implications. Home ownership is linked to
better educational trajectories in children, higher civic engagement rates, better healthcare outcomes,
and lower crime rates in communities. The data could not be clearer: Keeping home ownership rates
low among minority households contributes to the shocking racial wealth gaps in the United States.

In this and many similar cases, the media were quick to place all the blame on the machine. The
algorithms we have put in charge make bad decisions, they said. If only we reverted to human
decisions, it would be fine. But, as should be obvious by now, it is not that simple. Earlier we made
the case that what type of guardrail mechanism we deploy—conventional or technical—matters less
than what qualities these guardrails incorporate. We must resist the temptation to think of technology
as a shortcut that can avoid the need to grapple with hard issues in designing good guardrails. But that
leaves another question: Assuming we get the design principles right, what place should technology



occupy in society’s guardrail toolbox?
This brings us to a second temptation. If good guardrails are deeply social, rather than purely

technical, we could be enticed to relegate technology to an issue of implementation—a conceptual
afterthought, playing only a supporting role after the social dynamics have run their course. That too,
though, would be wrong. Technology is not something that happens outside social processes—it does
not suddenly drop from the sky; its design is the result of social interactions. We have to include
crafting and using technological tools among the factors we consider when creating guardrails. The
goal is, of course, to develop technological tools that accept and embrace the socially anchored
position that guardrails occupy and play their part to facilitate that.

To understand the subtleties of what’s at play when seeking to integrate technology into guardrail
structures, we’ll first look at a fascinating guardrail initiative set up some two decades ago before
returning to our present day’s mortgage lending problem. By examining two seemingly unrelated
application areas, we hope to distill some cross-cutting insights about the role of technology as we
set out to create guardrails for the future.

Creating a Commons
Copyright law gives creators of art, literature, and music exclusive control over who can use their
works, and how. But what if they don’t want that control? What if, instead, they want everyone to be
able to use their work? For that the work needs to become part of the “public domain.” This happens
automatically when copyright restrictions expire, after a defined period that differs across
jurisdictions and types of work. But deliberately choosing to put your work in the public domain
earlier is surprisingly hard.

The late singer-songwriter Woody Guthrie offers a case in point. Guthrie became a towering figure
in American folk music, writing more than a thousand songs and ballads in which he expressed some
of America’s biggest problems, hopes, and fears in the lead-up to and aftermath of World War II. He
inspired generations of both musicians and political activists, with much of his work focused on
American socialism and anti-fascism. Guthrie believed in the power of music to affect politics, often
performing with a guitar that bore the label “This machine kills fascists.” He wanted others to
perform his songs, and spread his ideas, as widely as possible.

Guthrie made his feelings clear when listeners to his radio show in LA started to request the
words to his recordings. He mailed a small songbook to his fans with the following statement printed
on it: “This song is Copyrighted in U.S., under Seal of Copyright #154085, for a period of 28
years, and anybody caught singin’ it without our permission, will be  mighty good friends of ourn,
cause we don’t give a dern. Publish it. Write it. Sing it. Swing to it. Yodel it. We wrote it, that’s all
we wanted to do.”3

Try as he might, however, Woody could not easily free his music from the legal reach of copyright.
His most famous song, “This Land Is Your Land”—written in 1940, and still one of the most famous
folk songs in the United States—has kept coming up in copyright disputes even decades after his
death. For instance, during the 2004 presidential election campaign a company called JibJab used the
song in a parody video mocking the candidates, George Bush and John Kerry. The video went viral
and the company was taken to court by a business organization that claimed to be the copyright owner



of the song. To try to avoid a similar fate, a rock band went to court in 2016 to get a judicial
declaration that the song is free from copyright and in the public domain.4

In theory, copyright law gives every creator the right to control their creative works. This means,
for instance, that making copies of an original work is often prohibited, unless the copyright holder
grants us permission to do so. Copyright permits some flexibility in how exactly these rights are
exercised. As Woody Guthrie tried to do, copyright holders can decide to give broad permissions on
how their work can be used by others. They can choose to reserve some of the rights they are given by
default, and sign away others. The problem is that, historically, there hasn’t been an easy and efficient
way to do this and communicate it to the public.

Copyright law is an intricate web of guardrails that emerged over hundreds of years. Little about it
is intuitive. To navigate this tricky terrain, artists in the pre-Internet age who wanted to share their
creations more widely often had to pay for the advice of a specialized lawyer. Determining the scope
of copyright protection, defining the permissible uses, and coming up with the legal language to
capture the creator’s choices could be a costly exercise in terms of money, time, and energy.

The costs accumulated not only on the part of the creators willing to share their works, but on
others wishing to use them. Copyright law requires—with some exceptions, such as fair use—that
anyone who wants to use a work needs to ask the copyright holder. The transaction costs involved in
making and granting such requests created significant barriers to content sharing even if the parties
were in theory perfectly aligned. The net result of these dynamics was not only disappointing at the
individual level. It was also bad for society at large. Hindering creators from governing their own
work according to their preferences limited the collective reservoir of creative content from which
others could draw—a reservoir that is at the core of human flourishing, collective learning, and
societal development.

Then along came the Internet and the World Wide Web, which offered unprecedented
opportunities for sharing materials online at costs close to zero. Never in the history of humankind has
it been easier for artists, educators, researchers, and others to share their work, with global reach.
Many of today’s most powerful platforms—from YouTube to Meta to TikTok—rely heavily on
content created by users like you and me. But the advent of this global network amplified some
dilemmas of copyright law. Almost everything on the Internet—even reading a text—involves making
copies, which likely triggers copyright law one way or another. And as digital technologies made it
easier for people to share copyrighted works illegally, threatening business models based on
exclusive rights to content, large corporations successfully lobbied for copyright protections to be
tightened up. Digital tools enabled new, contract-like agreements to establish additional controls over
the flow of information—think about terms of service, or click-wrap licenses—as well as new
technical measures to prevent people from accessing and copying content.

The result was a power struggle between the promise of a more robust public domain and more
legal and technical guardrails to control content. But in this struggle, which was briefly foreshadowed
in chapter 7 in the context of the DMCA, a new space opened up for creators and users to reimagine
how digital technology could be leveraged to make the existing copyright system more flexible. What
if a novel type of platform could be built to strengthen the public domain by dramatically lowering the
transaction costs involved in licensing? The main protagonist in addressing this question was



cyberlaw professor extraordinaire Lawrence Lessig, who we met earlier in this book.
Lessig wanted to lower the effort needed to put works into the public domain.5 So he and his

collaborators developed a web application that helped people to make informed licensing decisions
and communicate their choices to the world at minimal cost. Technically, the application not only
offers a set of standard licenses to choose from, but also automatically translates the selected license
into a machine-readable form that helps search engines and other apps to identify the work by its
terms of use. Using a language that machines can understand makes it easy for other Internet users to
find such licensed materials online.6 For instance, a click on “Tools” in the Google images search bar
allows one to sort the search results according to different usage rights. Similarly, the machine-
readable license allows YouTube users to locate videos that are licensed for easy reuse.

The result was a nifty technical solution that retrofits flexible but unwieldy copyright law with a
simple and easy to use interface. And it worked. It has decreased the effort needed for creators to
contribute their works to the public domain and users wanting to use them. Because it does the job so
well, and because it is the outwardly visible interface of the system, it’s easy to mistake the web
application for the idea itself—and hence to see this as an example for a shift from social to technical
guardrails. But that would be like listening to a piece of music composed for a new instrument, and
thinking that the instrument is responsible for the music—ignoring the input of the composer.

The real innovation wasn’t technical. The first step was to reduce the complexity of licensing.
Recall that copyright law is very flexible: It gives creators wide latitude in how they craft their
licenses. But too much flexibility can make it costly to draft licenses that reflect exactly what a
creator wants. The key is to come up with the right set of possible options that can then be reflected in
standardized licensing agreements. Lessig and his team focused on just a few salient dimensions:
whether a work can be adapted and changed; whether it can be used in derivative works, and also for
commercial purposes; and whether the creator wants to be attributed as such. In doing so, they took
the universe of conceivable license agreements down to just eight options initially. They knew this
would not please everybody. But, they reckoned, it would cover most of the standard cases of
creators wanting their works to become freely accessible. Taking a page from the book of Steve Jobs,
they did not want to satisfy all, but perfect the setup for their core audience.

Without this conceptual focus on what matters for most, the technical application would not have
been possible. The foundation of the solution was carefully shaping the guardrails expressed in the
standard licensing terms. The technical tool simply built on it by making it fast and easy to select from
among the license options.

But that alone was not enough. Lessig realized that for the idea to take off, it would require further
social anchorage. So he teamed up with Harvard students and fellows to launch a nonprofit
organization called Creative Commons. Its task was to create and maintain a global community of
users and supporters of the new licensing options that would turn Creative Commons from a legal and
technical solution into a social movement. It worked extremely well. When Creative Commons
announced its service in late 2002, various organizations and influencers quickly pledged support.7

Within a year, the organization counted one million linkbacks to the novel licenses; two years later it
was five million. Each linkback could contain many different creations, as in the case of websites
such as Wikipedia, which uses Creative Commons licenses.8



As much as Creative Commons leveraged the idea of guardrails and the power of networked
technology, it also created a social space for people from diverse backgrounds and ideologies to
make common cause on issues such as free culture, open educational content, open data, and copyright
reform. Creative Commons developed into a global phenomenon—a vibrant community of creators,
activists, scholars, librarians, academics, and users with diverse interests, united in their efforts to
build a more robust public domain.9 It has more than a hundred affiliated organizations around the
world, and one estimate in 2019 put the number of CC-licensed works online at nearly two billion.10

Creative Commons licenses have evolved over the last couple of decades, from version 1.0 to the
current version 4.0. The newer versions resulted from extensive discussions with stakeholders—
including from the Majority World—and listening to a wide variety of feedback, as well as looking at
data on what kind of licenses seemed most attractive for users. Hence, Creative Commons made
additional licensing options available and adjusted some existing terms. For instance, after realizing
that well over 90 percent of CC users wanted their works to be attributed to them, attribution became
a standard feature in version 2.0.11 Meanwhile, version 4.0 added a new option to drop attribution
from adaptations of a work, reflecting authors’ concern that they would be associated with
adaptations that they can’t control.12

Also, some CC licensing terms were clarified based on feedback from users that they were too
ambiguous. In addition, as Creative Commons became a global movement, licenses were also
changed to address moral rights more explicitly—an especially strong concern in Europe. But all this
iterative learning that’s reflected in the evolution of licenses has not diluted or distracted Creative
Commons from its original goals—including to keep things simple. Case in point: Version 4.0 aims to
capture most cases with only six different license types, further narrowing the initial focus rather than
seeing licensing options mushroom over time.

Before any new version was issued, drafts were circulated and debated. Version 4.0 emerged after
public discussion of four drafts, each incorporating feedback and responding to critiques of the
previous draft. Creative Commons has employed technical tools to facilitate social interaction among
stakeholders: Meetings were held online, and blogs and discussions are stored in a Creative
Commons wiki, along with a comprehensive repository of how the licenses evolved, with
comparisons of their various elements. The wiki also includes a growing library of case studies of
how Creative Commons licensing has been used in a wide spectrum of contexts and circumstances
around the world, underscoring how this digital tool helps individual creators to make licensing
decisions that are linked to larger societal debates about the public domain. Creative Commons has,
in effect, become a governance system—a set of guardrails that includes processes and institutions, as
well as technical tools.

Despite its many successes, Creative Commons hasn’t been able to address all the broader
challenges of building the public domain.13 Its reliance on copyright law, for instance, has been
criticized by advocates of information freedom who want to limit the legal enclosure and ever-
expanding commodification of creative works. And while it has offered some counterbalance to the
overwhelming lobbying power of commercial interests, it has still not been able to stop the expansion
of intellectual property rights over time, and hasn’t propelled fundamental copyright law reform
projects that might carry the promise of a new social compromise between copyright owners and



users of works.14

From another perspective, however, these criticisms can be seen as Creative Commons taking a
pragmatic approach that displayed remarkable self-restraint—deliberately abstaining from attempting
to reform the copyright system as a whole, as some critics implored them to do. As we have seen, it
also embodies the design principles we enumerated earlier: empowering individuals by making it
easier for creators to make licensing choices; anchoring their efforts in social processes; and ensuring
learning at all levels—from the creators, who can peruse material such as case studies and FAQs to
help them in their decisions, to the Creative Commons community as they actively sought and used
feedback to inform revisions of their standard licenses.

What interests us for the purpose of this chapter in particular is how Creative Commons
approached technical tools. It did not see these tools as negating traditional forms of guardrails. But
neither did it relegate such tools to a conceptual afterthought—rather, the opposite. In every direction
and at every level, Creative Commons actively employed technical tools not only to facilitate their
mission, but also to bolster their guardrails’ design principles. They used online collaboration tools
to co-create important documents and prepare draft revisions, and online communication tools to run
discussion forums and involve a wide stakeholder community. They operated web repositories,
blogs, and social media to reach out to their constituencies and provide them with suitable
information. And they developed an Internet infrastructure, from the web app to the standard licensing
markup codes, to turn human-readable licenses into machine-readable ones that could be, for
instance, easily discoverable for search engines. Technology played an integral and facilitating part
within the system of social guardrails that we call Creative Commons.

There’s little doubt that Woody Guthrie would have been a fan of Creative Commons, as a
platform and movement. It illustrates the kind of opportunity space that can be shaped when
technological affordances are strategically embedded in an institutional and human context to open
novel avenues for exploration and collaboration in support of human agency. With a normative view
on technology, though, Creative Commons is more than an illustration; it can quite usefully be
employed as a conceptual template for how to embed technology in guardrail processes. With this in
mind, let’s return to the thorny problem of lending discrimination introduced at the beginning of this
chapter.

It’s the Machine—or Is It?
People have been lending money to others for ages. For borrowers and lenders alike, it has always
been both a source of power and an exposure to risk. It was not only the merchants in Venice, as
Shakespeare told us, who required promises from personal guarantors to pay in case of default.
Banks, meanwhile, managed risk by spreading it across multiple parties. But until well into the
twentieth century, the decision of whether to grant a loan was still made in significant part based on
personal connections and subjective criteria.

The result was, unsurprisingly, biased. Bank managers offered loans to those they trusted, who—it
turns out—were socioeconomically much like them. The mortgage and loan industry was perpetuating
existing hierarchies and inequalities in society, hardening widespread discrimination.

After World War II, greater demand for credit especially in the United States and Europe required



faster, more accurate, and fairer decision-making than human loan officers were able to manage. The
solution was to speed up and objectify loan decisions through a more scientific and standardized
“scorecard system.” In contrast to the loan officer’s spotty and often-biased assessment of applicants’
past behavior and likely future performance, the new system promised a fast, objective, color-blind,
and nondiscriminatory way to guide loan decisions. It was based on an analysis of eight to twelve
variables with some predictive value, resulting in a single score for each applicant.15 Within a
decade, multiple such scorecard models had entered the mass market and become more generic.
Crucially, the decision algorithms started to tap into the steady flows of data from national credit
bureaus, which enabled lenders to assess credit risks at a much more granular level and without any
prior experience with a particular customer.

Seeing that this approach seemed able, encouragingly, to broaden access to mortgages for
minorities and underserved communities, in the 1960s and 1970s the US government passed laws
prohibiting discriminatory loan assessments. The Fair Housing Act (1968) and the Equal Credit
Opportunity Act (1974) are examples of such anti-discrimination laws. They were intended to outlaw
exactly the type of bias we saw Crystal Marie and Eskias McDaniels experience in the story that
opened this chapter.16

In parallel, credit scoring evolved. The first general credit bureau risk score was introduced in
1989 and is widely known as the FICO score—still, today, the standard measure of consumer risk in
the United States. Developed initially for credit marketing and account approval, FICO scores made
an entry into mortgage lending half a decade later when Freddie Mac and Fannie Mae—two powerful
home mortgage companies created by the federal government to promote homeownership in the
United States—established guardrails requiring the use of the FICO system.17

FICO scores improved many aspects of the decision-making process in the financial industry.18

Following the law, they also did not use race or gender as input variables. But, unfortunately, that did
not eliminate discrimination. In fact, reliance on FICO scores scaled up problems inherent in this type
of credit scoring.19 For instance, for decades, it privileged those living in the “right” zip codes,
further ossifying geographic segregation of American cities. In the versions currently used by most
lenders, FICO scores reward traditional credit—to which people of color have less access than
white individuals. It ignores factors like on-time payments for rent, cell phone bills, and utilities, but
penalizes those who fall behind. It lowers the score for medical debt even if it has been paid. It does
not capture what would count as responsible financial behavior in under-resourced communities. The
list goes on.20

In short, while the algorithm itself cannot and does not use race or other prohibited classifications
as input, the model is regarded as unfair and biased against minorities and underserved borrowers.
Unsurprisingly, a meta-analysis of studies examining discrimination in housing and mortgage lending
shows that racial gaps in loan denial declined only slightly between 1976 and 2016, and gaps in
mortgage costs did not change at all over the course of roughly forty years.21

It’s as if the lending industry has been built on discriminatory decision-making that it can’t get rid
of, even if it tries. Researchers have analyzed potential flaws in the methodology and offered
suggestions for change.22 The company behind FICO released updated versions of the algorithms that
address at least some of the issues. Technical entrepreneurs tout alternative credit scoring systems



that are supposedly less prone to discrimination.23 But as valuable as these efforts are, they do not
address the root problem: the naïve belief that a technical tool—calculated scorecards—could act as
a guardrail to individual lender decision-making that solves a deeply social problem.

Simple credit scoring systems use a limited number of variables, some of which turn out to be
proxies for ethnicity. In ways that reflect centuries of discrimination and marginalization, people of
color often have their ethnicity reflected in the places they live, the schools and universities they
attend, even the products they buy. Credit scoring can be utterly devoid of using ethnicity directly as
an input variable, and still be shockingly discriminatory. The culprit isn’t simply technology. Whether
we like to admit it or not, racial discrimination is systemic and deeply embedded in the social reality
of America. Much like Creative Commons, credit scoring is a system of guardrails in which social
processes, institutions, and technical tools interact with each other—and this can sometimes happen
in challenging and unexpected ways. Choose a few socio-demographic variables to assess
creditworthiness, and you end up incorporating and perpetuating racial bias. To effectively counter
such discrimination requires a more comprehensive set of guardrails than any single technology can
offer.

As technology has proved unable to “fix” discriminatory decision-making in money lending, calls
have grown for stronger and more targeted enforcement of existing legal rules—including from high-
ranking government officials in the responsible agencies.24 Early in his term, President Joe Biden took
executive action to strengthen anti-discrimination housing policies.25 US lawmakers have also looked
for ways to remove barriers to accessing financial services that are known to be linked to race and
ethnicity.26 This return to social guardrails makes much sense. Everything we know about racial,
ethnic, and gender discrimination tells us that it is a social problem that requires a more
comprehensive system of guardrails to solve, rather than a technical Band-Aid. Creative Commons
understood this—that’s why they focused on conceptual clarity and paired their technical
implementation with a learning institutional framework, all thanks to technology deeply anchored in
social structures.

This does not deny technology a significant role—quite the contrary. By seeing technical tools as a
powerful way to support social guardrails, but not as a panacea to replace them, we are not raising
unrealistic expectations. Instead we are positioning technology as one, albeit important, piece in the
puzzle of a comprehensive solution.

Applying the Creative Commons template normatively to the money lending space suggests that
only when we understand the deep roots of the problem in social mechanisms and structures can we
hope to devise a framework of social guardrails to address the issue of discriminatory lending
decisions. Creative Commons used technology to facilitate and empower precisely the social
guardrail systems its creators identified as necessary. A closer look at algorithmic bias reveals how
this could be done to improve money lending decisions, and much more.

Algorithmic Bias Revisited
Algorithmic bias describes a situation in which systemic and repeatable errors result in outputs that
benefit or disadvantage certain individuals or groups more than others without justified reasons for
the unequal impact. Bias is inherently human and, of course, existed in society long before the rise of



digital technology—but ubiquitous personal data and unprecedented processing power has put the
problem on steroids. With conventional algorithms, bias was hard coded—and thus often deliberate
and, at least in principle, transparent. Modern algorithms, however, as we explained in chapter 4, are
frequently the result of machine learning from vast amounts of training data. This algorithmic bias
mirrors bias already present in the training data, or results from a misconfiguration or misapplication
of machine learning tools, or both. Its stealth makes it extremely hard to detect.

The potential danger of algorithmic bias runs deep and far. Headlines focus on easily
understandable cases, from school admissions to job hiring to mortgage applications, as with the
McDaniels. But a growing body of empirical evidence finds significant prejudices based on factors
such as gender, race, ethnicity, and religion in areas as diverse as search engine results, social media,
election outcomes, natural language processing, facial recognition software, risk assessment tools in
the criminal justice system, and healthcare tools. As these technical systems profoundly affect the
lives of millions of people, overcoming algorithmic bias is absolutely crucial.

It is also fundamentally challenging—both to identify the concrete nature of the bias in any
particular algorithmic setting and to select appropriate measures to redress it. While the selection of
learning methods is also scrutinized, the initial focus is on the choice of training data. It may be
incorrectly collected, wrongly filtered and constrained, or perhaps resting on erroneous human
decisions, but it represents at some level a reflection of reality, especially social reality. Identifying
problems in the data is less a purely technical task than a cognitive, conceptual, and social one. It
needs human thinking and social deliberation.

The same is true for remedying algorithmic bias once the cause has been identified. Training data
can be amended, by injecting data from a different source, or by deliberately altering them to be
“unbiased.” At one level, this is a technical task of data handling and manipulation. But it entails
choices about goals and constraints, and necessitates that we realize the conceptual consequences of
such choices. The important decisions involve seeing what the data reflect and understanding how
they are cross-linked.

We find ourselves in need of robust social guardrails on how to design and implement algorithms
that learn from data: from what data are collected and how they relate to the phenomenon we want to
capture, and features we want to avoid, to how data are understood, cleaned, constrained (what data
points are omitted), and prepared for machine learning, to how we test the validity of the algorithm
that results. Much like the shrinkage of the intellectual space to share creative works that was the root
problem Creative Commons chose to address, the biased algorithms reflect a bigger, deeper, and
more systemic issue that necessitates a broader social response to address it. Applying the Creative
Commons template, technology could—if employed well—be an integral element of a comprehensive
solution. Here is how.

Technologies of Redress
Because a data-trained AI system is a black box, it is unclear at the outset whether its decisions are
biased or not. To know, we need to peek inside. But we can’t easily do that directly. This is where
technical tools come into play. They can help us explain the behavior of AI systems, even without
fully pushing aside the veil of ignorance about the systems’ exact inner workings. Even though the



systems remain “black boxes,” we can still get sufficient insight into them to grasp whether they are
likely biased or not.

Such technical tools afford us the ability to evaluate and test data-trained algorithms. It’s the
algorithmic-age equivalent to the microscope or the telescope—it lets us “see” things we otherwise
would not see. And it turns out that we can use these tools not just to diagnose the problem, but also to
help remedy it, by reducing or eliminating some of the biases we identify.

Over the past few years, computer scientists have developed technical strategies to achieve these
feats. Some focus on “fair representation” in the training data. Others use tools from machine learning
to “regularize” the process of model building by assigning a penalty to undesirable model attributes.27

Taking this a step further, a team at the University of Oxford suggested the use of “counterfactuals” to
help explain the inner workings of the black box.28 By exploring what changes in input data would
lead to different outcomes, we can start to comprehend the path of action we should take, giving us
agency and control without needing to understand the inner workings of the system. This is well
aligned with our design principles of individual empowerment and learning. Several large software
and cloud computing providers, such as Microsoft, Google, and AWS (Amazon’s cloud computing
subsidiary), have introduced tools that incorporate this approach.

Importantly, though, these tools can be used only once we choose a desired outcome, which brings
us back to questions of goals and aims, and the need for debate and social anchorage. It forces us to
pick the policy dimensions we care about. We may want to eliminate all bias—that is, all differences
between analytical results and factual reality—in comprehensive training sets, but in practice that’s
impossible. What is feasible is to focus on eliminating specific dimensions of bias, say ethnicity or
gender. Which dimensions we select is a normative question that precedes the use of technical tools.

One approach is to generate synthetic data that captures accurately some selected dimensions in
the actual training data, but carefully reweights others to undo specific biases—or perhaps introduce
a bias that’s desired.29 The AI system is then trained on the synthetic data and never exposed to the
possibly sensitive actual training data. Some industry sources suggest that by the late 2020s, more
than half of training data sets will be based on such synthetic data generation.30

Still other technical tools are becoming available, offering new ways to help identify or reduce a
particular bias. But they will all need to support, rather than try to replace, a system of social
guardrails that normatively define what decisional deformations we find unacceptable. Applying the
example of Creative Commons, we need to settle on appropriate guardrails to lessen certain biases
and develop the technical tools to make it happen—then frequently evaluate whether the tools need
adjusting to avoid unintended consequences. With this strategy, technical tools become deeply
embedded in the social processes and turn into integral elements of the comprehensive system of
guardrails we need.

The cases of Creative Commons and algorithmic bias together show that the key to defining the
role of technology is less the choice of a particular technical tool or its concrete application and
closer to how it is embedded in the overall guardrail processes and structures. This task is, rightly,
attracting increasingly wide attention.

Positioning Technology



Linking the use of technical tools with social structures and mechanisms necessitates a sharp
understanding of what tools can and cannot achieve. It requires a clear definition of the interface
between technology and social structures, including resolving questions of agency and control. It also
entails a sufficiently defined focus for technical tools to deliver what is expected from them. This
means tools must be well understood and evaluated as fit for purpose. And we must equally expect a
clarity of design and process from the social structures that make up the system of guardrails, as well
as a functioning interface. More challenging but also potentially more useful would be socio-technical
setups that are capable of iteration, adaption, and learning—so that the system of guardrails not only
helps individual decision-makers to improve but also the system itself to evolve and progress as
experience accrues and contexts become clearer.

These necessities have had process and systems approaches penetrate into computer science as
well as practical software and hardware design, prompting a shift in attention from purely technical
issues to ones more at the interface of the social and the technical. Some of these approaches are
comparatively conventional, utilizing process standardization; others are more innovative, even
actively reaching out to experts in science and technology. But regardless of their ambition and
originality, the various approaches share an open acknowledgment of the need to understand and craft
technology’s role within a larger social system and that system’s specific qualities and needs.

We see examples of such a more socio-technical approach already in the context of identifying and
combating discriminatory bias in AI. The influential US National Institute of Standards and
Technology (NIST), for instance, released a road map toward a standard for identifying,
understanding, managing, and reducing bias. It offers a broad overview of the different sources of
bias—from systemic and human to statistical and computational—and maps out both procedural and
practical guidance on how to deal with the issue across the entire life cycle of AI, from design and
development to deployment. The NIST report highlights human factors, including societal and
historical biases within organizations, as well as challenges related to implementing a “human-in-the-
loop” approach. NIST not only offers a helpful framework to identify bias, but also lists tools and
techniques that are available to address the different types of bias, emphasizing a holistic, socio-
technical approach.31

Leading tech companies similarly have created guidelines, checklists, and frameworks to test for
and reduce bias in AI systems. Some have entered partnerships with other stakeholders to develop
collaborative platforms to help customers identify and mitigate unfairness in AI systems. One
example, provided by a professional service firm in collaboration with a large tech vendor, is an
interactive web-based assessment tool that creates risk profiles and risk scores of AI systems to catch
possible fairness issues with machine learning models along the system’s life cycle.32 Initial use
cases include tests with mortgage adjudication data to improve the fairness of loan decisions by
reducing the kind of bias that afflicted the McDaniels.33

Engineers have teamed up with ethicists and social scientists to establish organizations that help
others tackle the social dimension of embedding technology within a workable and effective guardrail
system. For instance, the Algorithmic Justice League was founded by Ghanaian-American-Canadian
computer scientist and digital activist Joy Buolamwini, whose research at MIT Media Lab uncovered
racial and gender bias in popular AI systems. It challenges bias in decision-making software and



highlights the social implications of AI, including the threats it poses to civil rights and democracy,
through activities such as research, artwork, storytelling, and advocacy to raise public awareness,
shape policies, and give voice to affected individuals and communities.34 AI4ALL is another well-
respected nonprofit organization, which seeks to address the bias problem in AI by developing a
diverse and inclusive pipeline of talent through education and mentorship in underrepresented
communities.35 These and related efforts are indicative of the solution—or, perhaps better,
opportunity—space in front of us.

This opportunity space is enlarged and improved as engineers learn more about social structures,
and those on the social side—organizers, policymakers, social science experts, the media, even the
public at large—start to understand more about the role, functioning, and limitations of technical
tools. In doing so, we (re)discover that we are all crafters and guardians of guardrails all the time.
Knowing more is often empowering, conceptually as well as practically.

Of course, we are only in the early stages of this shift toward a more thoughtful and deliberate
embedding of technical tools in a system of social guardrails. More research is necessary: the
understanding of dependencies and causalities, the development of better processes, the establishment
of suitable institutions, and the incorporation of appropriate practices in organizational and societal
culture. But we have no doubt that progress is possible if we want—and that it is what we need.

At a time when the digital frontier advances so dramatically, the biggest challenge ahead remains
both conceptual and deeply practical. As we seek to embrace and incorporate increasingly powerful
technical instruments such as AI to make future guardrails more efficient and robust, it is essential to
clearly demark the limits of what we can expect from these tools—and what not. Like when designing
guardrails themselves, we need to integrate technical tools with self-restraint in mind. As the stories
in this chapter have illustrated, technology can help in myriad ways to shape and operate guardrails,
as long as we avoid “boiling the ocean” with it and remain crystal clear and specific about exactly
what problem we aim to solve.

The Sum of It All
Years ago, on the island of Kalimantan, the government suggested land use that disregarded the
traditional rights and practices of local communities. Negotiations between the government and these
local communities ensued. But as local communities defined their geographic boundaries according to
their traditional knowledge, they could not delineate their territory using longitude and latitude on a
Western Cartesian map, and talks stalled.

NGOs then intervened to facilitate discussions, introducing GPS and a geographic information
system to translate the communities’ traditional knowledge of boundaries into information the
government could comprehend and vice versa. By creating common informational ground, this socio-
technological intervention ultimately led to better decisions about land use.36 It’s yet another example
of how technical tools don’t necessarily have to be hugely sophisticated to make a difference—rather,
they have to be cleverly positioned within the social system.

In earlier chapters we detailed how technical guardrails produce troubling outcomes when they
reflect the wrong qualities, disregarding the fundamental design principles we identified. As we hope
this chapter makes clear, this doesn’t suggest technical tools are useless in the context of guardrails—



quite the opposite. But the technical guardrails must be understood as valuable elements of social
systems of guardrails, not as substitutes. In the end, all guardrails are socially constructed, and some
benefit greatly from technical tools embedded in them. It is our task to ensure that we utilize the
capabilities technical tools offer and organize their interplay, as the final chapter argues, with the
other instruments when reimagining guardrails in support of human decision-making for the decades
to come.
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FUTURES

More than three decades ago, writer Neal Stephenson imagined a fully immersive virtual world in his
sci-fi novel Snow Crash. He called it the Metaverse.1 Today a good part of the digital industry is
banking it’s the next big thing. Large tech firms and venture capitalists invested more than $120
billion in the metaverse in the first five months of 2022. Some predict it will generate $5 trillion in
value by 2030—which would give it equivalent economic power to Japan, the world’s third largest
economy.2 Currently the metaverse is at a transition point from rapid innovation and tech enthusiasm
to massive commercialization. If the pattern of previous cycles of tech innovation holds, the next
phase will be a form of anarchy during which the governance structure of the metaverse is up for
grabs.3 Stephenson predicted as much. In Snow Crash he has a media magnate say: “Watching
government regulators trying to keep up with the world is my favorite sport.”4

We may not buy into the metaverse hype. But the idea of a metaverse is a useful metaphor for the
more general idea of the next frontier: the notion that societies continue to evolve in ways both
anticipated and disruptive, that technologies will play a decisive role in these dynamics, and that new
needs and opportunities for guardrail-making will emerge. Viewed from such an angle, the metaverse
is a placeholder to address the fundamental questions of our shared vision for society’s future
operating system, including the guardrails we want to put in place to guide our individual and
collective decisions. As much as cyberspace forced us to think about how to govern ourselves in a
globally networked space thirty years ago, the metaverse offers us another chance to reimagine the
guardrails that form part of the next social contract.5

Saintly Rules
There’s much we can learn from the recent past and across domains for coming up with guardrails for
emerging virtual spaces such as the metaverse, as the numerous examples of guardrails referred to in
earlier chapters exemplify. But we can go even farther back in time for guidance in imagining the
future. Just consider one of the most successful guardrail architects in human history: Saint Benedict
of Nursia, born in 480 CE and remembered as the founder of Western monasticism.

In today’s language, we can think of Saint Benedict as a serial entrepreneur who founded a dozen
monasteries and served as their abbot. Even more significantly for our context, he drafted the key
principles that have governed the lives of monastic communities in the Western hemisphere ever
since. Bringing to bear his extensive experience as a monk and abbot, paired with his deep
understanding of both the promises and risks of monastic life, he built upon earlier rules to draft a
formidable set of guardrails for decision-making and governance that has become known as the Rule
of St. Benedict. It has guided the monastic way of life over the past 1,500+ years—and counting.6

Consisting of a prologue and seventy-three chapters, the Rule offers guidance about the essential



monastic virtues of humility, silence, and obedience as well as directives for daily living. It includes
specific instructions regarding the care of the sick, reception of guests, recruitment of new members,
and journeys away from the monastery, among other things. But the secret of the Rule’s success is that
St. Benedict embraced uncertainty. While many of the norms are quite specific, they are made flexible
by introducing numerous exceptions, offering the abbot significant discretion, and anticipating
changing contextual circumstances.

The Rule of St. Benedict is only one—albeit impressive—set of guardrails from ancient times that
is thick in formulation and flexible in application. In the first chapter, we explained the difference
between thin and thick rules—that is, between rules with little flexibility and room for interpretation
that must be accepted and are enforced at face value, and rules that are adaptable and adjusted to suit
specific contexts.7 St. Benedict’s Rule is an example of the latter, while smart contracts and
algorithms are often samples of the former. Models we have of the world constrain our decisions, but
they tend to be thick rules, in need of contextualization and interpretation. Laws can straddle a wide
spectrum, depending on how abstractly or concretely they are formulated. But because laws require
interpretation, some flexibility is built into all of them. As historians have pointed out, over recent
centuries guardrails have trended toward the thin, rigid, and specific rules that run counter to the
principles we propose in this book.8

Technology may, as we mentioned, have exacerbated that shift. Information flow and decision
governance issues have mutated significantly over the past few decades. Both at the surface and more
structurally, these changes have challenged the effectiveness of the predominantly social guardrails
that steered our decisions in the pre-Internet age. In response to this vacuum—and fueled by an
accelerating stream of exciting technological innovations, including advances in AI—many societies
have been tempted to look to “tools born digital” for solutions to the new decision challenges. To be
sure, technology can and should play an important role in the guardrail context, as discussed in
chapter 9. But below the surface, the shift from mostly social to increasingly techno-centric guardrails
has been accompanied by a deeper and more troublesome development: These forces pull us toward
guardrails that run the risk of narrowing the flow of information and the variety of decisions, and
deepening path dependencies in our decision processes.

We don’t propose turning back the clock when addressing the most complex governance
challenges of our time. But we think it is worthwhile to resist the impulse to increasingly rely on
narrow, rigid, and immutable guardrails. The guardrail qualities we suggest for the age of the
metaverse share some of the key attributes that have made the Rule of St. Benedict so successful over
the past 1,500 years: diversity, variability, and plasticity. Our broader, more important message
though is that we should look beyond narrow interventions aimed at addressing a specific governance
problem, especially when we need to imagine different futures and how to govern our decisions
within them. That is why we put forward overarching design principles, such as learning and self-
restraint.

Granted, the challenge of coming up with guardrails for our times is daunting. But there is also
some good news. While the governance challenges we face have gotten harder since the time of St.
Benedict, the toolbox of guardrail-making has expanded as well. Guardrails to steer the daily life of
monks in a monastery were limited to a narrow arsenal of organizational and communicative



measures. In contrast, today we have a wealth of sophisticated social, organizational, and technical
approaches and techniques at our fingertips. We introduced this reservoir as solution spaces in
chapter 6 and offered a series of illustrative use cases in chapters 8 and 9, showing how guardrails
can encompass a variety of social, organizational, and technical instruments to address governance
problems through decisional empowerment, social anchoring, and learning.

These instruments can be used, tailored, tweaked, and—most important—arranged and combined
in novel ways when designing and putting into practice guardrails aimed at decision-making. When
tackling problems of bias in AI in a field such as health, for instance, guardrails must address the
social context and organizational practices, and consider the best techniques available along the
entire life cycle of AI systems. To address ecological sustainability issues in emerging economies, to
take another example, we need to develop guardrails that tap into the knowledge of local communities
and unlock the promise of green technologies. When dealing with interoperability issues in the
metaverse, guardrails should not only focus on the technical and data layers, but also consider
business models, corporate policies, and IP law. In one context after another, the solution spaces
offer a universe of potential guardrails and instruments that can be used to build and implement them
—to empower humans, individually and collectively, and facilitate learning.

Moments of discontinuity—when experience and expertise cease to work9—can pose a real
challenge to guardrails that served well in the past. The recent pandemic is a sobering case in point.
Although think tanks and expert groups who look at global risks had been warning for years about
pandemics as one of the biggest societal threats, the world was largely unprepared for COVID-19.
Confronted with a previously unknown virus, decision-makers did not have much of a playbook to act
upon. Existing guardrails meant to offer decision guidance turned out to be either outdated, given
today’s messy realities of globalization, or based on assumptions that proved not to hold. The result:
A maze of ever-changing and sometimes contradictory rules about social distancing, isolation,
quarantine, vaccination, travel restrictions, etc.

Even guardrails that embrace the qualities we detailed may hit functional limits when confronted
with decision problems related to events that mark larger junctures in human history, such as the
COVID-19 pandemic or the war in Ukraine. Looking at the current landscape of global risks—
including climate, global health, and geopolitics—it is not unreasonable to expect that we may
experience more such dramatic inflection points in the future, and likely at an accelerating pace.
While some carefully designed guardrails can be helpful in times of crisis, and—as the Rule of St.
Benedict shows—have a long shelf life, others will need to be overhauled in moments of tectonic
shift. Investing in creating a systemic capacity to learn and adapt when guardrails need an overhaul is
just as important as designing guardrails with the flexibility to accommodate changing circumstances
and incorporate new data and knowledge. Whether in moments of evolution or revolution, it is
essential that guardrails are designed with learning in mind.10

An Issue of Power
As guardrails seek to influence the decisions of others, they are always expressions of power. Kings
and emperors, religious elites, and states have used guardrails to establish and legitimize power—
from the Rule of St. Benedict to COVID-19 public health measures. Formal laws as well as



community norms convey power as they aim to shape the behavior of people. The same goes for
envisioning the rules of the game for the metaverse, or an equivalent vision of the future.
Conversations about the role of standard-setting organizations that not only set technical guardrails
but also make and break business models illustrate how guardrails and questions of power are deeply
interwoven.

Guardrails not only signify power, they also rearrange it. From food labels in grocery stores to
anti-bias rules in the housing market, guardrails empower some decision-makers while constraining
others for the greater good. The rich history of law spanning cultures, continents, and different legal
traditions is full of stories that show not only how heavy-handed rulers may be able to exercise
power through law, but also how the same rulers find that their laws can eventually be turned back
against them.11 The history of modern American legal thought, from critical legal studies to
postcolonialism, offers analysis and critique of the different power structures and dynamics baked
into and exercised through the law, its institutions, and actors.12 Contemporary scholarship in
cyberlaw and platform regulation offers perspectives on power shifts involving large tech companies
and their strategic use of guardrail systems that combine legal and algorithmic means of control.13

In short: The narrative about how guardrails have been used as tools of power captures a
significant slice of the history of humankind. In this book, however, we have not been analyzing these
shifts in power. As we stated in the first chapter, we have been looking at guardrails as a means to an
end. We have offered qualities and design principles to make guardrails more effective as a means,
but we have not pondered ends, beyond the overarching importance of human flourishing. And yet,
our normative perspective for guardrails also has consequences for the question of power reflected in
guardrails. Two are particularly noteworthy.

First, we suggest that whatever power is being expressed and reconfigured through guardrails
needs to be limited and contextual. This is inherent in the design principles of learning and self-
restraint. When guardrails aim to cover everything in detail, with little flexibility, they risk losing
their value as reality evolves. In contrast, through self-restraint and learning, guardrails keep open
socially desirable avenues for pluralistic decision-making while also offering the possibility to
critique and contest power mechanisms in ever-changing circumstances.

Second, as we argue for thick guardrails, we see power vested in processes, institutions,
practices, and culture rather than substantive rules alone. We think this produces better decisions in a
changing world—but, more fundamentally, it also reflects our conviction that guardrails without
social anchorage suffer from a lack of legitimacy that ultimately undermines their effectiveness. We of
course appreciate that shifting to ever more detailed guardrails, devoid of flexibility, comes from a
desire to limit how much power is in the hands of corruptible humans. But, as we hope we have
clarified in this book, we do not think such a strategy can work in the long run. Guardrails are social
constructs—take the human element out of the equation and they will fail.14 There is no shortcut to
avoid facing and confronting the messiness of human involvement, nor should there be.

Agents of Our Futures
As we draft these final paragraphs, the world is deep in crisis mode. Headlines about record
temperatures, severe water and energy shortages, a possible next pandemic in the making, and the



threat of escalating military confrontation in Europe and Asia hit us with a breathtaking cadence.
Humanity’s central challenge arises with new urgency: How can we imagine and build a better
world, a better future for our children? Much boils down to what theory of change one has in mind.
While far from offering a silver bullet or even a comprehensive blueprint, we have suggested how
suitably designed guardrails can guide humans toward better decision-making.

In considering the role of guardrails, we affirm the importance of individual choice and human
volition. Guardrails can guide us, but they ought not and cannot decide for us. This is both a blessing
and a curse. The latter because we cannot escape responsibility for the trajectory that humanity takes.
And the former because without volition we would not have agency. It’s the human condition: to
decide as individuals yet be anchored in society. The guardrails we wrote about in this book link one
with the other—and good guardrails embrace and deepen this link, while appreciating the limitations
of all human decisions and the potential for learning, progress, and evolution this entails.

And yet, we will fail if our guardrails do not reflect the human ability to dream. Guardrails can, as
Fernanda Pirie says of laws, “make a social vision concrete and explicit, holding it up for others to
see.”15 It is in this spirit that we invoke the metaverse as a metaphor for the next frontier in society’s
evolution. Ambiguous as it is, it offers the much-needed rhetorical space for reimagination and
creativity. We hope that our readers—and everyone in governments, companies, and communities
tasked with confronting some of humanity’s biggest challenges—will embrace this timely opportunity
to think about and experiment with smarter guardrails to work toward better, fairer, and more
sustainable futures. The stakes, as we all might agree, could not be higher.
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