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Preface 


A Cyber-Physical System (CPS) is an integration of cyber components with their 
physical counterparts. A cyber unit could be either a software or hardware. At the 
same time, the physical components are those objects, which are governed by the law 
of physics. CPSs have transformed how we interact with the physical world, ranging 
from sensing the environmental parameters to controlling a complex manufacturing 
industry. 

The profound implication of a pandemic situation is devastating to both the 
economy of the world and the health of the people. The COVID-19 pandemic is a 
prominent example of one of the most comprehensive and tragic catastrophes in a 
century. The book Cyber-Physical Systems: Solutions to Pandemic Challenges  
presents the significance and practicality of CPS amidst a pandemic situation. It 
provides a strong foundation to CPS while also incorporating latest theoretical 
advances and practical applications to alleviate the state of a pandemic. The scope of 
the book covers: 
	 •	 Theoretical background and application-oriented overview of the different CPS 

models 
	 •	 Impact of COVID-19 and similar pandemic situations on engineering aspects of 

various industries and organisations 
	 •	 Exciting and impactful CPS based solutions to different pandemic situations 
	 •	 Covers security and privacy in CPS when applied to critical and sensitive 

pandemic affected environment 
	 •	 Describes government-funded projects and work using CPS in real-world 

scenarios 
Cyber-Physical Systems: Solutions to Pandemic Challenges, for the first time, 

provides a unique and fresh exposure to CPSs employed in a pandemic situation. This 
comprehensive book promotes high-quality research and applied work on the impact 
of CPSs during a pandemic. The book brings together researchers, practitioners, 
academics, experts, and industry professionals from around the world to share their 
knowledge and experience. The book is for the academic researchers, industry 
practitioners, and aspiring graduates to delve into the importance of Cyber-Physical 
Systems to tackle a pandemic situation. The book will encompass core research 
topics to industry implementations of CPS especially tailored to control the effect of a 
pandemic such as COVID-19. 

Tushar Semwal 
 Faiz Iqbal 
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CHAPTER  

1
 

Introduction to Cyber-Physical 

Systems and Challenges Faced 
 
due to the COVID-19 Pandemic 


Faiz Iqbal, Jitin Malhotra, Sunil Jha and Tushar Semwal* 

1. Introduction 
The economic world has been affected over all its sectors due to the ongoing 
COVID-19 pandemic. It is a health crisis that has defined the situation in the health 
sector. However, the health sector is not the only affected sectorial entity due to this 
pandemic. With its unprecedented effect across all dimensions the pandemic has 
become a worldwide crisis in all forms of social and economic reforms delivering 
potentially everlasting effects on each and every country it has its presence on. The 
pandemic also brought scaled organizational modifications in almost all aspects of 
life forcing enterprises both private and government to adapt to the new normal. 
Governments were and still are tasked at saving lives at the cost of a lot of other 
things and a balance must be found. The balance meant restrictions at various levels 
for businesses which led to financial problems amounting to a cosmic scale and 
with challenges to create conditions safe for everyone. Work from home for the vast 
majority of companies became the new normal as employees were asked to stay home 
and hone a new set of skills to deal with digital platforms on top of their own skills. 
Despite the best efforts from many companies to keep employee health and wellbeing 
a top priority the conditions are just not desirable and leading to frustrated moods. 
With this being a global crisis, the effects of COVID-19 are being felt across many 
industrial sectors. None of the companies worldwide have a proven strategy for this 
extremely rare and new nature of working conditions. Every company has had to 
individually fight the pandemic challenges they are in front of in these difficult times. 

The concept of Industry 4.0 (I4.0) started as an industry development strategy 
for economies around the world at the end of the first decade of this twenty-first 
century. From an economic point of view, industry acts as the growth engine for 
every country. Technological development of various aspects including production 

*Corresponding author: tusharsemwal@outlook.com 
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has been extremely rapid of late, and very recently having been coupled with digital 
advancements it has enabled the creation of cyber-physical systems (CPS). The cyber 
part of CPS is able to deal with the physical processes through the use of advanced 
sensors, sophisticated controllers, and interactive user interfaces, enabling the use of 
cyber worlds to manipulate physical standalone systems remotely, reliably, and in 
real-time. Tasks such as communication, computing, control, and self-maintenance 
are feasible with the advent of CPS. Industry 4.0 has been looked upon as a medium 
to enhance production rates and competitive strategies. From its conception in 2010-
2011 until the present it is a big challenge for many industries around the world. 

The COVID-19 pandemic in the beginning led to the cessation of work in almost 
all industries. Especially in the small and medium-sized enterprises (SMEs) and 
micro-SMEs, reduced production efficiency further aggravated scarcity of various 
essential products as well. The number of SMEs is large and dominant in the current 
market. These types of enterprises usually work with a traditional work force and 
lack the latest advancements of I4.0 knowledge and skills. Therefore, owing to their 
lack of intelligence within this domain, primarily all the work is still dominated by 
manual interventions. The pandemic introduced the sudden and unexpected shortage 
of manual labour and enterprises could not come up with solutions to these pandemic 
challenges in the short term. With the advancements of I4.0 it was already becoming 
essential for SMEs to develop, change and adapt to the new regime of less humans 
and more automation. Simultaneously, the COVID-19 pandemic meant that the same 
change are now even more vital to survival of these small entities viz. micro, small, 
and medium scale enterprises. This, transforming the existing micro-SMEs into I4.0 
compliant enterprises has also become a pandemic challenge. 

The pandemic has also affected the education system in a huge way and schools, 
colleges, universities, none have been spared. With every country looking to spend 
significant amounts of money and time in developing the next generation it is a very 
challenging and daunting task to keep the education system going. The pandemic may 
last for years and children’s years of education are extremely vital for their knowledge 
and growth and quick solutions are required to the education specific pandemic 
challenges. Same is the case for undergraduate and postgraduate studies especially 
in engineering. With their laboratories being forced to close, it is vital to bring new 
solutions to remote learning giving the same feel and knowledge to students to learn 
from and become the outstanding engineers of the future. 

Supply chains (SCs) are another area that have been affected by the pandemic, 
although most of the activities in this domain have been rendered essential and can 
carry out their operations but they do not operate just by the logistics and there exists 
a huge workforce that makes every operation as smooth as it seems. The pandemic 
having affected this behind-the-scenes workforce has had its effect on SCs as well. 
The advancements in CPS are capable of addressing the issues faced by SCs through 
the implementation of I4.0 technological advancements. With the pandemic affecting 
many of the SC aspects there has arisen new challenges in this domain that need 
tackling for the supply chain world to be running in an advanced manner coping up 
with rapid technological challenges and the challenges the pandemic brings. 

New manufacturing technologies, such as additive manufacturing (AM), are 
consistent in producing a versatile variety of products reliably. The performance of AM 
has seen drastic improvements in recent years and producing spares or replacement 
parts has been enabled through AM. The pandemic challenges of unprecedented 
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demand for spares have somewhat been overcome by AM in producing new pandemic 
related products such as Face masks, Face shields, Swabs, and Ventilator parts. AM 
remains at the core of these latest advancements and also brings solutions to pandemic 
challenges. 

With growing levels of customization, I4.0 and CPS are capable of providing 
solutions to the various COVID-19 Pandemic challenges few of which are listed in 
previous paragraphs. The following section lays out a comprehensive review of recent 
archival literature in CPS domain to find out how the recent work reported on CPS is 
still viable in a pandemic situation. 

2.	 Cyber-Physical Systems – Recent Advancements 
and Technologies 

The current section will introduce the readers to CPS and its related technologies. 
This section will present an overview of each technology to the reader with few key 
applications in 5 major domains (Fig. 1.1) i.e., agriculture, energy needs, healthcare, 
manufacturing, and transportation. These domains have been selected based on the 
needs of humans in difficult times like the COVID-19 pandemic. 

Figure 1.1: CPS and core technologies, with applications. 

2.1  Cyber Physical Systems (CPS) 
Cyber-Physical Systems (CPS) are aone of a kind, large-scale networked system, 
formed by uniting cyber and physical elements. They are multi-scale, spatially 
distributed, time-sensitive, networked systems which connect cyber elements to 
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physical systems through sensors and actuators [1, 2]. Figure 1.2 shows a basic block 
diagram of the cyber-physical system having three major functional components [3]: 

i. First is the cyberspace which is formed with capabilities of smart data conversion 
and management; data analysis & inference; and computational capabilities. 

ii. Second is the physical space having capabilities of real time data acquisition 
from physical entities, to receive feedback from the cyber world through highly 
advanced communication systems and implement actuation actions in the 
real world. 

iii. Third is the communication network which connects both physical and 
cyber spaces. 

CPS term first came into existence at US National Science Foundation in 2006 
[4], and from then on has gained a lot of attraction. These networked systems are 
of huge interest in academia, industries and even top the government priority lists 
because of its significant impact on society, environment and in economic sectors. 
In the US, the President’s Council of Advisors on Science and Technology (PCAST) 
suggested putting CPS as one of the top items of the research agenda [5]. Also, the 
National Science Foundation (NSF) has promoted the CPS by providing funding 
opportunities to the scientific community [6, 7]. Talking about European Union’s 
initiatives, Advanced Research and Technology for Embedded Intelligence Systems 
(ARTEMIS) has heavily invested in CPS with a vision of making physical systems to 

Figure 1.2: CPS components. 
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be smart and physically aware by connecting cyber elements to them, communicate 
with them and get benefited by digital information and services [8]. The EU has also 
launched a R&D program called Horizon 2020, with almost a budget of 80 billion 
euros. This program primarily targets the CPS and its related technologies to advance 
the research and innovation in various domains like manufacturing, agriculture, green 
energy, transportation, healthcare etc. [9]. 

The CPS aims  to boost the realization of smart networked systems with 
features like accuracy, adaptability, availability, compositionality, compossibility, 
confidentiality, dependability, efficiency, heterogeneity, integrity, interoperability, 
maintainability, predictability, reliability, reconfigurability, resilience, robustness, 
safety, scalability, security, and sustainability [2]. 

CPS applications in major domains: 

(a)	 Agriculture: CPS can play a major role in creating modern and precision 
agriculture by collecting data about the environment like weather, soil, humidity, 
and climate and based on data inference which suggests what plants can be grown 
on land, are profitable, and are currently in demand [10]. In addition to making 
suggestions, it can make various predictions regarding using AI regarding the 
market needs based on previous knowledge and current data [11]. Livestock 
management can also be one of the applications which can be better managed 
by CPS. Various applications in agriculture are available using CPS which are 
smart farming [12], smart crop cutting machines, smart logistics or intelligent 
supply chain for crops [13], smart irrigations systems [14, 15], smart waste 
disposal systems, and smart biomass systems, etc. 

(b)	 Energy Needs: With technological advancements, the energy needs are also 
increasing day by day, which makes us think more about renewable energy 
sources and incorporating some smart systems which can provide us ways to 
save energy and utilize them in an efficient manner. One of the best examples 
of CPS in this sector are smart grids, which is a smart way of modernizing 
the grids by combining communication and information technologies with 
power systems engineering in a homogenous manner resulting in a distributed, 
responsive, and cooperative technology for consumers [16–18]. CPS further 
helps in blackouts monitoring, large scale (statewide) or smaller scale (street 
wide) energy needs monitoring by smart sensors, communication technologies 
and controlling at a centralized location for a better management of resources 
[19, 20]. Another application is in water or gas distribution smart meters having 
wireless connectivity capability, wireless meter reading reporting, meter fault 
monitoring & reporting, theft reporting like features which make them smart and 
user friendly [21]. 

(c)	 Healthcare: CPS in the health care sector addresses the issues related to the real-
time and remote monitoring of the physiological conditions of patients [22, 23]. 
The research opportunities in Medical applications includes the smart portable 
medical devices customized to patients’ needs like pacemakers, infusion pumps, 
and smart wearables; also, to add to the list there would be smart operation 
theatres, smart home cares and smart prescriptions [24]. The concept of Medical 
Cyber-Physical Systems also summarizes more promising directions for research 
and mostly tries to solve the problems by integrating specialized software into 
medical devices [25]. Also, the use of robots in operating rooms have given 
rise to some new terminologies which are quite popular in medical world viz. 
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telesurgery, medical robotics, robots assisted surgeries, rehabilitation robots, etc. 
[25–29]. The key benefits of robotic surgery are increasing in patient safety, 
decreasing patient recovery time, leading to a decrease in operating times, a 
decrease in surgeon fatigue as robots largely play the key role and surgeons just 
act as the supervisors to them [30]. 

(d)	 Manufacturing: Most of the applications of CPS are in the manufacturing domain. 
CPS plays a key role in making the current manufacturing setup a smarter, 
efficient, autonomous, and optimize the factories for continuous production, 
with zero downtime [31]. CPS has the capabilities to improve the processes by 
sharing the real time useful information to other machines installed locally or 
in some remote locations for further actions, various suppliers of raw materials 
in case of shortage of raw material onan need basis, to customers indicating the 
status of their ordered product, to logistics vendors for shipping of products, and 
to the waste disposal vendors to collect the waste material from factory on timely 
basis [32–38]. 

(e)	 Transportation: The CPS plays an important role in all kinds of transportation 
services whether it be military or civilian related. Starting from self-driving 
fully autonomous cars having onboard sensors, computation capabilities, 
communication links to the base stations [39, 40]. These applications have the 
tendency to improve the safety of passengers onboard and outside the vehicle, 
and efficiently manage traffic as autonomous vehicles itself are learning and 
taking the decisions based on current data and previous knowledge. The collision 
avoidance systems equipped on the vehicles make them safer for the humans 
[41]. More advanced applications can be lane keeping assistance, distance 
keeping assistance, potholes detection and reporting systems [42–44]. CPS will 
not only be managing the land traffic but can also in air and water. Better control 
of drones or UAVs with full autopilot capabilities and providing assistance to 
airplane pilots in efficient decision making soon will be a reality and comes 
under the reign of CPS [45]. 

2.2 Internet of Things (IOT) 
Internet of Things was coined by Kevin Ashton in 1999, while linking the RFID in 
Procter & Gamble’s supply chain with the internet [46]. Further getting deep into the 
meaning of Internet of Things, we get two different constituting terms “Internet” and 
“Things”, when combined results in a disruptive level of innovation in today’s ICT 
focused world. Various researchers have defined IOT in different ways like Atzori 
et al. [47] added a perspective to IOT meaning by adding a perspective on semantic 
oriented (focus on the data and the knowledge acquired by analyzing), in addition to 
internet oriented (focusing on network components), and things oriented (focusing 
on different sensors available and their interconnection) already known in literature, 
which gives a new meaning to IOT; and Working RFID group defined IOT as “The 
worldwide network of interconnected objects uniquely addressable based on standard 
communication protocols” [48]; Acc. to CERP, IOT 2010 the IOT is defined as “an 
integrated part of Future Internet and could be defined as a dynamic global network 
infrastructure with self-configuring capabilities based on standard and interoperable 
communication protocols where physical and virtual “things” have identities, physical 
attributes, and virtual personalities and use intelligent interfaces, and are seamlessly 
integrated into the information network” [49]. As per predictions, in the next decade 
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the internet will be a backbone of everything. And, when all the physical things are 
enhanced by electronics, it makes them smarter and when connected over the internet 
creates a path for new services and applications to come into existence involving 
both physical and virtual worlds. Key enablers for IOT are identifying technologies, 
sensors, communication, computing capabilities, services, and semantics [50]. 

Few applications of IOT are, but are not limited to these only: 

 (a) 	 Agriculture: IOT in conjunction with CPS plays an important role in major 
initiatives in the agriculture domain like precision agriculture, and smart 
farming [12]. Further IOT contributes to a lot in the agriculture domain in 
all three sub-domains i.e., livestock management, precision farming [10], 
and greenhouse monitoring. All three sub-domains have applications like 
in livestock management: animal health monitoring, heart rate, GPS based 
monitoring; precision farming: climate condition monitoring, pest and crop 
disease monitoring and predictions, irrigation monitoring system [14, 15], 
farm management systems; greenhouse monitoring: water management, plant 
monitoring, weather monitoring, drones-based surveying [51]. 

 (b) 	 Energy Needs:  With the integration of IOT technologies to buildings or homes, 
these buildings are on a path of becoming self-aware, and smarter which decreases 
resource consumption and an efficient management of devices available in 
home from entertainment to security, giving humans an overall improvement 
in satisfaction level and moving towards the concept of green buildings [52, 
53]. Utilizing the sensors data and processing them can also predict the energy 
requirements for the future and helps in managing the areas where usually the 
resources i.e., electricity, water, or gas are wasted [54–57]. The concept of smart 
homes/buildings further contributes to the future smart cities [58]. Starting from 
the service sectors like smart governance, smart buildings, smart utilities to smart 
parking, smart street lighting, traffic monitoring, air quality monitoring, waste 
management, noise monitoring are some of the key features of smart cities [59]. 
All these mentioned features are achieved by adding sensors with the embedded 
devices connected to all components of this smart city having the capability to 
transmit real time information to the cloud and also utilize this information in a 
real time for decision making tasks [60–62]. 

 (c) 	 Healthcare: IOT applications in health care ranges from smart wearable devices 
to monitoring the patient health and drug delivery in case of emergencies [63– 
65]. The IOT  enhances the current state of living by continually monitoring the 
body temperature, blood pressure, breathing patterns, blood sugar levels using 
the wearable sensors [66] or through fixed sensors on the body and further 
transmitting these data to cloud for storage and analysis by medical specialists 
[67, 68]. Also, by studying the data relayed by sensors the medical staff can 
take immediate actions which can help in stopping the further deterioration of 
health of patients [69, 70]. Now-a-days some new and cheap smart wearables 
are commonly available in market in various forms which can give a brief about 
the daily activities done by human like exercises performed, calories burned, 
steps taken, and ECG patterns, etc., to help in betterment of daily lifestyle and 
mitigating the health problems [71, 72]. 

 (d) 	 Manufacturing:  The IOT when applied in the industrial setup it is commonly 
termed as Industrial Internet of Things (IIOT) and is a major element of the 
fourth industrial revolution (Industry 4.0). Its application areas range from the 
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development of smart factories, smart products, and smart services, etc. Also, 
various IIOT architectural frameworks are proposed by researchers like [73– 
76], which can act as a reference for implementing these smart technologies in 
industry scenarios for achieving the goals of Industry 4.0. The IIOT plays its 
role in various capacities during the complete product life cycle, starting from 
design, production, maintenance and lastly disposal. In-fact sometimes IIOT is 
synonymously used for CPS in manufacturing, as they both work towards the 
goals of efficient and smart production facilities. Various applications like digital 
twins [77], prognostics and health monitoring [78], smart logistics [79], digital 
supply chain [80], self-optimization [81], self-awareness [82], etc. the list is not 
exhaustive, but without IIOT and its related technologies, such smartness cannot 
be achieved. 

(e)	 Transportation: IOT plays an important role in the automotive sector, where it 
can help the manufacturers in simplifying the production process by improving 
raw material/components order tracking, improving logistics for smooth transfer 
of finished vehicles, controlling quality of vehicles with more stringent rules, 
and finally improving the services to the customer by letting them track their 
orders [83–85]. In addition to easing the production process, the IOT can play 
roles in various communications like Vehicle to Vehicle (V2V) and Vehicle 
to Infrastructure (V2I) which can help in the better management of traffic 
and can make a contribution to the development and running of Intelligent 
Transportation Systems applications [86]. Also, in case of emergencies like 
accidents or breakdown of vehicles, the vehicle itself can relay its locations and 
other information to a centralized system or to the nearby facilities for help [87]. 
In case of the aviation sector, IOT covers the areas in which embedded devices 
can be introduced in the systems with having onboard sensing capabilities and 
communication capabilities to wirelessly monitor the status of the airplanes, 
helps the companies in condition-based maintenance, and facilitates maintenance 
planning as the systems become self-serving assets [88]. Introduction of RFID 
technology in this sector helps in checking for the counterfeit parts used in the 
aircrafts during maintenance which may hamper the safety of humans on board. 
Also, RFID can be used for easy tracking of luggage/passengers/crew/cargos can 
help in safety of the aircrafts and ease the process of commuting for passengers 
and companies [89]. 

2.3 Big Data Analysis 
Big Data’s most cited definition includes 3V’s i.e., Volume, Variety, and Velocity which 
was presented by Doug Laney in 2001[90]. In brief, the term Big Data is applicable to 
information which cannot be extracted from raw data for analysis and decision-making 
purposes using conventional processes or tools available [91]. Various researchers and 
organizations have given different definitions by adding some more V’s to this basic 
definition provided by Laney. The additional V’s are Value [92], and Veracity [93]. So, 
going in depth of the Big Data V’s: 

i.	 Volume: It mainly points to the magnitude of data, which has and will be 
exponentially increasing, questioning the availability of capacity on existing 
storage devices [94]. 

ii.	 Variety: this parameter refers to the fact that the data is generated from 
heterogeneous sources like different kinds of sensors, various social media 
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networks, mobile devices, etc. in a format which can be either un-structured, 
semi-structured or fully structured formats [95]. 

iii.	 Velocity: it defines the speed at which the data is generated and delivered, which 
is usually processed in real time, or near real-times, in a stream-line fashion or in 
batch format [96]. 

iv.	 Value: it refers to the process of unveiling the unexplored or under-utilized 
values from big data to help in making decisions in a more efficient manner [92]. 

v.	 Veracity: this parameter focuses on the data quality and level of trust which 
can be made on big data as many sources like social networking sites have 
uncertainties and unreliability in data available on them [93]. 

Big Data applications are: 

(a)	 Agriculture: CPS and IOT provides a platform to move towards modernizing 
agriculture and initiatives like precision agriculture and smart farming are an 
example to it [10, 12]. But all the applications which these platforms provide 
are based on one thing “data”, and in absence of data, nothing is possible. Major 
applications related to monitoring and predictions in livestock management, 
precision farming, and farm management are all based on previous knowledge 
and current data [11, 15, 51]. The ubiquitous data collected from farms is utilized 
and based on it the decisions are taken. Also, in case of supply chain and logistics 
of farm produce, Big data plays a huge role, and all planning and management 
actions are based on this huge data inferences [13, 97]. 

(b)	 Energy Needs: Big Data provides many visible benefits to utilities and electricity 
users like an increase in stability and reliability of systems, increase in asset 
utilization and its efficiency, and full customer satisfaction and experience [16, 
17]. Further applications of Big Data are the monitoring, analyzing & predicting 
of energy needs throughout the grids, various events classification and detection 
like faults, line tripping, load shedding, oscillation, etc. The Big Data can 
also come in handy for power plant models validation and calibrations, load 
forecasting, distribution network verifications, demand response management, 
parameter estimations for distribution systems, system security and protection 
purposes [18–20]. 

(c)	 Healthcare: Big Data technologies play a bigger role in biomedical and health 
care informatics research as the data is being generated at a very high speed 
and scale. Big Data finds its applications in four major biomedical sub-divisions 
i.e., Bioinformatics: which deals with managing the genome data, analyses it 
and associates it with common diseases. Clinical informatics: which deals with 
intelligent decision making based on vast amounts of patient data. It further 
includes activity-based research, analyzing relationships among patients’ main 
diagnosis & underlying cause of death, and manages the storage of data from 
electronic health records (EHR) and other sources like EEG data. Imaging-
informatics: which deals with generation, management, and representation 
of medical imaging data. This domain focuses on personalized healthcare 
applications and incorporates imaging data to EHR in the cloud. Last is Public 
Health Informatics: which deals with 3 core functions i.e., assessment, policy 
development and assurance for public health. It has application areas in the 
surveillance of infectious diseases, population health management, mental 
health management and chronic disease management [98, 99]. 
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(d)	 Manufacturing: Industry 4.0 which aims to digitize the manufacturing sector, 
has three main components and data is one of them. It is expected that Big Data 
will grow exponentially in this sector and almost all the applications targeted 
to modernize this sector will include data [100]. In fact data will be the base 
to all applications like digital twins [77], prognostics and health monitoring 
[78], smart logistics [79], smart supply chain [80], self-optimization [81], self-
awareness [82], etc. and CPS with its related technologies will play a key role in 
achieving successfully implement them. 

(e)	 Transportation: Big Data finds its application in Intelligent Transportation 
System (ITS), which is a transportation management system formed by 
integration of sensors, electronics, and IT systems to transportation infrastructure 
with an aim to make transportation systems efficient, environment friendly, safe 
& accessible to users [42, 43]. Big Data is mostly utilized in real-time traffic 
information collection and management, urban planning activities, and analyses 
of near misses and collision related mis-happenings on roads [101, 102]. Big 
Data also finds its application in autonomous vehicles paying an important role 
in CPS platforms for autonomous vehicles. 

2.4 Additive Manufacturing 
Additive Manufacturing (AM) or commonly called 3D printing is an advanced 
manufacturing process to fabricate components by adding material to it instead of a 
conventional subtraction machining process (milling, turning, etc.) to obtain desired 
shapes [103]. In AM, precision geometric shapes are produced from a computer-
aided-design (CAD) model by slicing it and feeding it to an AM machine, followed 
by a post processing process. For making prototypes or in part improvement process 
by trial-and-error process AM technology is quite straight forward, faster and comes 
in handy. Also, this technology offers an easy way to fabricate complex geometries 
in a single step without any additional assemblies, resulting in lower manufacturing 
costs and lead times, which encourages researchers and industry people to use it 
extensively [104]. 

The AM process accepts various inputs like a 3D CAD, 2D CAD drawing, point 
cloud data from reverse engineering or MRI/CT scan data, these are all converted to 
a standard 3D cad model and converted to STL format which carries all the layer-by-
layer information for 3D printing of the parts. To this STL data, machine and process 
parameters with support structure data is added and a single file is compiled which 
is fed to the AM machines and parts are manufactured according to it [105]. The 
raw material for AM machines can be either solid, liquid, gas or can be paste. Most 
common AM techniques are [104]: 

i.	 Stereolithography: This technique utilizes a photosensitive liquid resin which 
solidifies into a solid polymer when exposed to an ultraviolet light source. 
Because of absorption and scattering of beam, the reaction only takes place near 
the surface of resin. It works in a layer-by-layer form, where the laser scans 
and solidifies resin first then its lowered down equivalent to one slice thickness 
and resin is again solidified. This is a continuous process till the full part is 
manufactured. 

ii.	 Selective Laser Sintering: This technique is quite like stereolithography, but the 
raw material is now in fine polymeric powder form and a CO2 laser acts as a 
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source for solidification. After one layer of powder is cured a roller comes into 
action and spreads the powder which is to be cured and is repeated until the part 
is fabricated. 

iii.	 Fused Deposition Modelling: In this technique, a nozzle with an in-built heater 
heats the solid polymeric material is heated and extruded out on a platform, 
and once the material is deposited on a platform it solidifies very quickly. Here 
mostly the nozzle moves in a plane (X-Y) and the platform moves up-down (Z), 
so a solid 3D part can be manufactured. 

As AM technology utilizes various materials to print 3D parts like polymers, 
ceramics, and metals, so they find applications in many applications, some of 
them are: 

(a)	 Agriculture: AM techniques has applications in agriculture in 5 major 
categorizes i.e., manufacturing hand tools like the tri-claw apple picker, custom 
shovel handle, hand shovel, and pulleys; in food processing like manufacturing 
water testers, pH testers, corn sheller, cassava press, and sausage funnels for 
meat grinders; in animal management like chicken feed holder, ant trap, gutting 
tool, and field dressing tool; in water management like manufacturing of garden 
hose splitters, gaskets, and contoured spigot for 5 gallon bucket; in hydroponics 
like manufacturing of hydroponic halo ring, plant pot, peristaltic pump, and 3D 
Ponics [106]. 

(b)	 Energy Needs: AM technology contributes mostly to producing electrodes 
and devices for electrochemical energy-storage devices (EESD) i.e., batteries 
and supercapacitors [107]. The EESD have widely been used in aerospace, 
constructions, electronics, energy, biosensors, etc. [108]. 3D printing provides 
an innovative approach to fabricate these technologies from nanoscale to 
macroscale with a complete control over the device geometry i.e., dimensions, 
porosity, and morphology [109]. In addition to EESD, AM is widely utilized 
in printing wearable bio-electronic devices, which are flexible bioelectronic 
structures having integrated life-long power source [110, 111]. 

(c)	 Healthcare: In healthcare, the AM has a huge number of applications, even in 
the difficult pandemic times the AM played an important role. Major medical 
applications are in surgical planning, where the surgeon’s 3D print the bone 
structure of patients and study before surgery to reduce operations time, risk 
to life and costs during operation [112]. In medical education and training, 3D 
models of internal and external human anatomy structures help in studying 
surgical procedures and problems [113]. In customized implants and bone 
replicas, 3D printing plays a key role, as complex knee joints, spinal implants and 
dental implants can be manufactured with precision [114, 115]. For scaffoldings 
and tissue engineering, FDM, & SLS are the common contributing 3D printing 
technologies as they can produce complex geometry with higher accuracy [116]. 
Prosthetics and orthotics also use a lot of 3D printed components as these models 
provide comfort and stability with precision [117]. 

(d)	 Manufacturing: AM plays an important role in the product life cycle majorly in 
designing and manufacturing in various capacities. Major design applications are 
CAD model verification, visualization purposes, proof of concepts for marketing 
and commercial applications. Further looking at the parts from engineering 
perspectives applications include scaled prototypes e.g., perfume bottles with 
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different holding capacities, part form and fit related considerations e.g., like a 
new rear view mirror design testing or door handle design testing, thermal fluid 
flow analysis, stress analysis, pre-production parts, jig-fixtures manufacturing, 
and rapid tools manufacturing, etc. [103]. 

(e)	 Transportation: AM techniques are mostly utilized in manufacturing of 
automotives in the transportation domain, where major areas include prototype 
printing of components using varied materials i.e., plastics, metals, composites, 
etc. during the design and pre-production phases [118, 119]. One interesting 
application is a 3D printed complete car, which actually works has also been 
presented [120]. The contribution of 3D printing in the automotive sector is mainly 
in five ways i.e., flexible optimized designs, rapid tooling, fast customizations, 
production aids and real-world testing phases [121]. Prototyping complex 
gearbox housings, to advanced driver control systems, creating metallic engine 
blocks to production tools, everywhere the AM finds its applications [103]. In 
the aerospace industry also 3D printing finds its applications in manufacturing 
complex geometry parts e.g., fuel nozzles; printing difficult to machine parts; 
custom parts production; on-demand manufacturing of old parts; and high 
performance to weight ratio products mostly in space travel [122]. 

2.5	 Artificial Intelligence 
Artificial Intelligence (AI) term was first used by John McCarthy (Dartmouth 
College), Marvin L. Minsky (MIT), Nathaniel Rochester (IBM), and Claude Shannon 
(Bell Laboratories) in 1956, when they conducted the Dartmouth Summer Research 
Project on Artificial Intelligence, which shaped this field [123]. Considering the 
postwar traditions of systems engineering and cybernetics with mathematical logic 
and a philosophical approach aimed at formally describing human thinking, the brain 
takes symbolic information as input, processes it using a set of formal rules and doing 
so can solve problems, make decisions, and even formulate certain judgments. After 
the 1956 workshop, researchers started working towards identifying formal processes 
to replicate human behavior in an automated fashion in various defined problems 
like medical diagnosis, chess, mathematics, language processing, etc. [124, 125]. 
However, currently researchers are designing automated systems that can perform 
even better than humans in complex problem domains [126]. 

AI is divided majorly into two categories i.e., supervised, and unsupervised type 
of learning. Supervised learning refers to models where the data is given as input with 
their expected outputs and the model needs to generate a relationship between input 
features and expected values (can be discrete or continuous values). This category 
has two sub-categories i.e., regression where the training labels are continuous and 
classification where training labels are discrete. In case of unsupervised learning, the 
models are formulated in an unsupervised manner i.e., labels are not provided, and 
models need to recognize patterns and formulate a relationship among input features 
and expected output values. This category also has two sub-categories i.e., clustering 
where the models are created based on similarity among the input objects and distinct 
categories, second is statistical estimation which uses principles of probability 
and statistics to create a distribution function among input objects and specific 
parameters [127]. 
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AI applications in various domains are: 

 (a)	  Agriculture:  AI application in agriculture mostly focused on providing meaning 
and value to the data collected from the farm, like weather, soil, humidity, and 
climate and based on this data inference and making predictions regarding the 
produce, which is one of the goals of smart farming [10, 11]. Also, in drone 
imagery data analysis of farms, AI algorithms play their role [128, 129], and 
by merging both data i.e., image and sensor, results in digital twins of farms 
which digitally replicates the complete farm and opens a wide variety of new 
dimensions to precision farming [130, 131]. AI is also helping in defining the 
way plants need to be sowed to reduce overlap and excessive gap between two 
plants [132]. 

(b)	 Energy Needs: The smart grid technology generates a lot of data and feeding 
this data to AI algorithms helps in predicting the required load, and efficiently 
managing it [20]. AI provides tools for designing, simulation, diagnosing faults, 
and embed fault tolerance into these smart grids [133]. AI also plays its part in 
discovery of new materials and chemistry i.e., catalysis, batteries, solar cells, 
and crystal discovery etc. [134]. AI can come in handy in reviewing short-term 
load demand forecasting techniques for smart grids and building based on load, 
weather, humans, previous knowledge, and current data [135], further some AI 
algorithms are utilized in modelling the heating and cooling loads in energy-
efficient buildings [136]. Overall, all the data collected is converted into useful 
information for decision making using AI algorithms [137]. 

(c)	 Healthcare:AI algorithms are very good at making predictions, doing simulations 
and optimization tasks, so the best application in the healthcare domain would 
be the prediction of risk of diseases, predictions of epidemics and disease 
outbreaks. Also, by implying a three-fold technique of acquisition, analyzing 
and visualization can help in tackling the problems of current medical setup 
like deficient infrastructure, deficient manpower, unmanageable patient load, 
equivocal quality of services, high expenditure, etc. [65]. One other application 
is precision medicine, where based on the patient’s previous health records and 
treatment context, predictions are made regarding the treatment protocols which 
are likely to succeed on a particular patient [138]. The AI is also being used for 
detecting clinically relevant elements from the imaging data, and even some 
chatbots also came into existence for providing the telemedicine services [139]. 

(d)	 Manufacturing: Industry 4.0 is creating waves in this sector and is mostly about 
connecting the physical machine to the cyber world and utilizing this data 
generated out of the machine for making these machines smarter [31]. Various 
application come into existence this Industry 4.0 hat, which is not possible 
without utilizing AI algorithms like digital twins [77], prognostics and health 
monitoring [78], smart logistics [79], digital supply chain [80], self-optimization 
[81], self-awareness [82], etc. Further, AI can also come in handy during the 
complete product life cycle, starting from design, where AI can do simulations 
and give suggestions on product designs, perform optimization & keep an eye on 
machines during manufacturing, and report in case of any abnormality, based on 
current data and state can trigger maintenance activities and when product life is 
near, order replacement and inform necessary people for disposal [32–38]. 

(e)	 Transportation: With the trend of modernizing transportation systems, 
Intelligent Transportation Systems (ITS) came into existence which integrates 
sensors, electronics, and IT to transportation infrastructure with an aim to make 
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transportation systems efficient, environment friendly, safe and accessible to 
users [42, 43]. But to successfully implement ITS, AI plays an important role 
as all the data which is generated is converted to useful information by these 
algorithms, predictions based on that data are made by it and finally management 
of transportation infrastructure is done by it [101, 102]. In case of emergencies 
like accidents or breakdown of vehicles, the vehicle itself can relay its locations 
and other information to a centralized system or to the nearby facilities for help 
which is done by AI algorithms running in the vehicles [87]. More advanced 
applications like lane keeping assistance, distance keeping assistance, potholes 
detection and reporting systems are all realized by AI using the plethora of 
sensors and network elements [42–44]. 

3.  Conclusion 
This chapter introduced Cyber-Physical Systems (CPS) and its strong interconnection 
with various technologies. We described the several forms in which a pandemic 
such as COVID-19 has affected different sectors. The pandemic has taken its toll 
on multiple industries ranging from teaching institutions, manufacturing, workspaces, 
machining, production, and supply chain to name a few. Both Industry 4.0 and CPS 
can aid in mitigating and suppressing the adverse effect of COVID-19 pandemic in 
these sectors. However, the current CPS solutions need to be formally designed to 
cater to the industrial needs during the pandemic. The rest of the chapters are described 
as follows. Chapters 2, and 3 meticulously describe the adverse effect of COVID-19 
pandemic on the steel industries, and SMEs, all around different geographic areas, 
respectively, while Chapter 4 introduces and describes Industry 4.0 standards against 
countering the pandemic situation. With most industry personnel forced to work 
remotely, a CPS-based solution leveraging the concepts of human-robot assembly is 
presented in Chapter 5. Chapter 6 picks on an interesting CPS perspective to mitigate 
the pandemic issues in teaching carried out in engineering laboratories, while Chapter 
7 discusses the impact of using CPS in enhancing the resilience of supply chain during 
dynamism due to pandemic. Manufacturing industries play a crucial role for progress 
of a country or region. Chapters 8, 9, and 10 describes CPS and Industry 4.0 based 
solutions for various manufacturing systems. Advanced frameworks for improving 
the production systems and online education are presented in Chapters 11, and 12 
respectively. Finally, chapters 14, and 15 present two vital use-cases in workplaces, 
and machine tools. 
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Sensitivity of the Steel Sector to 
Economic Crises: Impact of the 
Covid-19 Crisis on Steel Production 
in Poland 

Bożena Gajdzik* and Radosław Wolniak 

1. Introduction 
The determinants of the vulnerability of national economies to external influences have 
recently been the subject of interest of modern economics. The increasing number of 
empirical researches on the impact of economic crises on businesses took place in the 
1990s and beyond. Most studies deal with the financial effects of the 1990s (analysis 
concentrated on the so-called “contagion” effect). The 1990s and beyond are the times 
of the rise of globalization. Cooperation within individual companies has turned into 
international cooperation. Economic and industrial processes are global in the sense of 
direct cooperation between enterprises or through links between enterprises. Industries 
started to form business network structures. Globalization with business network 
linkages is a feature of a mature industrial economy. Economic crises in a networked 
economy move quickly from country to country, economy to economy and industry 
to industry. The strong development of the market economy and the progressive 
processes of capital concentration changed the rules of economic crisis. Further, it 
started changes in the rules of the management of capital, industrial production and 
services of increasingly large global corporations, as well as the development of 
transport and communications, digitization of business, development of automation 
and robotization. All mentioned processes have influenced the internationalization of 
economic activity and have an impact on the formation of international and global 
markets. As a result of these processes, economic crises covered increasingly vast 
areas of many countries’ business activities, and also the world economy. 

The existing processes of economic, social and cultural development in recent 
years have been significantly undermined by the negative effects of the 2008–2009 
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financial crisis, which entailed an international economic crisis and in the next decade 
by the SARS-CoV-2 virus epidemic (outbreak – December 2019), which covered the 
entire world and resulted in an economic crisis starting from the first half of 2020. 
Although publications still refer to the traditional concepts of crisis, for example J. 
Schumpeter conception (1982) [1], which assumes that the economic crisis is due 
to the exhaustion of innovation processes, mainly technical and organizational, 
J.M. Keynes (1936) [2], who assumes that the economic crisis is associated with 
decreasing demand, and J. Estey (1956) [3], who explains the economic crisis with the 
help of the theory of cyclical fluctuations, the modern explanation of economic crises 
is more complex and is often a result of the overlap of many factors. 

The dynamic business environment makes us increasingly think of “abnormal 
crises”, i.e. crises whose causes cannot be foreseen or understood. The virus that 
took over the world changed the existing forms of business functioning, and the rigid 
patterns of conduct in a crisis situation did not apply. Now the new ones had to be 
applied, starting from remote working through production limitations, to the creation 
of new (replacement) structures in entire supply chains. 

The purpose of this chapter is to analyze the industry, specifically the steel 
sector dimension of the economic slowdown in Poland, following the effects of the 
COVID-19 crisis. The availability of data covering the period of the consecutive 
months of the 2020 slowdown in the steel market in Poland, conditioned to some 
extent by the situation in the European and global steel markets, will allow us to 
see how sensitive the situation in the steel industry in Poland was during the period 
of changes in the economic situation. For comparison purposes, statistics on steel 
production in 2020 in Poland were compared to the period of the 2008–2009 – the 
time of earlier financial crisis. 

2. Literature Review 
The coronavirus COVID-19 pandemic has a big impact on the now existing global 
health crisis. The pandemic is not only a health crisis, but we can also define it as a 
type of unprecedented socio-economic crisis. This crisis has the potential to create 
deep, devastating, and longstanding effects. Those effects can be political, social 
or economic, and can play an influence on each of the affected countries. Although 
we don’t know exactly where the source of the existing outbreak is we can say that 
many of the earliest identified cases of the COVID-19 pandemic have been identified 
among people who had earlier visited the Huanan Seafood Wholesale Market 
which is located in Wuhan, Hubei, China [4]. This disease was named by the World 
Health Organization (WHO) on 11 February 2020, as “COVID-19”. This name, is a 
shortened name for coronavirus disease 2019 [5]. The pandemic situation started in 
early March 2020. On the basis of data we can consider Europe as the active center of 
the COVID-19 pandemic since March 13, 2020. At this time the number of new cases 
became greater in European Union countries compared to China [6]. This outbreak 
can be considered as a major destabilizing threat that is very dangerous and has a large 
negative impact on the global economy. 

Many industrial sectors are struggling with the effects of a severe economic 
slowdown. The steel sector is also one of these sectors. There has been a decline in 
steel production worldwide, in Europe and in many other countries. Poland is one of 
these countries. 
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With the exception of the 2008–2009 financial crisis, the decline in global crude 
steel in 2009, from 2010 to 2019, global steel production grew [7]. Average growth 
rates in 2010–2015 was 2.5%, in 2015–2019 was 3.6% [7]. The amount of world 
crude steel production on the basis of WorldSteel (for the 64 countries) in particular 
months of 2020 is presented in Table 2.1. 

Table 2.1: World crude steel production (for the 64 countries) 
in particular months of 2020 

Month Total steel production in million Comparison to the month of 2019 
tonnes (Mt) (m-o-m) 

January 154.4 +2.1% 
February 143.3 +2.8% 
March 147.1 −6.0% 
April 137.1 −13.0% 
May 148.8 −8.7% 
June 148.3 −7.0% 
July 152.7 −2.5% 
August 156.2 +0.6% 
September 156.4 +2.9% 
October 161.9 +7.0% 
November 158.3 +6.6% 
December 160.9 +5.8% 

Source: Based on monthly reports by WorldSteel. 

The first month of 2020, which was the start of a decline in world crude steel 
production, was March. The decline in world crude steel production continued until 
August 2020. The last months of the year are an increase in world steel production 
in comparison to 2019. But global world crude steel production although for the year 
2020 reached 1,864.0 million tonnes (Mt), down by 0.9% compared to 2019 [8]. The 
situation is worse in the EU steel sector. Following the global financial crisis (2008– 
2009), steel production in the EU (28 countries) is declining overall, except for 2014 
and 2017 [9]. From a level above 170 million tonnes (in 2010, EU crude steel was 
173 million tonnes) to 157 million tonnes in 2019 [9]. The situation in the individual 
months of 2020 was presented in Table 2.2. 

In the EU, from January to October 2020, there was a decrease in steel production. 
Throughout 2020, the European Union (with the United Kingdom) recorded production 
of 138.8 million tonnes, a decrease of 12% from the previous year [8]. The COVID-19 
outbreak has a big impact on many industries in the world. It changes the business 
operating conditions and with it a rise of many problems with operating management 
and supply chain management [11–13]. 

The pandemic especially has an important impact on mining and metal companies 
[14–16]. There are many vulnerabilities in the value chain which due to this, which 
can be highlighted in the following points [17, 18]: 

• Worldwide trade disruption due to logistics restrictions and limited availability of 
critical consumables and machine components 

• Uncertain future demand due to unknown length of the pandemic 
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Table 2.2: EU crude steel production (for the 28 countries) in particular  
months of 2020 

Month Total steel production Comparison to the month 
in thousands of tonnes of 2019 (m-o-m) 

January 12,293 −12.0% 

February 12,277 −9.0% 

March 12,029 −20.4% 

April 10,729 −22.9% 

May 10,485 −26.8% 

June 10,156 −24.6% 

July 9,817 −24.4% 

August 9,315 −16.6% 

September 11,111 −14.0% 

October 12,610 −5.6% 

November 12,809 +5.5% 

December 11,757 +3.5% 

Source: Based on monthly reports by WorldSteel and Eurofer [8–10]. 

• Unbalanced and un-optimal production operations due to lack of flexibility in the 
mining and metal industry operations 

• Continuous risk of exposure to the miners and health and wellbeing of workers, 
suppliers, and other supply chain partners 

We are able to distinguish many actions which government and businesses can 
take to deal with the crisis. We can divide potential action to take on six types which 
we characterized in the Table 2.3: 

 •  Empower people and use the human capital with purpose, 
 •  Assess liquidity of assets, 
 •  Assure reliability of supply and delivery, 
 •  Secure continuity of all organizational operations, 
 •  Uncover opportunities and new potential opportunities,, 
 •  Try to digitalize enterprise activities, 

On the basis of the presented actions an organization functioning in the mining or 
metal industry should deliver strategic plans and rethink about all of their activities. 
The COVID-19 pandemic outbreak can be an opportunity where the company can 
fast adjust operations and chain management to a new situation [23–25]. For example, 
besides the pandemic outbreak in Poland incomes of industrial companies were 
already higher in the third quarter 2020 than a year ago, and profits were much higher 
[26]. This is an example that a pandemic can be an opportunity for organizations to 
grow if their managers can use the opportunities properly. 
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Table 2.3: Action which can be taken by industrial companies to deal with 
problems of the COVID-19 outbreak 

Category Potential actions 

Empower people and 
operate with purpose 

• 

• 
• 

Rethinking the way companies operate. Rethink how companies 
build trust among workers, communities and suppliers. 
Try to honor the company’s value despite the outbreak situation. 
Think that difficult times can be a chance to start many 
potentially innovative and creative solutions. 

Assess liquidity • 
• 

• 
• 

Secure your company’s cash flow. 
Evaluate opportunities from the financial point of view. Think 
about possible strategic purchases and a proper pricing strategy. 
Try to seek out new strategic alliances to accelerate production. 
Try working with suppliers to build better long-term 
partnerships. 

Assure supply and 
delivery 

• Company should strength the collaboration with customers 
and distributors to increase the level of understanding of their 
economic demands. 

• 

• 

• 

Company should find out the balance between its growth and try 
to avoid unprofitable growth. 
Try to adjust your supply change system to be more flexible. It 
will allow the company to switch between a disruptive situation 
and normal operations when needed. 
Company should establish system to allow an automated 
identification and also evaluation of risk in disruptive situations. 

Secure operational 
continuity 

• 

• 

• 

Adjust the resiliency and production capabilities to minimize risk 
of future disruption. 
Think holistically about all activities of the company. Analyze 
the impact of the pandemic situation on all activities. 
Secure the access of the company to critical supplies needed 
to ensure the continuity of production. Try to form strategic 
alliances across suppliers. 

Uncover 
opportunities 

• 

• 

• 

Rethink what capabilities can you maintain in-house and what 
the company should buy-in. 
Try to update the company policies and union agreements to the 
new, pandemic situation. 
Think strategically about the future. Analyze what actions are 
sustainable. 

• Think about your value chain. Is it possible to achieve any new 
partnership, merger or acquisition across value chain? 

Replatform for a 
digital world 

• Define the future architecture of the whole business. Think about 
changes in business in term of some years. Analyze limitations of 

• 

• 

your system. 
Analyze the system of company data collection. The data should 
have the right quality because it is needed to establish a good 
digital strategy. 
Company should analyze current workforce strengths. Managers 
can create a proper talent management conception to meet the 
future company needs. 

Source: On Basis [17–22]. 
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3.	 Analysis of Sensitivity of Steel Production in Poland 
to Economic Crises 

A characteristic feature of the market economy is the cyclical nature of its economic 
conditions. The reasons for alternating periods of economic growth and recession 
are connected with internal conditions of the country and region, as well as, what is 
‘imported’ from outside in a conditions of progressing globalization. The last period 
of crisis, which Poland and its steel producers entered in 2009, was determined 
by external factors and for the first time showed in such a clear way the impact of 
globalization on the functioning of individual countries. Another crisis was caused 
by the COVID-19 pandemic. This pandemic led to a catastrophic collapse of the 
world economy. The 2019-nCov coronavirus, was discovered in late 2019 in Wuhan, 
and the effects of the crisis were manifesting in 2020. The crisis is still ongoing and 
health institutions around the world are starting a program of mass vaccination of their 
populations (from January 2021). 

The main objective of the study is to analyze the sensitivity of steel production 
in Poland to the global economic crisis, taking into account the variation of steel 
production in different months of 2020. COVID-19 crisis was initiated at the end of 
2019 by the SARS-Cov-2 virus epidemic. The performed analysis covers the shorter 
and longer periods of steel production trends. 

4.	 Research Methodology 
To determine the sensitivity of the steel sector in Poland to the global economic 
downturn during the COVID-19 crisis, data analysis was performed. The scheme of 
the research procedure includes four stages: 

 (1)  Gathering data on the volume of crude steel production in Poland. 
 (2)  Analysis of steel production volumes, including characteristics of changes: 
 •  crude steel production in individual months of 2020 (thousand tonnes) 
 •  crude steel production by month in 2017–2019 (thousand tonnes). 
 (3)  The calculation of the dynamics of production decline was done according to the 

formula (1): 

(Yit  Y it 1;t 2;t3)                                     ΔY   
it =     100%	  (1) 

Y it  1;t 2;t   3
  where: 
  Yt – crude steel production in the current year (2020);
	
  Yt–1;t–2;t–3 − average crude steel production for previous years (2019-2018, 2017)
	
  i – months: Jan., Feb. March, Apr. May, Jun. Jul. Aug. Sep. Oct. Nov. Dec.
	
  t – crisis year: 2020
	

  t–1;t–2;t–3 – previous years: 2008, 2007, 2006
	

 (4)  Comparison of steel production from the COVID-19 crisis with steel production 
in Poland during the 2008–2009 global financial crisis was done by comparing 
the dynamics of production decline in 2009 and in 2020. The dynamics of 
production decline in 2009 was calculated according to formula (1) for the 
collected data: 
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Yt – crude steel production in the current year (2009);
	
Yt–1; t–2; t–3 − average crude steel production for previous years (2008, 2007, 2006)
	
i− months: Jan., Feb. March, Apr. May, Jun. Jul. Aug. Sep. Oct. Nov. Dec.
	
t − crisis year: 2009
	

t–1;t–2;t–3 − previous years: 2008, 2007, 2006
	

Synthetic analysis of the impact of crisis and economic downturn on crude steel 
production in Poland, based on the identified dynamics of change in the case of the 
COVID-19 crisis and global financial crisis 2008–2009 (global economic and financial 
crisis was initiated on 14 September 2008 by the collapse of Lehman Brothers Bank in 
the USA, and its impact became visible in 2009). 

The spatial scope of the study covers the area of Poland, focusing on crude 
steel production volume (tonnes). The time range of steel production volume covers 
the periods 2000–2020 – steel production in individual years, while in the case of 
sensitivity analysis of steel production – dynamics of changes (formula 1), it refers 
to the state in 2017–2020 years and 2006–2009 years, steel production in individual 
months. 

The results of the analysis confirmed the existence of the impact of global 
economic crises on the volume of steel production in Poland. 

5.	 Analysis of the Volume of Steel Production in Poland 
in Periods of Economic Crises 

To determine the impact of the two global economic crises on steel production 
volumes, the analysis started with a juxtaposition of steel production volumes in 
Poland over the period from 2000 to 2020, shown in Table 2.4. 

Table 2.4: Crude steel production in Poland in the period from 2000 to 2020 
(in million tonnes) 

2000 10.5 2011 8.8 
2001 8.8 2012 8.4 
2002 8.4 2013 8 
2003 9.1 2014 8.6 
2004 10.6 2015 9.2 
2005 8.3 2016 9 
2006 10 2017 10.3 
2007 10.6 2018 10.2 
2008 9.7 2019 9 
2009 7.1 2020 7.9 
2010 8 

Source: Based on [27–28]: World Steel, World Steel in Figures 2000, 2001...2019, World Steel 
Association, Brussels, 2019, and Polish Steel Industry. Report of Polish Steel Association in 
Katowice, Poland. 

The average crude steel production in the period from 2000 to 2020 was 9.1 
million tonnes. The effects of the global financial crisis, are visible as a sharp decline 
in steel production in Poland, were recorded in 2009. In 2009, steel production in 
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Poland dropped to 7.1 million tonnes, i.e. by 2 thousand tonnes of steel less compared 
to the average production in previous years. In 2020, crude steel production decreased 
by 1.2 million tonnes. The analysis of the steel production trend in the long term 
shows that during the global economic crises (2009 and 2020), crude steel production 
in Poland decreased sharply, compared to the average – 9.1 million tonnes, this is a 
decrease by 21.98% in 2009 and by 13.19% in 2020 (Fig. 2.1). 

A detailed monthly analysis of the volume of steel production in the periods of 
global economic crises is presented in Fig. 2.2. 

Figure 2.1: Steel production in Poland from 2000 to 2020 – Yearly/ 
Source: Own analysis based on data from the Polish Steel Association. 

Figure 2.2: Steel production in Poland in 2009 and in 2020 – Monthly. 
Source: Own analysis based on data from the Polish Steel Association. 
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Based on the trend analysis, it can be concluded that in the first months of 2020 
(COVID-19 crisis), crude steel production in Poland was higher compared to steel 
production in Poland in 2009 (financial crisis). The situation changed in May, then 
crude steel production during the COVID-19 crisis dropped sharply compared to the 
steel production in Poland in 2009. At the end of 2020 – November and December, 
crude steel production in Poland was increasing. In 2020, the largest decrease in 
production was recorded in August, then 505 thousand tonnes of steel were produced 
in Poland. The average monthly production in 2020 was 654 thousand tonnes. In 
August 2020, crude steel production decreased by 22.78% compared to the monthly 
average. The total crude steel production in 2020 was 7.9 million tonnes. The volume 
of this production was compared with that of steel in 2019-2017 (Fig. 2.3). 

Figure 2.3: Steel production in Poland in the period from 2017 to 2020 – Yearly.
	
Source: Own analysis based on data from World Steel [27].
	

2017 saw the highest volume of crude steel production in Poland in the last 
decade. The average annual crude steel production for 2010–2020 was 8.9 million 
tonnes. Comparing the average steel production for the period 2010–2020 with the 
production in 2020, which is the year of COVID-19 crisis, we noted a decrease in 
crude steel production by 1 million tonnes. Steel production in 2020 was the lowest 
for the entire 2010-2020 period (Fig. 2.4). 

A  comparative analysis of monthly steel production from 2017 to 2020 was 
performed to calculate the dynamics of the sensitivity of steel production volumes in 
the case of economic tightening and a general economic slowdown in 2020 (Fig. 2.5). 

The trend analysis above (Fig. 2.5) allows us to confirm once again the conclusion 
that steel production in Poland in 2020 decreased and, compared to steel production 
in previous years, only November and December showed an increase compared to 
2019 production. 

At this stage of the analysis, the dynamics of change was calculated (according 
to formula 1). In Fig. 2.6 there are the changes in the volume of steel production in 
Poland 2020 with relations to the average monthly production volume for the period 
from 2017 to 2019. The average dynamics of the decrease in steel production in 



36 Cyber-Physical Systems: Solutions to Pandemic Challenges  

Figure 2.4: Steel production in Poland in the period from 2010 to 2020 – Yearly.
	
Source: Own analysis based on data from World Steel and the Polish Steel Association [27–28].
	

Figure 2.5: Steel Production in Poland in the period from 2017 to 2020 – Monthly.
 
Source: Own analysis based on data from the Polish Steel Association.
 

Poland in 2020 (according to formula 1) was 20%. Based on the data (Table  2.5, there 
was a decline in steel production in each month in 2020. 

The final stage of the analysis was to calculate the dynamics of change for crude 
steel production in 2009 in comparison with the average steel production for previous 
years – the period from 2006 to 2009. The results are summarized in Table 2.6. 

On the basis of the obtained results (the last row from Table 2.5 and the last row 
from Table 2.6), in Fig. 2.7 a summary of the dynamics of change was made. 
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Figure 2.6: Steel production in Poland in 2020 – compared to average 2017-2019 – monthly. 

Figure 2.7: Comparison of change dynamics in COVID-19 crisis and  
financial crisis in 2009. 

6.  Conclusion 
Based on the performed analysis, the decreasing dynamics of steel production in 
Poland in 2020 is weaker compared to the decreasing dynamics in 2009. The effects 
of the global financial crisis in 2009 was therefore more severe for the steel sector 
in Poland than the current COVID-19 downturn. The sensitivity of the steel sector 
in Poland was greater in the case of the fall in the financial market which lead to 
increases in the interest rates on loans and fluctuations in the price markets in 2009 
than to the effects of the economic slowdown caused by the exclusion of some areas 
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2020 

Average for 2019-
2017

Dynamics 

720 

868 

-17.08 

720 

806 

-10.71 

658 

891 

-26.18 

671 

841 

-20.21 

637 

856 

-25.58 

638 

796 

-19.85 

700 

844 

-17.09 

505 

765 

-33.96 

599 

767 

-21.94 

692 

819 

-15.51 

647 

772 

-16.16 

664 

792 

-16.13 

Table 2.6: Monthly steel production in Poland in 2009 compared to average production in the years 2006–2009  
(in thousands of tonnes) and change dynamics (in %) [28] 

2009 
Average for 2006-2008 

492 
828 

483 
803 

473 
932 

479 
864 

569 
927 

677 
925 

697 
908 

686 
890 

669 
854 

747 
793 

607 
705 

551 
688 

Dynamics -40.56 -39.88 -49.23 -44.56 -38.64 -26.78 -23.27 -22.92 -21.63 -5.76 -13.90 -19.95 

Table 2.5: Monthly steel production in Poland in 2020 compared to average production in 2017-2019
(in thousands of tonnes) and dynamics of change (in %) [28] 
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of the economy from “normal” functioning during the lockdown period. COVID-19 
crisis hits individual industries in Poland (as well as globally) with different intensity. 
It has a more selective effect than the global financial crisis. Some industries were hit 
very strongly, others less severely. In contrast, the financial crisis of 2008–2009 hit 
many branches of industry very hard. The economic impact of the 2008–2009 crisis 
had a greater impact on the decline in steel production than the COVID-19 crisis. 
However, the signals and effects of the COVID-19 crisis cannot be ignored because 
it is still ongoing. 

The most important issue in times of crisis is to be pro-active and predictive. 
Doing analysis, albeit such as this, gives a picture of the situation. There is nothing 
worse than acting blindly. Every decision should be taken in a thoroughly considered 
manner, observing and drawing the right conclusions and taking appropriate 
countermeasures is the key to success. Making the wrong decisions will result in 
inefficient operations for steel producers. In creating scenarios for the steel sector 
in Poland one should assume that we are dealing with a serious crisis and significant 
strategic uncertainty. In addition to industry analysis, market analysis, GDP analysis 
and forecasts should be carried out and many economic factors, e.g. interest rates, 
inflation, should be taken into account to determine the strategy of an organization. 
The industry analysis performed by the company is an element of the analyses that 
should be performed for strategic purposes. The value of the analysis results from 
relating the situation of the steel sector in Poland in 2020, from the first year of the 
pandemic in Poland to the financial crisis at the end of the previous decade. The 
authors’ analysis complements the research already published in Resources (2021) 
[15]. A new element of this analysis was the reference to the averaged steel production 
volumes for the period of 3 years preceding the crisis year both for the COVID-19 
crisis for 2020 and the financial crisis from 2009. 
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The State of SME Enterprises in the 
Face of the Crisis Caused by the 
Covid-19 Epidemic 

Sebastian Saniuk, Sandra Grabowska* and Bożena Gajdzik 

1. Introduction 
The Covid-19 pandemic caused enormous changes in the organization of social, 
professional, and private lives. Companies and governmental institutions have had to 
quickly adapt their operations to the prevailing conditions during the crisis. A crisis is a 
time of fear, uncertainty, ambiguity, volatility, austerity, and cost cutting. Government 
restrictions aimed at curbing the epidemic caused technical, organizational, and 
financial problems for companies. Creating a new, safe work environment was a 
challenge for companies. Many companies directed employees to work from home 
offices, equipping them with computers and mobile devices. Some companies have 
introduced financial allowances (compensation) for working from home. However, 
even the best-organized remote work can affect overall employee dissatisfaction, 
decreased motivation, and sometimes even frustration [1]. 

Managing in a crisis requires focusing on strategic actions to survive the crisis. 
The scope of anti-crisis measures taken by companies depends on many different 
factors, e.g., the strength of the crisis, the main symptoms of the crisis, the economic 
characteristics of the sector, the type of business, the structure of the supply chain, 
the cost structure and the organization of processes. The foundation for managing 
a crisis in a company is a well-constructed crisis management program (CMP). Its 
development should include the diagnosis stage, indicating the type of threat, the 
causes of the crisis and its symptoms, determining ways of counteracting the negative 
effects of the crisis, and strategies of returning to the state of homeostasis, “normality”. 

The Covid-19 outbreak is a global crisis, and its effects are being felt across 
many industry sectors. Companies do not have a proven strategy for the entirely new 
nature of the crisis. Each company individually must confront the challenges it will 
face during this difficult time. To determine the key anti-crisis measures of SME, a 
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survey was conducted. The research provided information on the ways of introducing 
changes in the functioning of enterprises, especially in the field of organization 
and communication. 

One way to counteract the negative effects of pandemics is to organize remote 
working where possible and to use the potential of ICT to create cyber-physical 
supply chains linking the customer, suppliers, and manufacturers in a network. The 
need for research in the organization and management of business networks is also 
evidenced by the numerous benefits of collaboration identified in the literature for 
both the companies themselves and the customer [2–4]. Nowadays, the participation 
of a company in a network is particularly attractive for small and medium enterprises. 
Such cooperation creates an opportunity to build a competitive advantage through 
access to all kinds of resources (capital, competencies, know-how, etc.) using ICT. 
During networking, the level of technology used, the level of competence of the staff 
employed, and the openness to unrestricted communication using, among others, 
communication networks or the Internet of Things will be essential. By combining 
the potential of partners as a network organization, it will be possible to offer more 
complex, innovative products and services tailored to customer needs [5]. 

The main aim of the study is to analyze the situation of Polish enterprises in the 
SME sector in the face of the COVID-19 pandemic and to adapt the enterprises to the 
new modus operandi based on the creation of cyber-physical networks of cooperating 
small and medium enterprises. 

2. Managing an Enterprise in a Crisis 
Enterprises operate in an environment where, in addition to positive events, there are 
also negative ones, causing a state of internal imbalance in the conducted business. 
The functioning of enterprises is inextricably linked to business cycles, after periods 
of economic growth, there is a crisis. The crisis is considered as a strong threat to 
competitiveness and a disruption to the achievement of objectives, due to the high 
unpredictability of its effects and the disintegration of previous reference systems [6– 
8]. Over the years, the operating conditions of companies have changed significantly, 
processes such as globalization, networking, and consumerism facilitate the migration 
of crisis – moving from country to country. As the negative effects of the crisis and 
economic downturn on a global scope increase, organizations develop anti-crisis 
strategies [9]. Crisis management with an emphasis on preventive measures, is 
not an easy activity because each crisis is different and the triggering sources are 
difficult to predict in a global economy [10]. Companies are constantly learning crisis 
management by identifying and analyzing a specific situation. The success of anti-
crisis measures depends on many factors, including [11]: 

 •  the actual causes of the crisis and their correct identification, 
 •  the main symptoms of the crisis, 
 •  the strength of severity, 
 •  the duration of the crisis, 
 •  the company’s previous strategy and its adaptation to the requirements of the 

environment, 
 •  the development phases of the organization, 
 •  the structure and culture of the organization, 
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 •  the economic characteristics of the sector and the current economic situation on a 
national scale, 

 •  the structure of costs and prices, 
 •  the structure of anti-crisis strategies applied. 

The classical approach to crisis and crisis management focuses on four issues 
referred to as the 4Cs [12]: 

 • 		 Cause – causes are considered in terms of internal and external conditions that 
directly trigger difficult situations, 

 • 		 Consequences – effects considered in the short and long term, 
 • 		 Caution  – a warning system that focuses on actions that minimize the effects of 

the crisis, 
 • 		 Coping – solutions, i.e., such actions that are taken after the crisis as a reaction to 

a specific event. 

Individual crisis management practices are adopted as standards of operation [13]. 
Crisis management plans and procedures should detail roles and activities, modes of 
information transfer, tasks of anti-crisis teams, resources, and even schedules. The 
selection of actions is determined  (at the initial stage) by the phase of the crisis. The 
phases of crisis management can be organized by stages: pre-crisis prevention, crisis 
management, and post crisis outcomes [14]. Anti-crisis activities must include all 
levels of the organization, from strategic to operational. The following levels of crisis 
management can be distinguished [15]: 

 •  strategic crisis management (requirement to reorganize operating strategy and 
reduce investments),
	

 •  operational crisis management (cost reduction)
	
 •  financial crisis management (pursuit of liquidity). 

Taking preventive or corrective actions is possible when the company is aware of 
the effects of the crisis. If it so happens that managers (leaders) adopt a passive attitude 
(example of attitudes: denial, rejection, fragmentation), it will be difficult to talk about 
crisis actions and their effectiveness. Anti-crisis programs should focus not so much 
on defending the past as on seeking the ability to shape the future of the organization. 
In essence, these are decisions that  radically change the face of the company, or at least 
shatter its current order. A deep crisis of the company usually requires revolutionary 
undertakings, radically changing the status quo [16]. The experience of various crisis 
situations and the knowledge of how to counter their effects can be helpful in a crisis 
related to the COVID 19 pandemic. 

3. 	 Analysis of the Situation of Enterprises in the 
Conditions of Covid-19 – Crisis 

3.1  Materials and Methods 
The research material consisted of the results of a survey conducted among Polish 
enterprises from the SME sector. The research was conducted in the period from 
September 1 to December 20, 2020. The period covered the effects of the first and 
second waves of Covid in Poland. At that time, it was difficult to predict how long 
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the epidemic would last and whether there would be further waves of the disease. The 
research was carried out using the CAWI method (Computer Assisted Web Interview), 
96 enterprises took part in it (the sample was purposive). All small and medium 
enterprises that agreed to fill in the questionnaire participated in the study. The study 
covered all industries without exceptions. The only criterion for selecting companies 
for the study was their size. The structure of questions in the questionnaire was built 
according to the stages of crisis management, from diagnosis, through strategies and 
action programs. The questionnaire was validated, a pilot study was conducted among 
15 experts with knowledge of enterprise management in crisis. The questionnaire 
was revised with their comments. The questionnaire consisted of 22 questions. For 
the presentation of the results, several answers were selected that indicate changes in 
the behavior of enterprises under the influence of a crisis. It began by identifying all 
the possible effects of the Covid-19 crisis to which the participating companies are 
susceptible and determining the impact of each of them on the company, employees 
and customers. The results of the research covers the period of the first and second 
wave of the disease. 

3.2 Results of Research 
The occurrence of two waves of diseases and sanitary restrictions introduced by 
the governments of individual countries, including the periodically announced 
lockdown in the economy, brought a lot of difficulties in the normal functioning of 
enterprises. In the sector of small and medium enterprises, about 35% of respondents 
declared negative effects of the epidemic on the company. Respondents perceive 
the crisis as a temporary situation (26%), and about 23% of respondents indicate 
no negative impact of the pandemic on their business. Only 13% of the surveyed 
enterprises declare a negative impact of the pandemic and take countermeasures. 
Few, about 3% of enterprises declare drastic crisis management steps, including 
liquidation or suspension of operations. Such results may indicate the selective nature 
of the pandemic’s impact on the SME sector. Restaurants, hotels, cinemas, theatres, 
large-format stores, so-called shopping malls, etc., are in the most difficult situation 
because for most of the duration of the outbreak, they are completely prohibited from 
operating. Figure 3.1 shows the impact of the COVID-19 pandemic on the situation 
of the surveyed companies. 

Figure 3.1:  The impact of the COVID-19 pandemic on the situation of  
the surveyed companies. 
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Most respondents (over 30%) emphasized organizational crisis (standstill, 
switching off part of administration) and technical and production crises (limited 
investments, switching off unnecessary production capacity). Moreover financial 
crisis (decrease in enterprise value, worse financial results) (23%) and marketing crisis 
(limitations of advertising, PR activities) (16%). The detailed results of the survey are 
presented in Fig. 3.2. 

Figure 3.2:  Types of crises that occurred in the company in connection with  
the COVID-19 epidemic. 

The occurrence of emergencies related to the increase in diseases and the 
restrictions imposed by the government caused companies to take ad hoc measures to 
limit the operation of the business. Actions focused on ensuring core business were 
taken by 42% of respondents. Approximately 35% of companies have not implemented 
elements of crisis management in their companies. Only 12% of companies have 
developed and implemented a Crisis Management Program (CMP) (see Fig. 3.3). 

Figure 3.3: Elements of crisis management that were introduced in the enterprise  
during the COVID-19 epidemic. 

One of the ways to counter the threat of the spread of the Covid-19 virus was 
to introduce remote working in positions where such work was possible. Only 18% 
of the companies that participated in the study said they had not introduced remote 
working – including 14% of respondents who indicated that it was impossible. An 
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interesting observation is that as many as 22% of respondents indicate improvement in 
employee productivity in this form of work. About 33% of the respondents indicated 
the same level of productivity, while about 13% of the respondents reported a decrease 
in productivity. The detailed findings in this regard are shown in Fig. 3.4. 

Figure 3.4: Occurrence of remote work and evaluation of the performance  
of employees performing remote work. 

The enterprises responded by adjusting their work organization to the crisis, 
mobilizing appropriate additional resources to counteract the effects of the crisis 
(35% of respondents) made identification of weaknesses and threats, systematic 
monitoring of business activities, systematic adjustment of business plan assumptions 
and systematic controlling of economic results (33% of respondents). About 24% of 
the enterprises participating in the survey declared that they had developed actions 
that would restore the normal mode of operation of the organization (i.e., removing the 
effects of the crisis, closing reports on the effects of the crisis, using the lessons learned 
to secure the future of the company). Only a few enterprises (about 8%) declared the 
appointment of anti-crisis personnel, assignment of appropriate competencies and 
responsibilities to them, and preparation of an anti-crisis action program (i.e. actions 
that rationalize the economic account by counteracting the negative effects of the 
pandemic). Figure 3.5 presents the detailed results. 

Figure 3.5: Key activities that are implemented in the enterprise during  
the COVID-19 epidemic. 

One of the key aspects that can be applied to the impact of a pandemic and its 
impact on business operations is the uncertainty about changes in business growth 
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strategies. Uncertainty for companies about the duration of the threat and its impact 
on consumer behavior and business partners raises concerns about the choice of post-
pandemic growth strategy. More than half of the companies indicate introducing 
remote working where possible (58% of respondents), a significant proportion of them 
plan to limit investments in new technologies due to the uncertainty of development 
and changes in demand for products/services (39%). The companies indicate increased 
interest in implementing the concept of Industry 4.0 enabling the reduction of direct 
production staff (27% respondents). The details of the remaining results are shown 
in Fig. 3.6. 

Figure 3.6: Changing the company’s development strategy as a result of problems  
related to the COVID-19 pandemic. 

An important question might be: will the COVID-19 pandemic change the way 
small- and medium-sized enterprises operate in the future? After periods of successive 
lockdowns, the direction of changes in the activities of enterprises can be noticed. 
Detailed answers are presented in Fig. 3.7. Some of them are: 

 •  the use of e-commerce in commercial and customer contact activities (72% of 
respondents), 

 •  increased pressure on enterprises to cooperate with the use of ICT  technologies 
(57% of respondents), 

• increasing flexibility of product and service offerings (68% of respondents), 
• increasing the share of remote work in relation to stationary work (47% of 
respondents). 

Figure 3.7:  The expected impact of the COVID-19 pandemic on changing the  
functioning of enterprises in the SME sector. 
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4. Discussion and Summary 
The survey conducted among the companies clearly indicates the changes in the 
activities of small and medium enterprises, which have suffered from the introduction 
of successive lockdowns and sanitary restrictions. Crisis actions in SMEs should 
be characterized by the following features; flexibility and adaptability, which are 
characteristic for the organic structures of the surveyed companies. In the SME sector, 
as opposed to large companies, informal organizational ties prevail, which favors the 
individual activities - of the managerial staff. The scope of the served market also 
determines the effectiveness of solutions in a crisis. The lack of knowledge about 
the possibilities of new ICT, B2B, B2C technologies combined with the lack of 
financial resources to invest in new technologies becomes a serious problem for these 
companies. Paradoxically, small and medium enterprises have begun to see some 
opportunities for development in changing their modus operandi and take advantage 
of the potential offered by Internet-related technologies. A significant growth of the 
e-commerce market is observed, as well as the need to shift from labor- to capital-
intensive activities in production and to support services with ICT systems (e.g., 
logistics). 

A positive sign is the phenomenon of quick reactions to crisis situations in the 
SME sector observed in the research. Unfortunately, most companies do not have 
adequate knowledge in the field of crisis management, which resulted in the lack of 
a developed and introduced Crisis Management Program (CMP). Decentralization of 
companies and their flexibility improves the speed of responding to changes in the 
situation and solving unexpected problems that arise. Simple organizational structures 
in SMEs favor independent initiatives of the management. 

In the situation of the emergence of an increase in disease, companies reacted 
relatively quickly to the introduction of remote working and the application of a 
sanitary regime at stationary workplaces. In the situation of the introduction of 
remote working, they reported an increase or the same level of employee productivity. 
Managers of these companies see the positive effects of virtual work. Organization of 
telework, teleconferences, and realization of joint projects in virtual teams has so far 
been reserved for large corporations and companies in the IT sector. Nowadays, the 
entire society, which is forced to stay indoors, communicates through ICT systems. 
Shopping in online stores, doing official business, working remotely is a pandemic-
enforced stage of society digitalization. The emergence of the concepts of Industry 4.0 
and Society 5.0 is becoming a fact. Small and medium enterprises are already aware 
of the need for change and investment in new technologies identified with the fourth 
industrial revolution. 

Forming group ties is easier, especially in family businesses and related companies. 
Hence, there is a need for businesses to cooperate, enabling the transfer of knowledge 
and experience and mutual support in crisis situations. Hence, the identified directions 
of change presented in the research. Orientation towards greater use of e-commerce in 
commercial activities and customer contact, interest in Industry 4.0 technologies, and 
greater pressure on enterprise cooperation using ICT technologies. 

The cooperation of small and medium enterprises in the cyber-physical 
network creates new opportunities and enables the use of modern technological 
and organizational solutions, which have a significant impact on the increase in 
the efficiency of operations manifested by process orientation, decentralization of 
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management, professional development of employees, and innovation. In addition, 
the involvement of enterprises in multiple alliances allows for better use of production 
capacity and increased productivity of available production and human resources 
of the enterprise. Functioning in a network also positively influences the learning 
process through the acquisition of experience, know-how, and knowledge based 
on the mutual relations of cooperating enterprises [3, 17]. The application of ICT 
solutions and well-known and applied communication technologies like Internet of 
Things, Cloud Computing, and Big Data to this network approach would eventually 
allow the whole process to occur automatically. This means that the development of 
network forms of cooperation, provides an excellent basis for rapid implementation 
of the currently developed concept of Industry 4.0, especially at the level of small and 
medium enterprises. 

The idea of a manufacturing network called Cyber Industry Network (CIN) 
means the production of common production orders using a fully automated processes 
of individual network partners, where communication occurs over the Internet and 
the necessary data is stored in the cloud (cloud technology). As a result, all network 
participants have constant access to the selected, necessary information from anywhere 
in the world. Thus, the opportunity for growth is born in the creation of partnerships 
involving the combination of specialized competencies and the ability to change to 
better meet customer expectations and enable effective competitive advantage in 
the marketplace. 

The development of e-business platforms that allow for the combination of 
resources and competencies of enterprises from the SME sector in order to implement 
joint ventures for the needs of a modern consumer based on the available resources 
is a way to facilitate the rapid formation of networks. The e-business platform should 
support enterprises in creating and managing the Cyber Industrial Network (CIN) in 
the event of emerging business opportunities requiring the involvement of resources, 
know-how and the specialist knowledge of employees located in geographically 
dispersed enterprises [18]. A general diagram of the platform’s operation is shown 
in Fig. 3.8. 

Figure 3.8: Schema of Cyber Industry Network (CIN) [18]. 



 

  

  

  

  

  

  

  
 

  

  

  
  

   

51 The State of SME Enterprises in the Face of the Crisis Caused... 

Future research in this field requires the development of new business models 
that should support the design of the cooperation of enterprises within the network and 
the customer with the network especially with the use of new technologies like IoT, 
Big Data, Cloud Computing, etc. 

The research conducted allowed us to determine the impact of the economic crisis 
caused by the COVID-19 virus epidemic on the engineering and organizational aspects 
of Polish enterprises of the SME sector. The enterprises were examined with regard to 
the organization of remote work and the possibilities of creating cybernetic physical 
networks of cooperating enterprises. As a result of the research, it was possible to 
indicate that the new conditions of society and business caused by the Covid-19 virus 
epidemic have forced, among other things, a number of organizational changes, the 
need to digitize many processes, and even the construction of new cybernetic supply 
chains. The small and medium enterprises participating in the survey emphasized the 
need to use e-commerce, ICT and to make the offer more flexible. In addition, they 
introduced remote work and focused on cooperation with other enterprises. As a result, 
it is necessary to create new business models dedicated to companies cooperating 
within cyber-physical networks oriented towards electronic logistics customer service. 
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Towards Industry 4.0 versus the 
Covid-19 Crisis – The Use of Selected 
Technologies (ICT) in Business 

Bożena Gajdzik 

1. Introduction 
At the beginning of the 21st Century, the concept of Industry 4.0 appeared as an 
industry development strategy for economies around the world, especially highly 
developed economies [1]. For any economy, industry is the engine of economic 
growth. The development of production technology in the last quarter of a century 
has been very fast, and in combination with digitization it enables the creation of 
cyber-physical production systems (CPPS) [2, 3]. Industry 4.0 is seen by governments 
and enterprises as an opportunity to increase productivity and competitiveness. 
Industry 4.0, from the moment it appeared in 2011 (as an initiative of the German 
government), is a big challenge for the producers of many industries around the world. 
In this industry, production is carried out by intelligent and digital factories – smart 
factories [4]. Computerized production systems are equipped with network links with 
established digital twin systems. Computers communicate with other objects and 
provide information about the operation of machines. Robots equipped with artificial 
intelligence create production cells. Personalized products are manufactured in such 
modern factories. Customers can participate in their design, monitoring the progress 
of work and tracking the logistic path by which the product reaches them [5]. 

A decade after the Industry 4.0 and its strong popularization by political and 
business circles, the world is entering the next decade with problems caused by 
COVID-19. At the end of 2019, the first cases appeared, an epidemic (pandemic) 
caused by the SARS-CoV-2 virus. In 2020, countries around the world saw an 
increasing increase in incidence among their populations. The effects of the pandemic 
– restrictions on the movement and contact of people, were felt by manufacturers, 
customers, and suppliers around the world. Due to the spread of the COVID-19 
coronavirus, all organizations had to quickly adapt to economic restrictions. The 
COVID-19 crisis has caused enormous changes in and around business. Companies 
had to develop new rules of work organization, change the methods of producing and 
delivering products to customers [6]. 
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Digitalization is a very broad and capacious concept. It can refer to many areas of 
business and the digital transformation process itself can take place in different ways. 
In a crisis, people will appreciate the importance of IC technology as it becomes part 
of their professional and private lives. ICT enables unlimited communication and the 
performing of many activities remotely (remotely), ranging from simple activities, 
e.g., sending documents, to more complex ones, e.g., controlling devices. According 
to Cambridge Dictionary: the use of computers and other electronic equipment and 
systems to collect, store, use, and send data electronically is called ICT. A digital 
company is described by “the application of Information and Communication 
Technologies (ICT) for the integration of activities in different functional areas as 
well as the so-called extended enterprise or partnering firms in the supply chain” [7]. 
The beginning of digitization is seen in the Third Industrial Revolution that is the first 
programmable logic controller (PLC) in 1969. Changes from the first PLC until the 
development of electronics, computers, and ICT (Information and Communication 
Technology) to automate production processes, it entered the third industrial 
revolution is known as “Electronic automation” [8]. The Third Industrial Revolution 
is characterized by computing power and replacing manual work by robots. The 
Fourth Industrial Revolution is called “smart automation” with “smart digitalization”. 
Progresses in the new revolution are as follows: the use of cyber-physical systems 
(CPS); the cyber-physical mechanisms and interfaces to digitize, smart end-to-end 
processes, smart factories; learning machines and artificial intelligence (AI) [9]. 
The industry created from the technology of the Fourth Industrial Revolution is the 
“Industry 4.0”. Industry 4.0 needs requires investments in automation and ICT [10]. 

The main objective of this chapter is to present the level of use (application) 
of IC technologies in the processing industry. The scope of the analysis covers the 
Polish metal industry. Statistical data were used for the analysis. The analysis provides 
information on the level of maturity of the Polish metallurgy industry. Innovations 
in production and the development of ICT technologies are preparing steel mills for 
Industry 4.0. Unfortunately, the COVID-19 pandemic shook the development of the 
steel production market (decrease in production), but ICT technology proved to be 
useful in the period when people had problems with contact (face to face meetings). 

2. Background for Analyzed Topic 
Internet information technologies is used in industrial sectors, economies, and 
societies [10]. Over the years, Information and Communications Technologies 
(ICT) have grown. From its beginnings in facilitating tabulation and record keeping, 
to applications for myriad needs including: automating and repetitive processes; 
control of processes and Just-in-Time management; the use of Enterprise Resource 
Planning (ERP); Customer Relationship Management (CRM) and Supply Chain 
Management (SCM). 

Digitization precedes the emergence of the Industry 4.0 [11]. Since the 1990s, the 
rank (importance) of projects related to various areas of digitization has been growing 
[11]. Technological progress facilitates changes in the functioning of companies, 
markets, societies and economies. Information and computer technology (equipped 
with ICT) is a determinant of the quality of life of modern societies [12] and the 
building of the knowledge economy [13]. The fourth industrial revolution strengthens 
and extends ICT functions. For business, modern ICT is a network of communication 
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and connections for implemented processes, by creating efficient interfaces and 
integrated data exchange. The Internet of Things (IoT) and big data are becoming a 
new area of business activity, cloud computing (CC) is becoming a new data centre, 
and data exchange takes place in real time. Information reaches all participants of the 
global value chains [14], and thanks to increased connectivity, it is possible to build 
intelligent ecosystems [15]. Using new technologies creates sustainable strategies of 
production. Sustainability is a basic paradigm of Industry 4.0 [16]. 

In Industry 4.0, which builds on the technological advances of the last revolution, 
digitalization is smarter than in the third industrial revolution, and its application 
is moving out of companies and into entire supply chains. Cyber physical systems 
coupled with digitalization advances are creating new opportunities for supply chains 
[17]. Smart products and CPS will be of importance when it comes down to digital 
changes and to shaping the (digital) supply chain of the future. Products are the final 
forms of hardware, sensors, data storage, microprocessors, software, and connectivity. 
Smart products create a new value [18]. 

The realization of smart products requires the digitization of production and 
the full digitization of the entire enterprise, and in conjunction with the digitization 
of services and IC mega-trends this carries over to the supply chain. The authors 
of the publication [17] analyzed the maturity levels of digitalized from production 
(enterprises) to supply chain. The first maturity level is called “Digitalization 
awareness”. The second one, smart networked products, implemented microelectronics 
in physical objects according to the CPS. The third level is digitization of the company 
until fully digitalization enterprises. The fourth is CPS going increasingly beyond the 
enterprise. The fifth level of maturity is fully digitized supply chains. The ecosystem 
involves new and digital technologies, IoT (the Internet of Things) and data anywhere 
and everywhere in the companies and supply chains. Innovation ecosystems are 
collaborative networks focused on the concretion of value [19]. This new value needs 
strong IC technology support. Social and market changes in Industry 4.0 are (first of 
all) connected with communication and personalization [20]. IC technology, which 
has been developed for many years, is useful for businesses, societies, and economies 
during periods of economic growth and during the crisis. It was particularly useful 
during the COVID-19 crisis. There are several reasons for the use of information 
systems in crisis situations, the most important of which is the increasing complexity 
of crises, the growing role of knowledge, the geographical scope and cooperation 
of crises, as well as globalization and openness (mobility) of societies [21]. During 
crises, the use of ICT is each time adapted by companies to the existing conditions. IC 
technology streamlines communication paths, ensuring the continuity of data transfer 
and production control and supply chain management. The use of IC technology on 
a larger scale in the COVID-19 crisis than in previous crises was made possible by 
earlier investments and spending by companies and governments. In recent years, 
many scientists have studied the importance of communication technologies used 
in crisis and risk management. Michalewski, and Witkowski [22] cites research on 
the use of IC technology in various types of crises, e.g. during an earthquake [23] 
and natural disasters [24, 25]. The effectiveness of crisis resolution forms, e.g., 
mediation [26], the type of methods and tools used [27]and the level of risk reduction 
[28]. Many studies have shown that individual OI technologies support different 
stages of crisis management. In crisis management, the use of ICT by companies 
is adapted to the effects and strength of the crisis. ICT technologies, computers, 
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mobile devices, Internet access, cloud computing, ERP and CRM systems, integrate 
individual components of crisis management. ICT enables both functioning inside 
the company and its cooperation with the environment. The use of ICT improves 
communication paths, especially in conditions of limited face to face contact. ICT 
in crisis management facilitates the exchange of information and helps in making 
decisions. Computers, networks, and information systems have an impact on the 
efficiency, security, and continuity of information. The flow of information, thanks 
to IC technology, is carried out from any place and at any time [22]. ICT provides 
companies with operational and technical capabilities to maintain the continuity of 
cooperation between all participants of crisis response and support by the higher 
level of technology. IC technology reduces the risk of disrupting the supply chain. 
IC technology evolves with technological advances. In Industry 4.0, IC technologies 
support: smart communication, a big data environment, smart analytics [29]smart 
product, smart chain, smart factory, and integrated operations ecosystems [30]. 

The year 2020 will be remembered in history by the COVID-19 pandemic. 
The pandemic caused an increase in morbidity and mortality. The actions of 
governments, by enforcing lockdowns on their populations caused a drop in 
production in many industrial sectors. The crisis has also affected the steel sector in 
Poland. In 2020, steel production amounted to 7.951 million tonnes and was down 
by 12.78% compared to the previous year but the production was higher than in the 
financial crisis of 2009. 7.1 million tonnes of crude steel was produced in Poland in 
2009 (a drop of about 9.55% compared to crude steel production in 2020) [31]. The 
reduction in production translated into a freeze in investments (lower investment 
expenditures). According to estimates the investment expenditure in the Polish 
steel industry decreased 16.7% compared to investment realized in 2018 (in 2018, 
the steel industry in Poland invested PLN 870 million). In 2020, raw material and 
energy prices increased. These price increases have pushed up production costs. 
Average price of exported steel products was 3168 PLN/tonne and 3157 PLN/tonne 
for imported products [32]. Supply chains have been broken, particularly the raw 
material supply problems in the period of March to June 2020. The steel sector has a 
strong relationship with steel customer markets. The largest decrease was recorded 
in the automotive market a decrease in the production of cars in Poland about 31% 
compared to the production of cars in 2019 [33]. More data about situation of the 
Polish steel industry during the COVID-19 crisis is presented in Table 4.1. 

Table 4.1: Steel Industry in Poland in 2020 compared to 2019 [34] 

Crude steel Finished Exports Imports Apparent Potential 
production steel steel use productivity 

products 
7.851 7.160 5.122 10.750 12.865 10.6 F 
million million million million million million tonnes 
tonnes tonnes tonnes tonnes tonnes 
-13% -8% -11% -3% -6% 74% 

Besides of the many negative impacts of the crisis on the metal sector in Poland, 
a positive factor related to the use of IC technology can also be noted. COVID-19 
opened the way to the digitalization of this sector not only by forcing companies 
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to change their work systems or communication, but also by overturning previous 
barriers and fears related to the digitalization of operations. 

The need to communicate and do business within the constraints and economic 
restrictions around the world has become a fundamental determinant for deciding 
whether to invest in ICT in various enterprises. In order to determine the level of 
application of IC technologies in the industry, an own analysis was made about ICT 
investments in the metal sector in Poland. The performed analysis concerns one 
industry and should be treated as an example of changes on the way to digitalization 
of industry in Poland. 

3. Analysis of using ICT in the Metal Industry in Poland 
The area of research being the use of ICT by the Polish industrial sector: metals 
production (chapter 24 according to the Polish Classification of Activities) and 
production of metal products (chapter 25 according to the classification) as a total 
of enterprises of a given type of activity (%). The final analysis was performed 
on the data from statistical reports. The scope of the analysis covered selected 
ICT technologies: computers; Internet access, including broadband and mobile; a 
businesses-own website; e-government/administration; enterprises purchasing cloud 
computing services; enterprises using social media; ERP systems; CRM systems. The 
time range for the analysis concerned annual data from 2010–2018 and a comparison 
between 2014 and 2019 (some of the data has been supplemented by more recent 
data from 2020). The analysis is focused on the presentation of the situation right 
through the COVID-19 pandemic. Information on the use of selected information and 
communication technologies (ICT) in plants was obtained from the studies of the 
Statistics by generalizing the results of surveys conducted by this institution using the 
representative method according to the harmonized methodology used in European 
Union countries. In 2018, the study covered 7.2 thousand industrial enterprises (37.4% 
of the total number of enterprises). The survey in these enterprises included entities 
with at least 10 employees and other organizations and users [35]. 

3.1 Enterprises using Computers and Internet 
The use of computers in industrial enterprises belonging to metal industry in Poland 
with access to the Internet are common (all surveyed companies are indicated). In 
recent years, companies’ access to broadband Internet with a high information flow 
rate measured in Mb/s megabits per second has been growing. Broadband access is 
provided by technologies from the DSL family (ADSL, SDSL etc.), cable television 
networks (cable modem), satellite connections, wireless connections via modem or 
telephones. Access to broadband Internet was recorded in all surveyed enterprises 
(100% in the last three years). Mobile Internet connections, which are realized by means 
of mobile devices connecting to the Internet (cellular telecommunications network for 
business purposes), are used in 76.7% of the surveyed companies. It should be noted, 
however, that in the last decade industrial enterprises belonging to analysed sector 
saw a rapid growth in the users of mobile connections. In 2011, the number of mobile 
connection users were 29.8% of users, currently there are over twice as many users 
(76.7%). In the last 5 years (the period from 2014 to 2019), the number of employees 
equipped with mobile devices allowing mobile Internet access increased by 7.4%. 
In 2014, the share of companies that equipped their employees with mobile devices 
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with Internet access (laptops, smartphones) was 67.2%, and in 2019, 74.6% were 
equipped. The development of the Internet, bypassing printed sources when searching 
for information, and the development of voice and image transmission technologies 
over the Internet have weakened the strength of traditional telecommunications. The 
data analysing the use of computers and Internet by industrial enterprises in metal 
industry in Poland is presented in Table 4.2. 

Table 4.2: Usage of both computers and Internet by enterprises in the metal 
industry in Poland [35] 

Tools Year 
2010 2011 2012 2013 2014 2015 2016 2017 2018 
% % % % % % % % % 

Computers 100 100 98.1 98.2 97.7 100 100 100 100 

Access to Internet 100 97.4 96.5 96.5 95.8 100 100 100 100 
including: 
Broadband Internet 76.7 87.2 81.1 89.5 93.8 100 100 100 100 

Mobile Internet - 29.8 49.4 55.6 76.5 51.2 64.2 72.9 76.7 

3.2 Enterprises with Websites 
The share of enterprises from the analyzed sector using their own website ranges from 
76.2% in 2010 to 83.4% in 2018 (Fig. 4.1). 

Figure 4.1: Usage of websites in metal industry in Poland [35]. 

Over 80% of companies that have their own website use it for tasks such as online 
ordering or booking, e.g. “basket”, presentation of products, goods or services and 
price list, checking the status of their order online, enabling users to order products 
according to their own specifications, personalization of website content for frequent/ 
regular users, links or references to company profiles on social media, information 
about vacancies or the ability to send online application documents, collecting and 



 

 

Tools and functions Year 

2014 2019 2020 

% % % 

Enterprises with website 78.0 81.2 82.2 

Online ordering or booking, e.g. “basket” 9.4 9.1 8.3 

Presentation of products, goods or services and price lists 73.4 77.8 77.9 

Checking the status of your order online 5.5 5.6 5.2 

Enabling users to order products according to their own 17.0 8.7 10.2 
specifications 

Personalization of website content for frequent/regular users 4.4 5.4 5.1 

Links or references to company profiles on social media 8.8 15.2 21.8 

Information about vacancies or the ability to send online 15.3 19.1 22.6 
application documents 

Enterprises collecting and analyzing information on the          - 11.1    
behaviour of website visitors 
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analyzing information on the behaviour of website visitors (comparison of the list 
in Table 4.3). 

Table 4.3: Using of functions of website in metal industry in Poland [35] 



Explanation of the Table 4.3, the usage of: “-” means that there is no access to the data. 

3.3  Enterprises using Social Media 
The use of social media by enterprises of the analyzed industry in Poland in 
communication processes was recorded for the first time in 2016. Only 6.9% of all 
surveyed companies had FB or other forms of social media. In the following year, 
15% of people using social media for business purposes were recorded. The doubling 
of users took place in 2018 where 32.4% of social media participants among the 
surveyed companies were recorded (Table 4.4). 

In the analyzed industry section, social media is used for: social networking sites, 
creating the image of an enterprise or marketing products (e.g. advertising products), 
to receive or respond to customer comments/comments and questions, customer 
involvement in the process of product development or innovation (products, services), 
cooperation with business partners or other organizations (e.g. public administration 
bodies, non-governmental organizations), recruitment of employees, exchange of 
views, opinions or knowledge within the enterprise. 

3.4  Enterprises using E-administration and E-sales 
E-administration is a popular form of customer and employee service (gov.pl). Almost 
all industrial enterprises belonging to analyzed industry use data and document transfer 
by using e-administration. In the period 2011-2018, among the group of surveyed 
enterprises, the share of companies with an e-administration system was almost 100% 
(Fig. 4.2).  The most popular form of customer service is issuing and sending electronic 
invoices. Over 75% of the surveyed companies use this service (Table 4.5). 
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Table 4.4: Usage of functions of social media in the metal industry in Poland [35] 

Tools and functions Year 
2014 2019 
% % 

Enterprises using social media 19.0 29.2 
Social networking sites 13.9 26.9 
Creating the image of an enterprise or marketing products - 25.2 
(e.g. advertising products) 
Receive or respond to customer comments/comments and questions - 13.6 
Customer involvement in the process of product development or - 4.8 
innovation (products, services) 
Cooperation with business partners or other organizations (e.g. - 8.2 
public administration bodies, non-governmental organizations) 
Recruitment of employees - 12.0 
Exchange of views, opinions or knowledge within the enterprise - 7.4 

Explanation of Table 4.4 usage of: “-” means that there is no access to the data. 

Table 4. 5: Using of functions of e-sale in the metal industry in Poland [35] 

Tools and functions Year 
2014 2019 2020 
% % % 

Enterprises sending (issuing) electronic invoices - 75.3 75.3* 
Enterprises conducting e-sales through a website or mobile 5.3 7.8 10.8 
applications 
Own website or mobile application - 6.9 6.4 
Online trading platforms, auctioning websites, e.g. Allegro, 3.0 
eBay and related mobile applications 4.2 

Explanation of Table 4.5 usage of: “-” means that there is no access to the data, * data from 
previous research. 

Figure 4.2: Using of e-administration section in the metal industry in Poland [35]. 
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E-sales (e-commerce) is an additional form of access to customers for enterprises. 
E-sales in mills is carried out via a website or by mobile applications, but the actual 
share of companies using this method in the total of companies analyzed that use 
this e-service is small. In 2018, there were 5.3% of users, and 7.8% in the following 
year but in 2020, 10.8%. Fewer than 5% of companies sell through online trading 
platforms and auction sites. The low share of e-sales in the surveyed industry results 
from the specificity of steel products (large and heavy products) purchased by the 
construction, automotive, machinery and other sectors. In the analyzed sector, the 
dominant form of sale is the distribution of steel products by producers or distribution 
centres (companies intermediating in the sale of metal products) [36, 37]. 

3.5 Enterprises Using IC Systems 
The steel companies (over 1/3) of the surveyed use ERP and CRM systems (Fig. 4.3). 
The ERP (Enterprise Resource Planning) system is a resource management software. 
It operates on the basis of a single database in which data and information from 
all areas of the company’s operations are collected and processed. ERP and visual 
communication tools are used by management, equipment operators, employees, 
specialists, Lean practitioners, obtaining information on key performance indicators 
necessary to achieve the company’s goals. Lean Management/Manufacturing, 
Reengineering, Six Sigma and Knowledge Management must be supported by ICT 
[38]. On the other hand, CRM (Customer Relationship Management) is used at the 
stage of building a relationship with the client. The system is used to acquire, sell and 
maintain relationships with customers. The task of the operational type CRM system is 
to automate the tasks and forms of interaction with the client. IT and computer systems 
support enterprises in the production of products, production planning and scheduling, 
process optimization, decision making and communication with the environment. 
These systems are used in large production companies and in distribution centres of 
steel products. 

Figure 4.3: Using of IC system in the metal industry in Poland [35]. 



 

 
 

  

 

 

62 Cyber-Physical Systems: Solutions to Pandemic Challenges 

3.6 Enterprises using Cloud Computing 
A new service that has been used by steel companies in recent years is cloud computing 
services. In 2016, the first industrial enterprises belonging to the analyzed chapter took 
advantage of access to cloud computing for business purposes. According to data from 
2018, less than 15% of all surveyed companies purchased cloud services but in 2020, 
22.8% were buyers (Fig. 4.4). The prerequisite for using this service is the access of 
companies to the Internet and connection via virtual private networks VPN: Virtual 
Private Networks in order to access the software, use a certain computing power and 
the possibility of data storage. 

Figure 4.4: Buying cloud services in metal industry in Poland [35]. 

4.  Expenditures on ICT and ICT Specialists 
In the group of surveyed enterprises, over 40% invested in ICT: that is the purchase of 
computer equipment, both computers and peripheral devices (printers, scanners) and 
computer programs, purchase of digital network devices as well as IT and computer 
systems, expansion or modification of systems, purchase of services in CC (cloud 
computing), expenditure on training ICT specialists etc. More data is presented in 
Table 4.6. 

In recent years, the number of employees that is ICT specialists who are employed 
in the steel sector in Poland has increased. In the group of surveyed enterprises, over 
20% of companies employ ICT specialists, and the number of IT and computer 
departments in enterprises is growing [33]. Analyzed organizations provide their 
employees with training to improve ICT skills (13.9% in 2019 and 15.6% in 2020). In 
the last two years, the number of companies employing ICT specialists and providing 
them with training has doubled, thus for the category of employment of the ICT 
specialists it increased from 21.2 to 26.0%, for the category of training it increased 
from 13.9 to 15.6%. 
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Table 4.6: Technological expenditures and employment of ICT specialists in the 
metal industry in Poland [35] 

Characteristics Year 
2014 2019 2020 
% % % 

Enterprises invest in ICT 41.5 40.2 40.9 
Enterprises employing ICT specialists 9.2 21.2 26.0 
Enterprises providing employees with training in raising 8.7 13.9 15.6 
ICT skills 
Enterprises equipping their employees with mobile 67.2 74.6 79.9 
devices enabling mobile Internet access 

5. Development and Innovation 
The results of the statistical analysis performed according to the presented IC 
technology components are summarized in Fig. 4.5. The technology used supports 
enterprises in their business activities and is a source of innovation. 

Figure 4.5: Using of ICT in the metal industry in Poland [35]. 

The analyzed branch is heading towards anew industry. The possibilities of using 
key technologies of Industry 4.0 in steel production were presented by Peters [39, 
40]. ICT technologies are important for communication, optimization of processes 
design thinking, transfer of data in real time, analysis of Big Data, personalization of 
products, building of cyber-physical steel production system, stronger integration in 
value chain. By using CAD/CAM systems and related equipment, such as printers or 
3D scanners, industrial companies in the analyzed sector are able to quickly develop 
various versions of products/designs for customers. According to the latest data, 
about 7.5% of companies in the analyzed sector use 3D printing in their activities 
[41]. On the other hand, 23.2% of companies use industrial or service robots, which 
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also require support from ICT. OI technologies are used to support research and 
development (R&D) and innovation. Based on statistical data, it has been established 
that the expenditure on R&D increases year by year. A strong increase in expenditure 
on research activities was recorded in the metal sector after 2013. In 2014, the amount 
of 100 million PLN was exceeded for the first time, and in the following period, the 
expenditure was approx. PLN 100 million, while in the period from 2017 to 2018, 
the expenditure on research and development exceeded PLN 200 million (annually). 
The expenditure on innovations is much higher, which in 2020 amounted to PLN 421 
million, and in 2018 increased by PLN 741 million (giving the amount of PLN 1,162 
million) (Fig. 4.6). 

ICT is used for technological, process, product and organizational innovations. 
ICT systematizes the accumulation of knowledge in databases and the codification 
of knowledge, and new technologies consequently facilitate the exchange of codified 
knowledge in the enterprise and outside it. Various ICT-based methods and tools have 
been developed that relate to users and are applicable to multi-user innovation. Every 
year, over 30% of organizations (producers) create new products, and over 40% of 
producers crate better products (data from Statistics Poland). For many years, the 
largest metallurgical companies in Poland have applied World Class Manufacturing 
standards [42]. They “climb higher and higher” and use new technologies. The 
link between ICT and their approach to innovation occurs in three general areas: 
information, ICT creates access to information;access, IT creates direct access to 
customers and other companies;networks, IT creates a network between entities from 
various industries and with competitors, as well as a network with customers. 

Figure 4.6: Expenditures on R&D in the metal industry in Poland [35]. 

6.  Conclusion 
The development of presented technologies underpins the growth of industries, 
economies and societies. The competitiveness of Polish steel (metal) enterprises is 



 

 

 

 

 

65 Towards Industry 4.0 versus the Covid-19 Crisis – The Use of Selected... 

largely based on the availability and quality of ICT sector solutions. In the global 
world, it is one of the key investments for growth. Information and communication 
technology (ICT) solutions support the innovation and development of companies and 
have tremendously helped companies to cope with the uncertainty they experienced 
during the COVID-19 crisis. They allowed them to carry out many tasks remotely and 
maintain contacts through digital communication. In the transformation of companies 
to Industry 4.0, the importance of the ICT sector is growing dynamically, as shown 
by selected components of IC technology used in the metal industry in Poland. The 
key new trends in the ICT sector are cloud computing, Big Data, Internet of Things 
(IoT) and other technologies of Industry 4.0 [43]. IC technology is increasingly 
used in steel mills Digitalization allows business to be flexible in its relationships 
and ensures business continuity. At the time of a pandemic, digital communication, 
data management and digitalization of production have become even more important. 
Businesses today have huge volumes of data from a variety of sources. Data processing 
is focused on gaining a competitive advantage and aligned with the company’s 
most important business needs. Business Intelligence (BI) is a complex process of 
transforming existing data into information that can be turned into knowledge. BI 
enables efficient and accurate planning, budgeting and reporting, as well as helping 
to predict trends and therefore inform decision making and subsequent monitoring of 
performance. Digitalization means eliminating paper documentation by introducing 
electronic archiving, document circulation and authorization, e-invoicing, etc. ERP 
systems used in steel mills allow the integration of processed information in related 
databases, and communication of systems without human intervention (including host
to-host solutions, platforms for communication with contractors, automatic invoicing 
between companies in the group, consolidation). The use of the Cloud, an as a service 
model, allows for easier and more flexible access to the latest tools and applications, 
without having to maintain expensive IT infrastructure. Mobile solutions increase 
accessibility to information and streamline processes with applications for mobile 
devices. IC technology in Industry 4.0 is used in the development of robots whose 
principles of operation can be written in the form of algorithms. Digital technologies 
make it possible to reach out in real time with relevant and selected information. 
Digitization is also about the digital customer. On the one hand, digitalization can 
help to understand and measure how satisfied customers are with their contact 
with a company and, on the other, make it far more efficient. Delivering a product 
or service, staying in touch with customers, handling complaints or recommending 
further purchases all require the use of IC technology. Digitization is also an 
opportunity for companies to build customer knowledge. The multitude of “traces” 
in the digital world left by customers at different stages of cooperation provides an 
opportunity to better understand the context of customer decisions and choices and to 
develop a personalised approach. The IC technology in blockchain allows for secure 
transactions between network participants, guaranteeing the integrity of its register, 
simple verification and data transparency. The implementation of IC solutions is 
becoming increasingly easy due to the growing availability and variety of offerings 
on the market. IC technology has made its way into business and will continue to be 
promoted and developed because it works well in economic boom times as well as 
downturns and crisis situations such as COVID-19. 
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1. Introduction 
In early 2020, COVID-19 broke out in full force and spread rapidly across the globe. 
In the face of this sudden and highly contagious disease, medical products and 
supplies are in short supply. Before a reasonable and efficient treatment plan could 
be found, countries had to order forced home isolation to reduce physical contact in 
order to prevent the further spread of Covid-19 [1]. However, due to the formulation 
of the home isolation scheme, workers could not go to work due to the shortage of 
epidemic prevention materials and were unable to ensure their own safety, leading to 
the cessation of work in almost all manufacturing industries. This was true especially 
in the medical equipment manufacturing industry and its related enterprises, and 
reduced production efficiency further aggravates medical products scarcity. The 
number of small and medium-sized enterprises (SMEs) is large and dominant in the 
current manufacturing market. Due to the low level of intelligence within this type 
of enterprises, most operations are still dominated by manual operations. Faced with 
the sudden shortage of labor force, enterprises couldn’t take effective measures in 
the short term. Therefore, it is vital for the survival of SMEs to adopt the new model 
of machine replacement, increase robot investment, reduce human demand, give full 
play to the respective advantages of collaborative robots and humans. Simultaneously, 
it enhances the intelligence, information, and digitalization of SMEs, strengthening 
their adaptability to the dynamic market and establishing a comprehensive CPS [2]. 

As a product of human intelligence, robots act as a tool to replace and complete 
human capabilities. Robots have replaced humans in large numbers to perform 
simple, repetitive and physically demanding tasks, significantly improving production 
efficiency and quality [3]. In the age of intelligence, with the support of advanced 
information technology, the interaction between the physical space and cyber space has 
become possible. At the same time, with the development and maturation of various 
intelligent algorithms, robots will be more deeply integrated into the operation space. 
However, they will never be able to replace humans. Therefore, the Human-robot 
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collaboration (HRC), which integrates humans and robots’ advantages, has become 
the optimal manufacturing industry solution [4]. 

As an intelligent system integrating computing, communication and control, 
CPS can interact with physical processes through the sensor, the controller and 
user interfaces (UI), using cyber spaces to manipulate physical entities in a remote, 
reliable, real-time, secure and collaborative manner [5]. The enterprise with a CPS 
system can make the physical system perform computing, communication, control, 
and self-coordination based on the operating environment’s perception. However, the 
CPS system focuses on the interaction and integration of physical space and cyber 
space, which is suitable for automatic workshops and does not consider the new 
scene of HRC. HRC not only reduces the number of workers needed but also ensures 
higher productivity. Therefore, CPS is further deployed in the HRC of manufacturing 
enterprises, aiming to form the human-in-loop CPS to realize the integration of 
human-robot-physics-cyber. HRC is considered a critical research object to promote 
the development and reform of the current manufacturing industry. The ventilator 
assembly problem under the epidemic’s influence is the most representative. This 
chapter provides a detailed introduction to Human-robot collaborative Assembly 
(HRCA) based on CPS. 

This chapter is organized as follows. In Section 2, advances in current research 
are presented. Section 3 discusses the framework of HCPS and the environment of 
HRCA. In Section 4, the perceptual and cognitive processes in the case of HRCA 
are discussed. Then, in Section 5, taking the PB-560 ventilator as an example, the 
vectorization expression of assembly tree and the self-decision updating strategy 
of assembly sequence based on reinforcement learning are introduced. Finally, the 
summary and prospects are made in Section 6. 

2. Advances in Current Research 
Facing the uncertainty of labor and market demand, an enterprises’ development goal 
is to realize flexible production and intelligent manufacturing. Similarly, to break 
away from the impact of COVID-19 on the market, the demand for an intelligent 
manufacturing solution is rising, especially in the manufacturing industry [6, 7]. 
Using robots to replace humans and HRC is adopted to reduce manpower and improve 
enterprises’ productivity. 

In the area of human-robot collaborative assembly based on CPS, some of these 
aspects have been studied. Nikolakis et al. combined several physical and software 
systems to establishing human safety while performing near robots [5]. Moreover, 
Kim et al. propose a new manufacturing system optimization strategy through the 
CPS and Internet of Things (IoT) [8]. Based on CPS, Liu et al. presented a structured 
design framework to support the biologically inspired design of context-aware smart 
products [9]. The framework is developed based on the theoretical foundations of 
the situated function–behavior–structure ontology. To achieve a combination of robot 
repeatability and accuracy with operator adaptability and intelligence, the HRC-based 
system architecture is proposed, combined with a new method of vision sensing and 
control, high precision and fast intelligent solutions are realized [10]. 

Zhou et al. agree that an intelligent manufacturing system is a composite 
intelligent system consisting of humans, cyber systems, and physical systems, and 
this kind of intelligent system is called a human-cyber-physical system (HCPS) [11]. 
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However, human operators cannot enter a hazardous manufacturing environment, 
but there is still a need for human collaboration in many cases [12]. To address this 
issue, Liu et al. introduced a remote human-robot collaboration system that follows 
the concept of CPS [13]. To solve similar problems, Wang et al. proposed a CPS with 
a layered architecture, which allows a robot to assist human operators in performing 
welding. The spatial separation of human and robot is achieved by interacting in a 
virtual environment [14]. 

In the early stage, humans dominate HRC. The operator can manipulate the 
robotic arm by pushing and pulling the force sensor, and force sensors play a big part in 
control [15, 16]. Zheng et al. realized off-line control of the robot through a trajectory 
planning algorithm [17]. Germi et al. propose an adaptive GA-based potential field 
algorithm for collision-free path planning [18]. However, robots will never be able to 
do all the work independently, and humans are irreplaceable in some scenarios [19]. 

The self-organization and self-decision ability of robots relies on two key 
technologies, the perception of the collaborative environment and the corresponding 
decision-making based on cognitive ability. In particular, perception usually needs 
to provide effective environmental information using external equipment. Vision is 
widely used because of its low cost, high efficiency, good continuity, high precision, a 
wide range of applications and other advantages [20-24]. To achieve context awareness 
on the shop floor, Nikolakis et al. proposed a cyber-physical context-aware system 
and collaborative or individual assembly operations via event-driven controllers [25]. 
Considering the random movement of the human operator in collaboration, Liu et al. 
proposed generating a motion transition probability matrix using a hidden Markov 
model in the motion sequence [26]. Understanding human intentions can provide 
appropriate cognitive aids [27]. To improve the visual cognitive function of intelligent 
robots, Jian et al. studied the intelligent cognitive function of robots based on ant colony 
algorithms. By learning knowledge autonomously and accumulating it into long-term 
memory, robots achieve self-learning, memory and intelligence development similar 
to human beings [28]. In the specific assembly environment, Wang et al. presented a 
review of human-robot collaboration research and defined the classification schemes 
concerning agent multiplicity, initiative, and alignment of human actions with the 
nominal process definition [29]. 

The above studies show that most scholars attach great importance to the 
irreplaceable importance of humans in intelligent manufacturing systems and show 
that HRC research in the intelligent manufacturing system is of great significance. By 
integrating the respective strengths of human, cyber systems and physical systems, 
HCPS-based HRC can improve its intelligence, efficiency, product quality, robustness 
and the ability to solve complex problems. At the same time, the intensity of humans is 
significantly reduced, and the production cost also shows a downward trend. Besides, 
the transfer of human knowledge and experience of the HRC system effectively 
improves the transmission and utilization of human experiential knowledge while 
enhancing the robot’s intelligence. 

3. Framework and Environment of HRCA 
3.1 From CPS to HCPS 
Intelligent manufacturing is a large concept that is constantly evolving and developing. 
In the traditional manufacturing system, which contains only two parts, the human 
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and the physical system, as shown in Fig. 5.1, almost all the work is performed by a 
human directly either by hand or by operating the machine. Although machines and 
equipment greatly reduces human physical labor, in the early manufacturing system, 
many tasks such as perception, decision analysis, control and learning were completed 
by human beings. 

Figure 5.1: Human-physical system. 

In the traditional manufacturing system, this has high requirements for people and 
a high work intensity, leading to the system’s low efficiency. With the improvement 
of the level of information technology, machines’ automation ability is gradually 
improved, and the concept of CPS is put forward. Human beings will pay more 
attention to higher-level tasks. As shown in Fig. 5.2, robots can initially solve simple 
decision-making problems under different conditions and realize manufacturing 
automation based on various sensor technologies. 

Figure 5.2: Cyber-physical system promotes automated manufacturing. 
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Many scholars nationally and internationally agree that technology, people and 
data need to be integrated to be genuinely effective and thus generate benefits. Nunes 
et al. argue that the role of the human has been overlooked in most current CPS 
studies and proposed a human-in-the-loop CPS [30]. The role of a human in CPS 
mainly includes data acquisition, state inference, drive, control, detection and so on. 
HCPS was proposed by Zhou et al. They believe that the physical system is the main 
body of the intelligent manufacturing system. The cyber system is the dominant one, 
and the human being is the master [11, 31]. HCPS reveals the technical mechanism 
of intelligent manufacturing and constitutes the technical system of intelligent 
manufacturing. 

Figure 5.3: HCPS in manufacturing. 

In the CPS concept, humans play a dominant role in the system. Furthermore, as 
physical systems and cyber systems are also designed and built by humans, the relevant 
models and algorithms are likewise done by R&D personnel. As manufacturing 
systems move from automation to digitalization and intelligence in all areas, the role 
of humans in the system is gradually changing from “operator” to “supervisor”. Due 
to the limited workforce and the increasing cost of labors, the unmanned factory has 
become the ultimate goal of intelligent manufacturing. However, due to intelligence 
limitations, an unmanned model is not yet possible, and in some manufacturing 
processes, the collaboration between humans and robots aims to reduce the workforce 
while increasing productivity. Moreover, some robots’ inability to perform tasks 
on their own is also one reason to promote the development of HRC, which often 
includes too complex or flexible assembly work. In the case of HCPS, the focus of 
the human is on completing complex and challenging tasks alone or with the robot’s 
assistance. In contrast,most collaborative assembly tasks and decision making will be 
carried out by the robot, which realizes the liberation of human in physical and mental 
labor. Therefore, HCPS based HRC requires robots to have the ability to perceive 
and recognize the task environment, extract the semantic information of assembly 
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task, understand the behavior of assembly task, and then make reasonable HRC 
strategy planning. 

3.2 HCPS based Collaborative Environment 

3.2.1	 Definition of a Collaborative Environment 

The collaborative environment refers to the human-robot collaborative space for 
specific tasks. In the environment, there is no isolation between human and robot by 
protective equipment. Instead, human and robot will work in a shared space. Generally, 
a variety of sensors will be used to provide vision, voice, and touch capabilities for 
robots to ensure the safety of humans and make the manufacturing process smoothly. 

The HRC environment for assembly tasks is shown in Fig. 5.4. Firstly, the type 
of current task is defined. After which the robot will obtain all the assembly parts in 
the HRC environment through the visual sensing device. They will be compared with 
the existing information of 3D model in a library to identify the label information. 
Secondly, the related operation tools and action information are extracted based on 
the task attribute information. At the same time, the task of HRCA will be divided into 
several subtasks which human and robot complete. During the operation of human, 
the robot can provide corresponding tools for human according to the identified 
information. For some simple tasks, such as peg-in-hole assembly, the turnover of 
sub-assembly and so on, the robot takes the initiative to complete them. The working 
intention (what action the robot will do next) is displayed through the graphical UI, 
so that human can judge whether the working behavior of robot is reasonable or not. 
For unreasonable behavior, human should take the initiative to avoid and give the 
corresponding signal prompt. 

Figure 5.4: HRC environment for assembly tasks. 

3.2.2	 Elements	 of	 a	 Collaborative	 Environment 

In real process of HRCA, it is necessary to analyze the elements of the collaborative 
environment for a better flow of data between the human and physical system. 

(1) Physical Space 
In physical space, it can be further divided into executor and executed objects. 
Executors refer to robots and human workers. The operators have high flexibility, 
substantial autonomy and a strong sense of task planning. Besides, human workers 
are good at using experience and knowledge to deal with new situations. However, 
persistent and high-intensity work will lead to the decline of human energy, attention, 
making the possibility of mistakes increased. 
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In comparison, robots are better at performing high-intensity and straightforward 
work. Besides this, the repetition accuracy and stability of a robot are much higher 
than that of a human. However, the adaptability of the robot is very poor, making it 
impossible to complete the difficult task alone. Therefore, the advantages of human 
and robot is complemented to form the HRC assembly mode. They work as the co
executor of assembly tasks to complete all kinds of tasks together. 

The executed objects are the parts to be assembled, connectors and operation 
tools. Through the direct or indirect operation of the components and connectors with 
the help of tools, the assembly task of each sub-module can be completed. The type 
of operation tools should belong to limited dataset for humans and robots to choose 
from. Accordingly, the number and type of parts should match the corresponding file 
of model. 

(2) Cyber Space 
The state of interaction among humans, robots and the environment mainly depends on 
the flow of data and information. Generally, the executor takes the initiative to obtain 
the data information and then processes it to extract the useful information, which 
can be used as the judgment basis of the execution action. Among them, robots need 
additional auxiliary equipment to obtain external information, such as vision sensor, 
tactile sensor, voice sensor and so on. The voice sensor makes the interaction between 
human and robot more natural and efficient. However, the noise will be severe in 
industrial scenes, and there will be some faults, such as pronunciation inaccuracy, 
recognition error and semantic understanding error in interaction, making the safety 
and controllability poor. The use of tactile sensors has huge limitations because it can 
only work in the covered area, which does not broadcast. The realization of all-round 
contact detection needs a large area of sensor coverage. Besides, the tactile sensors 
will work after contact, and the type of contact (active contact or passive contact) can 
not be determined. Although the tactile sensor has high security, it can only obtain 
less information and therefore lessen the improvement of the robot’s interaction 
ability. The visual equipment can obtain a large amount of information, which is 
the two-dimensional feature information, semantic information from RGB, and the 
three-dimensional pose information from RGB-D. Through feature recognition, the 
different object recognition and scene segmentation can be realized. In comparison, 
visual way is the better approach with non-contact and high safety. 

In the HRC scene, the intention of human behavior will be extracted from the 
image information by visual module. Then the position and pose of other parts or 
tools will be obtained in the HRC environment, which can be further used to calculate 
workspace occupation. According to the demand of assembly tasks and occupation of 
workspace, the subtasks of current assembly will be generated after the assembly tree 
relating to the product’s process information is transformed as vector. Then the safe 
and efficient trajectory of cooperative assembly is planned to complete the assembly 
task. In the information interaction model of human-robot integration, the robot will 
infer the intention of human behavior by processing the sequence of human poses 
and carry out the cooperative task which is in line with the intentionof the human. 
Besides, the robot recognizes the state of target object and judge the progress of 
current assembly task in HRC environment. After getting the position of assembly 
part and tools, the robot will pick up and transfer them in time, which improves the 
efficiency of HRC. 
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4. Perception and Cognition Approach of HRCA 
In HRC based on HCPS, the robot needs to constantly interact with the surrounding 
environment and humans participating in collaboration and adjust its behavior in time 
according to the environment and human state changes. The implementation of this 
process is inextricably linked to the robot’s situational awareness. It can identify the 
changing part of the environment, understand the scene, and make decisions. It can 
be determined that accurate perception and correct cognition of the collaborative 
environment are essential for safe HRC. 

Figure 5.5: The perception and cognition process in HRCA. 

4.1  Perception Process 
Perception is the premise of information interaction. Perception comes from 
neuroscience, which refers to the stimulation of sensory organs by the external 
environment to form a pulse signal in the neural network. And the signal is transmitted 
to the brain and interacts with the memory block to produce a kind of feedback. In 
the abstract, the perception behavior of robot agents can be regarded as acquiring the 
surrounding environments information through external sensor devices and forming 
a particular understanding. The memory module of the brain can be compared with 
the trained recognition network model. The same input can achieve different feature 
expressions in different feature presentation models, which is similar to the diversity 
of the human perception of the environment. In summary, in a specific scene, we need 
a specific perception function. 

The acquisition and initial processing of environmental information by the 
robot’s external sensing devices can be considered the robot’s perception process, 
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including object detection and instance segmentation, pose calculation, human motion 
recognition, etc. Ultimately, different perceptual results are ultimately different 
extracted. While objection is to extract and classify the objects in the scene, and 
instance segmentation is to separate the individuals in the image based on the pixel 
processing of different parts of the image based on object detection. The classical 
segmentation algorithm mainly uses edge operators, clustering analysis, and wavelet 
transformation to segment the region of an image. In contrast, the current algorithms 
based on deep learning mainly include CNN, Mask-RCNN, Yolo, PointNet, etc. Pose 
calculation is to obtain the object’s position information and the pose and orientation 
information under the current working plane based on object detection and determine 
the robot’s contact pose when grasping. The main algorithms include PVNet, NOCs, 
Pix2Pose and deep-6DPose. Similarly, in RGB-D images, human skeleton information 
is acquired based on OpenPose and then the current action behavior is estimated by 
methods such as LSTM or Pose Tracking. 

4.2 Cognitive Process 
An essential feature of the new generation of the intelligent manufacturing system is 
that the agent’s learning and cognitive ability can be improved. The robot participating 
in the cooperative task not only has a more powerful ability to perceive, calculate, 
analyze and execute actions but also has the ability to learn, improve and generate 
cognition. As the upper structure of the perception module, the cognitive system’s 
decision module can make in-depth analysis based on the information obtained by the 
perception system, mine the potentially useful information, and carry out autonomous 
learning combined with logical reasoning and meta reinforcement learning. 

For the position, posture and distribution information of parts acquired by the 
perception layer, and the sequential behavior information of human body, the attention 
method is adopted to excavate human behavior intention and combine with task state 
to further improve the accuracy of human operation behavior discrimination. In terms 
of HRC strategy, the robot can analyze the current scene based on transfer learning 
method, and independently choose the cooperation strategy suitable for the current 
state. Based on reinforcement learning method, the robot can continuously interact 
with the environment and learn more suitable task execution actions. The “knowledge 
base” in the cognitive system is built by the combination of human expert experience 
and intelligent learning cognitive system, which contains all kinds of knowledge that 
human workers can access and includes implicit knowledge that is difficult for humans 
to master or describe. Moreover, in practical use, the robot can continuously populate 
and update the knowledge base by self-learning to mine new implicit knowledge and 
enhance the experience store. 

5. Case Study 
In this section, we take a PB560 ventilator as an example, as shown in Fig. 5.6, the 
simulation experiment of human-robot collaborative assembly based on CPS is carried 
out. Firstly, a digital representation model corresponding to the physical structure 
model of the ventilator is established. Secondly, a reinforcement learning framework 
with a human-robot collaboration strategy is introduced. Finally, in the cyber space, 
the optimal collaboration strategy is obtained by continuously interacting with the 
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Figure 5.6: Virtual HRC assembly experimental platform. 

physical space through reinforcement learning methods. And the adaptability of CPS-
based HRCA in a dynamic environment is demonstrated. 

The ventilator is made up of over 100 components, with more than 40 connectors. 
Moreover, there are 15 flexible connectors, including 10 hoses and 5 cables. It is 
difficult for a robot to control these kinds of parts accurately, so it needs to cooperate 
with humans or be executed by humans alone. Besides, some screws can be regarded 
as a collaborative task, robot transfer tools and a human carries out the assembly work. 
The assembly of rigid parts, such as battery insertion, panel mounting and module 
turnover, can be completed by robot. The simplified ventilator assembly tree is shown 
in Fig. 5.7, with the nodes representing components and the edges representing the 
connection between components. 

According to the properties of each part and its connection mode, the assembly 
state is represented as: Hi = {(DH, DR, TH, TR), (Dm

H , Dm
R , T mH , Tm

R, DH
t , DR

t , TH
t , TR

t )}. 

Figure 5.7: Simplified ventilator assembly tree. 
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DH represents the difficulty of the operator to complete the task alone, DR represents 
the difficulty of the robot to complete the task alone, TH and TR represent the time taken 
by each to complete the task respectively (since there is no real ventilator product, 
the values for time and difficulty were defined by manual estimation). For some 
assembly tasks that cannot be performed by a robot or a human alone or that require 
the operation of an additional tool to perform, the difficultly of performing the part Dm

H 
and the difficulty of performing the operating tool DH

t are defined, respectively, as well 
as the time taken to operate the tool for the assembly task T mH . The reward function is 
set to be related to the difficulty and time of the task, and the state of the agent can be 
described as: 
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S = ( ,  ,  i T1  t) assembly in progrress 

 ( , )1 i 

The reinforcement learning method of HRC strategy for assembly tasks is shown 
in Fig. 5.8. Agent-Human and Agent-Robot perform corresponding actions, a reward 
is then given according to the status of the respective task. Moreover, continue to new 

 

actions until all sub-tasks are completed, denoted as one learning period. Through 
continuous iterative learning, and trying different collaborative strategies. Finally, 
the results of our experiments are presented using Gantt plots. As shown in Fig. 5.9, 
the tasks obtained through the collaborative reinforcement learning network were 
assigned to the human and the robot in a time sequence. The tasks were executed in an 
orderly manner, with a total assembly time in 6 minutes. 

waiting for collaborators 

Figure 5.8: Reinforcement learning method for assembly task assignment. 

6.  Summary and Prospect 
The human-robot collaborative assembly approach based on the CPS proposed in 
this chapter is applied in a task allocation sequence optimization for the assembly of 
ventilators. The robot obtains the assembly task information through perception and 
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Figure 5.9: The HRC assembly sequences of a ventilator. 

cognition, and realizes the adaptability of the HRC system to the dynamic assembly 
scene through reinforcement learning algorithm, which greatly improves the work 
efficiency of the HRC system and the anti-interference ability to the dynamic work 
scene. Especially when responding to new assembly tasks, the proposed approach can 
be adapted to new tasks without substantial changes. At the same time, the reduction 
in human labour reduces the impact of worker turnover on the factory. 

In the future, more natural interaction and collaboration can be achieved by 
further refining and enriching the state information in HRC scenarios and through 
deeper cognitive functions that facilitate the robot’s understanding of human behavior 
beyond the assembly task. 
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A CPS Perspective on Teaching 
Engineering Laboratories during 
Pandemics 

Maximilian Nicolae*, Radu Pietraru and Stefan Mocanu 

1.	 Some in Depth Context as to Who Will Develop 
Future Innovations 

The pandemic has shown us many of the shortcomings of society, shortcomings that 
even if we knew about them, we did not consider them so important, or that could have 
an immediate impact. The same can be said about global warming, the prospect of 
which for some is imminent and very close and for others it is a problem that can wait. 
Without entering such controversies, however, the present material aims to provide an 
opinion of the authors about the implications of automation on the future when we are 
faced with situations that even if we anticipate we are not prepared for them. Because 
it is about society’s response to certain problems, society needs to be prepared, and 
education could ultimately be responsible for that preparation. We will not discuss 
how education should specialize engineers in making high-performance weapons to 
protect us from various threats, but we intend to discuss education in the context of 
automation, in the context of “total connectivity and integration” (interdisciplinary), 
practically, in the context of Cyber-Physical Systems (CPS). And to add substance to 
the following, we chose to present a case study from the experience of the authors, 
professors from a top faculty* that prepares future specialists in the field of CPS. 
Even if the case study is a technical and very applied one, we consider that it can be 
extended by analogy to global aspects related to CPS, aspects whose importance and 
challenges were highlighted to us with the appearance of the pandemic. 

No matter how many definitions we find for CPS or similar approaches (see 
Industry 4.0) the name is relevant enough to make sure that these approaches exist 
among us and cannot disappear. The benefits of interconnecting between physical 
and software-driven systems are as clear as can be, and they can cover the whole 

*  Faculty of Automation and Computers, University “Politehnica” of Bucharest. 

*Corresponding author: max.nicolae@upb.ro 
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spectrum, starting with reducing the waste of redundant activities, not putting people 
to work on robotic tasks (see scientific management and Taylorism) to systems whose 
performance cannot be matched in “natural” ways. It is enough to think about the 
famous film “Schindler’s List” and we can get an idea of where the performance 
indicators (KPIs) and the “standardization”* of human work can lead. Of course, there 
is nothing free in this world and automation comes with costs. Among the estimated 
costs of automation are those related to labour. “Many bright, perfectly capable humans 
will find themselves the new horse: unemployed through no fault of their own” is an 
excerpt from the well-known video entitled “Humans need not apply” [1, 2] and in 
which automation and artificial intelligence (also with the role of automation) are 
presented as means that will make many jobs (in most fields, including creative fields) 
no longer open to people. On the other hand, we are told in every way that the CPS field 
will create a lot of other jobs. If we consider the opinion of an acclaimed and so-called 
“visionary”, Elon Musk (a model for young generations) who supports the guaranteed 
minimum income, we can get an idea of the context in which education must prepare 
generations to keep up with this accelerated trend in the field of technology and, at the 
same time, able to innovate. If we are to talk about innovation, then there are some 
issues. The field of engineering, the one responsible for the technological advance 
that led to approaches such as CPS and Industry 4.0, should be largely characterized 
by creativity or, perhaps, ingenuity, if we go by the play on words and etymology. In 
fact, we will continue to speculate in this direction and refer to the etymology of the 
word “engineer” which seems to have its roots in the Latin “ingenium”, or “genius” 
which, in turn (according to the same dictionary†), is outside the meaning of talented 
and special abilities it can also be translated as a guardian spirit. So, engineers must 
behave like true geniuses and continue to design and support systems that help and 
protect people and nature in general. 

Nowadays the time-to-market (TTM) seems to be one of the most important 
features for developing of new products and services (NPSD), many times overpassing 
some quality aspects or even standard compliance. The new advancement in artificial 
intelligence, cloud virtualization and Internet of things exerts a lot of pressure on 
many other industrial fields which are characterized by large inertia in the adoption of 
novel technology. CPS and its European counterpart approach applied in industry, i.e. 
Industry 4.0, are in the front line of such adoption. Another domain with high inertia, 
but with a critical importance in development of the CPS system as we can see, is the 
education in engineering. Education seems to be not so different from what happens 
in other domains when it comes to TTM. Therefore, engineering universities tend to 
integrate in their laboratories the latest technologies and they are proud of that. Afterall, 
this becomes a means to advertise on the education market (expensive endowments). 
Our students are attracted to work with the last development in technology, but will 
they be able to preserve their competitiveness on the labor market without a deeper 
knowledge? Before the pandemic we were able to attract students in engineering to 
understand the fundamentals by designing practical labs for them,with the aim of 
“teaching fundamentals”. The key factor was the physical interaction with those lab 
platforms and the activities they had to do. 

*		In the film there is a scene in which a worker is taken out of the workshop and with his pistol 
at his head he is timed while he manages to complete his task. 

†	 engineer. (n.d.) American Heritage® Dictionary of the English Language, Fifth Edition. 
(2011). Retrieved March 25 2021 from https://www.thefreedictionary.com/engineer 

https://www.thefreedictionary.com
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As teachers we are often asked by student’s parents or even by students about the 
curriculum and how it is adapted to the “new requirements” of the labor market. For 
example, we are regularly warned that we do not use the latest released equipment 
on the market. In the context of the above introductions, we can now say that we 
usually respond to such challenges not by indicating an underfunding but rather 
by explaining that the actual modern equipment will be followed by some newer 
generation equipment that will no longer have the need for a human operator and that 
we want our students to be the ones to design such equipment. Of course, engineers 
mean not only design, but also operation. In education there is a whole inflation of 
diplomas and scientific degrees that we can understand especially in the context of 
approaches such as “lifelong learning”. However, the question arises as to whether 
education becomes an industry by itself that is parallel to society’s goals. Just as in 
quality management there is a certification industry with titles inspired by martial 
arts, certifications that do not necessarily attest the quality of the holder except in the 
context of standardized procedures, so it is very possible that education, especially 
higher education, can prepare most graduates for an industry that will be artificially 
maintained by bureaucratic means, an industry parallel to the “natural” needs of 
society. “Functional illiteracy” is still being discussed at the pre-university level. 
We can’t help but wonder at the university level if even in the field of information 
technology there can be a functional illiteracy and what form it would take. In this 
paper we will not develop this topic, but we want to introduce a context of how 
education could evolve, including at the highest level. The increased pressures for 
developing future CPS systems risk turning so-called specialists into personnel whose 
duty it is to assist machines equipped with artificial intelligence and not the other way 
around. It is known that engineering education considers the qualifications of two 
types of engineers, those who design and those who operate. Neither qualification 
should be seen as inferior to the other. Rather, the difference should be made between 
what a higher education institution would be and what a vocational (or professional) 
school would be. These things can be reduced to solving a much older compromise 
in education, the compromise between “quick fix” and “teaching fundamentals”. The 
methodology and capacity for abstraction should be defining in higher education, but 
how could these things be made attractive in the context of current social pressures, 
pressures that have been briefly mentioned above. 

This paper offers a practical perspective of education in this context, also offering 
a case study as a model on how CPS provided a solution in a borderline situation. The 
perspective is that of seeing the process of teaching an engineering laboratory as a CPS 
but, at the same time, expecting students to be the ones who will carry forward the 
technological advancement of the CPS field. We want our students to learn the basics, 
critical thinking, and the ability to abstract and develop methodologies for solving 
various problems even in the context where society needs them as operators of very 
complex systems. We want to develop their practical sense and sense of proportion, 
extremely important characteristics for engineers, and at the same time to develop 
their teamwork skills, confidence in colleagues and passion for this profession. We 
will call all these as “feelings” and consider them very important resources in their 
profession. But all these aspects, sometimes referred as transversal to the discipline, 
have been challenged with the COVID–19 pandemic. The lockdown sent us to 
consider activities in the online environment and then we found out how engineering 
can be done from home, where all the intense laboratory activities that are involved 
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can be done. In fact, we unwittingly learned a lot of things that could change the way 
education is done, and more interestingly, we got here with the help of CPS. The rest 
of the chapter is structured as follows: we continue with the difference of implications 
for a “quick fix” and “teaching fundamentals” approaches on designing CPS when it 
comes to the education of students that are increasingly connected and subscribed to 
the distractions of social networks, we will present our case study that we consider 
relevant and how it migrated online due to CPS approaches. Some discussions and the 
lessons learned conclude the chapter. 

2.	 The “quick fix” Approach 

Information technology (IT) is an area that is experiencing extremely rapid 
development. This makes the demand for a skilled work force well beyond the training 
capacity of the education system. We could even go so far as to make a comparison 
with the demand for medical staff in pandemic conditions. In both cases we can ask 
how long it will take and what the solutions are? Education is a system of great inertia 
and as Sir Ken Robinson referred to, in many of his talks on the TED platform [3] 
and appreciated by millions of followers, education was designed on the principles of 
the Enlightenment and the Industrial Revolution and many things have changed since 
then. Moreover, even if the company needs a large staff with a certain qualifications, 
can that staff be motivated only based on financial gains? Interestingly, many of these 
so-called skilled jobs involve following procedures and too little creativity, which 
makes them exposed as being the first jobs to be taken over by robots. Returning to 
the IT field, where the standardization is at a very high level, the integration of library 
modules and the use of predefined templates transforms many of the IT engineers into 
users whose activity could disappear in the future. Their utility is very necessary now, 
given the extremely high demand, but we could ask ourselves how long this trend 
will remain? What will be their reconversion capacity when many of the companies 
that hire them now, hire them for certain tasks that in the future will be done by 
robots (software bots)? Without generalization we still must discuss the pressure 
we feel from the IT companies which are willing to assume much of the training of 
specialists, which is not bad, but there may be discussions about qualifications,their 
acknowledgement, who should be held accountable, and what will be the competencies 
in the long run in the case of unexpected events such as those that we seem to face 
more and more often. As we mentioned at the beginning, the CPS field exists and 
must offer solutions to such problems that have social implications. We want to also 
discuss the perspective of implications in innovation and technological advancements 
that aims to serve humanity. There is much discussion about the creative possibilities 
of robots but so far advancements in this direction are largely debatable. The writing 
of film scripts or the composition of songs by robots are still at the algorithmic level 
and do not convey the author’s feelings as in the case of works made by humans. The 
fact that a voice assistant tells a joke does not mean that it is empathetic in any way 
with the interlocutor. That is why there are good actors and less talented actors. But 
the chances are that these technologies will become a part of our lives and we will get 
used to interacting with them as our second nature [4]. Our problem is how to prepare 
future engineers who are not to assist these technologies but become the technology 
creators. The educational curriculum in the field of science (including engineering) 
requires practical laboratory classes, which no one disputes. Moreover, the engineering 



 

	 	 	 	 	

 

90 Cyber-Physical Systems: Solutions to Pandemic Challenges 

curriculum tends to focus more on skills and not at all on the reproduction of so-called 
“knowledge”, which is self-evident. It is curious as to why the education was once 
focused on reproduction. The problem with skills is that they are difficult to quantify, 
especially at the utility level over a certain time perspective. Companies that hire 
graduates will be able to say that they need certain skills at that particular moment, 
but they do not say how they guarantee the necessary retention of that skill for a 
longer period (neither could they). As such, engineering must adapt its curriculum 
in such a way as to develop several skills for students, among which we return and 
emphasize the aspects related to creativity and practical sense. We do not intend to 
discuss an engineering curriculum or the basics of an engineering laboratory. For the 
latter, the paper [5] provides a fundamental analysis of the role of laboratory activities 
in engineering education. As mentioned, we intend to present our experience with one 
of the laboratories that we taught during the pandemics, but we sought to place the 
laboratory in a relevant context so that it can be used to be extended as a methodology 
to other disciplines. 

3.	 Teaching Fundamentals in “The Social Dilemma” 
The globalization of communication brings with it the submission of its users to the 
most attractive and demanding information. Geographical boundaries are no longer 
barriers to the spread of “brilliant” ideas that hold the user captive in opposition to 
“boring” information, without immediate practical applicability, such as fundamental 
theoretical notions. The notion of “going viral” defines to some extent the ability to 
spread information but, at the same time, it also shows how much of this time is 
spent consuming this information. The film “The Social Dilemma” (2020) through 
the statements of some of the creators of social networks reveals somewhat the levels 
reached in the desire to keep the users captive. In this context it only takes a few 
enlightened minds for their creations to have an impact globally. Some followers 
of evolutionism might go so far as to say that this is a challenge that the adapted 
ones must survive. Others would draw parallels with the idea that people should be 
busy with something. Instead, education suffers greatly and needs to adapt in a way 
that turns threats into opportunities. To some extent this is what we propose with 
our laboratories and ideas such as gamification are common. They are related to 
the fact that students are attracted to show their achievements and to be subjected 
to a “jury” of acquaintances who judge by their likes which makes social networks 
contribute towards the training of students in various activities. But this is not enough 
if the laboratory is not attractive. As such, the laboratory must be attractive to current 
generations of students, but also provide basic engineering skills. According to [5] the 
practical work falls into four broad groups: cognitive learning, inquiry methodology, 
vocational aims, and the development of personal skills. In the following we will focus 
on an aspect that engineering laboratories should provide, namely practice. We can 
make an analogy between this practical sense and the sense of dimension, the ability 
to perceive through the prism of some experiences, some feelings. The expression 
of “common sense” is often use in relation to this situation, but in engineering this 
“common” should be developed. We consider this experience extremely important 
and its lack can lead to many problems, from some without major implications to 
some whose subtlety we may not immediately notice but can lead to major long-term 
consequences. Within the “innocent” implications we can give as an example more 
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and more often met in our teaching activity. We refer here to the results obtained by 
students after some calculation errors, results about which the students do not have 
the capacity to check their feasibility because those values do not tell them anything at 
all. It so happens that they leave written on their papers some aberrant results without 
raising any doubts. On the other hand, if those results had referred to some physical 
quantities with which they are accustomed from the experience of their feelings (such 
as time, distance, mass) then the aberrant results would immediately rise suspicions. 
The subtle implications are those related to the capacity for innovation. Creativity 
comes down only to experience with a sheet of paper or a system that could be a more 
modern sheet of paper probably (a text on a window) as much as communication 
would only mean the voice. Creativity depends on several factors among which is the 
way we interact with the involved phenomena, especially when we are referring to 
CPS, so it is important to develop the experimental side. The importance of practical 
activity has been analyzed by many authors and ideas such as “practice by doing” and 
“teach others” have been considered the most effective teaching methods (according 
to studies in [6, 7]) performing lectures, reading and even the demonstration. This last 
aspect becomes especially important in the context in which the pandemic made the 
students have access to some laboratories only by watching remote demonstrations. 

The engineering curriculum laboratories are designed to provide support for 
the notions presented in the course. Thus, the main objective seems to be cognitive 
learning, an objective that can be assimilated with the combination of theory and 
practice [5]. However, related activities should also target other more general activities 
(often identified by transversal competencies). Such skills, as will be seen in the case 
study below, help students to develop methodologies for their projects which are, 
in fact, CPS. Approaches such as automatic verification, digital twin, hardware in 
the loop, design for manufacturing are aspects that do not only belong to a certain 
discipline and they can be practiced on laboratories from several disciplines, and not 
necessarily imposed, but adopted with the conviction that by doing so they will save a 
lot of time and focus on only the important things. At the same time, let us not forget 
that we want to train their “feelings”, their practical sense and, why not, to nourish 
their passion. The major implications of the pandemic in education are related to the 
deprivation of students from contacting natural phenomena. Without initially being 
aware, the migration to the online laboratory activities revealed this implication to 
us. The way the students adapted made us deepen some aspects that we will present 
towards the end of the material. 

4. The Pandemic Implications 
We have all witnessed the effects of the pandemic on everyday life. Most likely a 
long time from now we will discover various implications of which we are not yet 
aware. In terms of education, the most visible change is the transition from face-to-
face to distance learning. This transition brought to the light both positive and negative 
aspects of the interaction between teachers and students, as well as between students. 
As presented in [8] and [11], the transition to online education required the intensive 
use of technology but, most importantly, a much higher degree of student involvement 
in the education process. Not only did the students suffer, in turn the professors had to 
reconsider their work. To get an idea from this perspective, it is enough to list the need 
to readjust the teaching materials, rethink the work tasks and the evaluation method, 
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etc. And with the long interruption of the teaching process will eventually require a 
reconsideration of the entire teaching process [9, 10]. 

In many countries the material cost that had to be borne by students is significant 
given the standard of living associated with that country [12]. Among the components 
of this cost we can refer to communication and internet services, the purchase of 
multimedia equipment (video cameras, graphics tablets) but also educational materials 
specific to that particular field. The pleasant surprise we experienced in this context 
was that although we were unable to run our practical laboratories in face-to-face 
conditions and had to move to online simulators, our students bought components 
based on their own initiatives, components with which they assembled at home parts 
of their laboratory work. 

5. Our Case Study 
5.1 Before the Pandemic 
The laboratory presented below belongs to a course on Digital Design (DD) taught 
to 2nd year students from the Faculty of Automation and Computers within the 
University “Politehnica” of Bucharest. Both the content and the methodology is used 
to serve as a good example for CPS from at least two reasons: first, the perspective 
of the equipment and methodology used for the laboratory activities and, second and 
more important, for the skills acquired by students for the future design of cyber-
physical systems. As mentioned in previous sections, the constraints of the pandemic 
have revealed other benefits of such an approach. 

The main objective of the laboratory is in line with the general objectives of 
engineering laboratories (cognitive learning) and provides support for the notions 
presented in the course. The course is dedicated to the fundamentals of digital circuit 
design and follows a classic approach in this field. First the numerical representations 
for the digital system are introduced, followed by the principles of fundamental logic 
gates and then the methods for analysis and synthesis of the functional components that 
are encountered in microprogrammed circuits or hardware configurable structures are 
developed. In the case of combinational logic circuits, examples of such components 
would be logic gates, multiplexers, encoders, decoders, adders, etc. In the case of 
sequential logic circuits, we could list flip-flops, shifting registers, counters, finite 
state algorithmic machines, etc. Many of these circuits and the methodologies used 
for design are found and applied to field programmable logic gates arrays (FPGAs), 
microprocessors, specialized circuits (ASICs) and other complex integrated circuits. 
The most common way to develop laboratories for this discipline taught in technical 
universities is to use development kits with FPGAs. If we refer to the need for skills 
that students should develop to be competitive in the labor market that method is 
probably the most effective way and the most appropriate. That is why we do not 
want to deprive students of this experience and in the second part of their lab they 
use FPGA-based development kits, namely Nexys 4DDR. In Fig. 6.1. such a kit 
is illustrated. 

Our experience has shown us that there are some inconveniences in introducing 
this kit at the beginning of the laboratory, inconveniences caused mostly by the current 
level of involvement of students, especially those in the first years of study. Among 
these drawbacks we would like to list (without seeking in any way to affect the image 
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Figure  6.1:  FPGA development board. 

of the manufacturer, clearly stating that the main causes are the attitude of students 
that we understand to some extent, as we presented in the section on teaching the 
basics in the world of distractions generated by social networks): 

 •  Such equipment can be easily damaged by inexperienced and inattentive students 
and is quite expensive (even with all the discounts given by the manufacturer to 
universities). For example, it is easy to create a short circuit. 

• Even using high-performance personal computers (state-of-the-art processor, 
SSD, large RAM) synthesizing some circuits takes a long time for a student who 
often makes mistakes. 

• Many of the fundamental elements of logical design are somehow hidden from 
the student who should develop that practical sense, that experience with those 
low-level bit streams, an experience about whose importance we argued in a 
previous section. 

All the disadvantages that we have identified above pale in comparison to the 
advantages that such a platform offers to students in their future development. As a 
result, we continue to use such platforms but not from the first part of the laboratory. 
For the beginning of the laboratory, we wanted to use something closer to the 
fundamental engineering values that we mentioned in this paper. In the CPS field, 
where it is imperative that information technology blends properly with the process, 
not as in the case of rigorously approached theory with mathematical tools, the 
boundary between the ability to do something and the ability to reproduce something 
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is quite fragile and things can easily be confused. Probably now the reader will better 
understand why we had to bore him with the elaborated context from the beginning 
of the chapter. For example, we could interface a sensor very well without clearly 
understanding that interface, instead we could only call some library functions. This is 
not wrong, but will we be able to maintain our competitiveness in front of a “machine” 
if we limit ourselves to working strictly procedurally without using other senses with 
which we have been endowed. And to be even more precise, we will present a joke 
that one of the authors makes to the students when they work with certain industrial 
sensors, a joke known from one employer of our graduates when they are interviewed 
for a job: “Don’t touch that sensor wire because it uses unified current and you risk 
injury.” Even if it seems like an innocent joke, the lack of measure can have very 
important consequences, especially if we must design a new product or system, when 
experience provides us with a first estimate of the expected results and helps us to 
keep our course, or we have to change it in time if the implications require it. We 
need to estimate correctly the resources involved, including those related to time and 
labor. All these are part of the engineers’ life and they must contribute with passion 
and with all the senses they have. On this occasion we remember a famous reply 
given by a politician (engineer and prime minister of Romania in the early twentieth 
century) when asked in the Assembly of Deputies about what an engineer can provide 
to politics, he answered briefly and firmly: “measure, the sense of measure”. 

Returning now to our laboratory, we had to find a solution that would give 
students that feeling of the phenomenon and, at the same time, follow the course plan. 
There are many teaching platforms that aim to experiment with fundamental logic 
circuits (not FPGAs). However, these platforms do not solve the problems related to 
short circuit protection and come with high costs. Another problem that we saw on 
these platforms is the lack of automatic verification. We will describe this last issue 
when we introduce the platform we propose and used. 

Even from the beginning of the introduction for the platform that we propose 
as a CPS approach we want to mention clearly that it is not a commercial platform. 
It is an open platform that anyone who reads this material and has knowledge in the 
field can quickly implement with components off the shelf and with one exception. 
The exception is given by a printed circuit board (PCB) whose project we can make 
available with pleasure but can be extremely simple to design based on other specific 
needs. In our case the PCB was initially thought of in an intermediate stage to achieve 
the solution very quickly and to identify shortcomings to develop a new corresponding 
version. The interesting experience for us was that 6 years after the introduction of 
that platform (at the time of writing) we had absolutely no operating problems and 
there were always other priorities than to bring out an improved version. The 
need is the biggest motivation and as it was not imperative need for an improved 
version, we find ourselves in this situation. Afterall “right the first time” is a desired 
manufacturing concept. 

In the case of the fundamentals of digital design (DD) many aspects can be 
reduced to systemic approach of a black box (see Fig. 6.2) in which the inputs and 
outputs are discrete time functions (signals) that can have two possible states (1 and 
0). There are cases when a third state is introduced (high impedance) but this can be 
treated separately by considering the respective signal disconnected from the system. 

Students working on DD lab will either need to analyze or design the system 
designated by the “?” in Fig. 6.3. If this system has number of M inputs, then students 
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Figure 6.2: Systemic approach of logic circuits (left) functional described by the  
table of truth (right). 

Figure 6.3: Digital design laboratory seen as a hardware in the loop (HiL) 

will have to check their design by entering the 2M possible combinations to check if 
the result is as expected (e.g.: for M = 5 there will be 32 combinations). Many of the 
platforms referred above generate the logic input variables from some switches. In this 
way, checking the operation becomes a waste of time. Imagine if students are asked 
to repeat this check several times until they get the correct result and, after that, the 
instructor is called to validate and score the result, in which case the instructor will 
have to witness that check. As a result, an automatic check is imperative. Automatic 
verification is common on platforms with FPGAs, but, as we mentioned, those 
platforms have other disadvantages for students who are new to the basics of digital 
design. The concept of automatic verification is very often associated with the concept 
of hardware in the loop (HiL) that characterizes CPS. The CPS can be calibrated in 
this way, tested during operation, or designed using HiL. In fact it is well known that 
CPS are often designed using model driven methodology and thus the steps used in 
verification are Model in the Loop (MiL), Software in the loop (SiL), processor in 
the loop (PiL) and then hardware in the loop (HiL). Precisely because one of the 
transversal objectives of the laboratory is to experiment with the physical phenomenon, 
it is necessary for students to have access to the “grass level”, but time-consuming 
activities that do not provide added value (they are a waste) must be eliminated. In our 
case we refer to the time required for the generation of all input combinations from 
some switches. In conclusion, a HiL architecture is required as in Fig. 6.3 in which 
the device under test (DUT) is the black box designed by students (the one in Fig. 
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6.2) but whose verification is done at PC level through a module with a very simple 
interface. Of course, there are a lot of such interface modules and a lot of software 
(even professional applications) that facilitate the described approach. However, we 
find ourselves in the situation where we want to develop the autonomy of our students 
and not the dependence on a certain hardware. We also discuss fundamental issues at 
this level. We discuss the ability of students to be able to develop such test frameworks 
in their future projects. We discuss how the needs could require more specialized tools 
and what they must look for at dedicated suppliers. In our case, things are at basic 
level, and we designed the platform as an open-source framework. 

The requirements for the interface in Fig. 6.5 were: 

 1.  I/O: offering the possibility of acquiring digital signals (even analog) and 
programmatically generation of digital signals. 

 2.  “Student proof” design: reduce the damage possibilities when operated by 
students on bases we mentioned early in this section. 

 3.  Automatic verification: by using automation scripts in languages that 
students are already familiar with (Python, Matlab). 

 4.  Low cost (materials and time): to be extremely cheap so that even students 
can afford to do it themselves. 

When only the requirements 1 and 4 from above are considered, the hardware 
that immediately comes to mind is Arduino. We are not fans of “quick fix” and what 
Arduino means, but given the level of skills of the students we addressed we thought 
it was the fastest and most accessible platform (available at many stores at a price 
below 10 euros). Arduino involves a programming framework and a standardized 
platform which ultimately contains some microcontrollers for industrial use. We are 
often amused to see Arduino-type platforms used in the automation of processes that 
require other approaches. Arduino is largely a teaching platform designed to popularize 
access to some process automation solutions, so it can be used successfully at the high 
school level for beginners in the field of CPS. At the college level it may seem a little 
inappropriate. However, the economy of scale and replicas made in China have made 
platforms compatible with Arduino extremely cheap. The availability of a bootloader 
that eliminates the cost of an external programmer is a major advantage. The multitude 
of libraries, examples, and extension modules (shields) has made the Arduino approach 
a model to follow in many other fields. As such, Arduino can be used successfully 
at the faculty level but using methodologies appropriate to the respective training 
cycle (e.g., real time – interrupts driven and not pooling, algorithmic state machines 
and not ordinary sequential programming, integrated development environments – 
professional IDEs with increased productivity and not Arduino IDE, properly written 
function libraries and not those taken from the hobby community, etc.). Otherwise, if 
we kept the hobby approach promoted by the Arduino development framework at the 
faculty level, we would risk forming certain detrimental habits among the students 
(that “quick fix” that we kept mentioning). Students need to understand the basics 
because they can build on slippery foundations and their construction cannot move 
forward from a certain point on, which can have many consequences. In the case of our 
laboratory, the students did not interact with the code written on Arduino or with the 
respective development environment, so the above aspects were respected (during the 
pandemic this changed but we consider, as will be seen later in the text, the interaction 
is one as minor as possible). In conclusion, we chose to develop the interface module 
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around the Arduino platform, endowing the latter with a shield properly designed to 
ensure the requirement 2 (Fig. 6.4). Requirement 3, as will be seen later, was solved 
partly in the Arduino software and partly on the PC in the scripting language. The 
latter is facilitated by the fact that the Arduino platform easily communicates with a 
PC via a USB port available on most PCs. Altium Designer was used to design the 
shield and the PCB was conceived on a single layer that was not exposed to students’ 
access (Fig. 6.5). 

Figure 6.4:  The architecture of the interface with the tested circuit, the module developed 
around the Arduino mega platform. 

Figure 6.5: 3D model of the initial design developed in Altium Designer (left) and the 
outcome of the real platform (right). 

The microcontroller’s outputs on the Arduino platform were protected for short-
circuiting by inserting resistors in series on the shield. This variant was chosen because 
the switching speeds are low and the circuits that make up the DUT (fundamental 
logic circuits) have high input impedances. The next variant is intended to be made 
with Mosfets to be able to secure higher currents without the risk of short circuits. 
Figure 6.6 shows the resulting platforms. It is interesting that the DUT circuit gets its 
power supply from the Arduino platform, which in turn is powered through the USB 
port from the PC, so no additional external power source is required. Moreover, the 
voltage regulators which equips the PCs’ USB ports have overcurrent protection and 
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thus, they manage to eliminate the damage of discrete circuits that students operate 
with on the breadboard (DUT). Forcing DUT circuits outputs to the power terminals 
or doing any other short circuit would lead to the protection mode of the PC’s USB 
port and thus the discrete circuit would not be damaged. The students notice that it is 
a short circuit because the interface module is no longer powered, at which point they 
disconnect the suspicious wires, remove the USB cable that connects the Arduino to 
the PC and insert it back to have power again. 

Figure 6.6: Platforms for the digital design laboratory 

The software that we develop for the Arduino provides some simple text 
commands that give simple access to the pin states of the interface module. An 
example of commands is described in Table 6.1 below. 

Table 6.1: 

Command Description Answer 
syntax 

dwxxxx Configure the 16 output pins according 
to the xxxx parameter (4 hexadecimal 
characters: 0-9, A-F) 

ACK or 
error 

dr Read the 16 inputs and display them as 4 
hexadecimal characters preceded by the 
number 1. 

1xxxx 

bwx v Configures the bit at position x (x = 0 - 9, 
a-f) with the value v (0 or 1). 

ACK or 
error 

brx Read the value of the bit at position x (x = 
0-9, a-f) 

0 or 1 

rs Returns the system state (inputs and 
outputs) in both binary and hexadecimal 
format. All returned values are preceded by 
the number 1. 

DO:1bbbbbbbbbbbbbbbb 
=0x1xxxx, 
DI:1bbbbbbbbbbbbbbbb 
=0x1xxxx 

rv Returns the version of the software running 
on uC. 

0.3.0 beta 
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Students begin the lab by connecting the interface module to the PC and checking 
its availability in the PC operating system where they can also see the serial port that 
has been associated (Fig. 6.7). 

Figure 6.7: Serial communication port associated with the interface module. 

The interaction with the interface module can be done from now on by sending 
commands to the respective serial port. In this sense, any terminal application can be 
used (e.g., in Fig. 6.8 the Termite application is used). However, a scripting language 
will be used to automate the verification process. We chose to exemplify with Python 
and Fig. 6.9 shows the first laboratory in which students use Jupyter Notebook to 
give commands to the interface board from the web browser. The advantage of this 
approach is that students will be able to interact with their test board in “immediate 
vicinity”to the theoretical notions described in the text associated with the laboratory 
(text also written in Jupyter Notebook). 

With the help of some delays introduced and controlled in the software, it is very 
easy to make time diagrams that illustrate the dynamic operation of the tested circuits 
(Fig. 6.10). 

Figure 6.8: Serial interaction with the interface module through text commands. 
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Figure 6.9: Interfacing the module with Python (web based – Jupyter Notebook) 

After this description, however, something should be mentioned. This way of 
wiring circuits on a breadboard does not seems to be appropriate for higher education 
and we use it only to develop that sense of measure and the HiL  approach we have 
been talking about. Initially we wanted a maximum of 30% of all laboratories to be 
conducted in this way and the rest on platforms with FPGA. But the way the students 
in the 2nd year receive the assemblies they make on breadboards, the desire to buy 
their own such boards, wires and circuits are totally surprising. It is said that practice 
without theory is like when you sail on an uncharted sea but theory without practice is 
like when you are not sailing at all. In the field of information technology, the notion 
of practice may become quite vague but in the field of CPS the notion of practice must 
involve the physical process. Fueled by the desire of the students and their reaction 
when we had to change the platforms and move to those with FPGA, we allocated 
an inverse weight to the two types of platforms. We will return to these issues in the 
section dedicated to discussions. 
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Figure 6.10: Example of a time diagram representation for D filp-flop made  
with the proposed platform. 

5.2  During the Pandemic 
The pandemic came and we had to move our activities online. Which seemed 
impossible given the hardware involved and especially the objectives we discussed at 
the beginning related to the practical experience with the process actually turned out 
to be quite simple precisely due to the CPS approach we used. Normally the objectives 
of the course could be experienced on well-known simulators, simulators whose 
complexity, accuracy and cost are largely correlated. In the following we only used 
free simulators that have many limitations. But even if we had used simulators with 
high accuracy and complexity (which involve costs) we still would not have been able 
to convey those transversal objectives that we presented in a previous section. The 
pandemic started when the students were already familiar with the way the platform 
worked and that may have mattered to some extent. But the migration of laboratories 
has shown us two aspects. One we already mentioned above, namely that we managed 
to migrate without compromising much of the proposed objectives and the second 
was that this way of doing the laboratory motivated students to acquire their own 
equipment and experiment at their places. If we had used complex simulators probably 
would not have identified this desire or the costs would have been inaccessible. But let 
us take them one at a time. 

When we had to move online, it was out of the question for students to buy 
materials with their own money. We did not even know when we would return to 
face-to-face education, as a result we had to adapt in time and had no way to change 
radically. So, we looked for simulators that would keep the interactions we wanted 
as accurate as possible (between students and circuits). The first online simulation 
platform that came to mind was Autodesk’s Tinkercad platform. It is a free platform, 
and we knew that it integrates breadboards and a few discrete logic circuits. In the 
case of circuits, its offer is very limited, but it was enough to make two laboratories. 
The first lab was dedicated to familiarizing students with the logic circuits and the 
connection between the functional diagrams, the symbolic descriptions, the datasheets, 
and the implementation aspects. The second lab was targeting the study of logical 
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gates and methods of minimization. The issue of automatic verification appeared 
again. The major advantage of the circuit section of the Tinkercad platform is that 
it was developed around the Arduino concept and thus integrates Arduino. As such, 
the idea was to integrate the test part we had already developed around the Arduino 
(Fig. 6.11). Basically, the circuit that students analyze, and design (DUT) is made on 
a separate breadboard (2). The Arduino shield providing the interface with the DUT is 
implemented by another breadboard (1) in which the digital outputs of the Arduino (3) 
and the digital inputs (4) are legibly marked. 

Figure 6.11: Migrating the lab platform in Tinkercad 

To migrate to Tinkercad with our automatic verification solution we would have 
had to make a complicated Javascript interface that automatically interacts with the 
browser and sends text commands and reads in the window dedicated to the serial 
monitor (5). Since we did not know if it was worth the effort, we found a much simpler 
solution: attaching an LCD display (6) and writing a very simple code of only 90 
lines (7) to perform automatic verification, a code in which students have to introduce 
only a description of the outputs from the table of truth. Additionally, students have 
the possibility to change some constants referring to the number of input and output 
variables as well as other parameters related to simulation times. To illustrate the 
simplicity and the lack of requirements for knowledge of embedded programming 
we illustrate this step in Fig. 6.12 with the code snippet where students need to 
make changes. 

As we presented above, this platform covered only two laboratories. For the rest 
of the circuits, we had to use another simulator, also free. We chose Logisim. However, 
the fact that there was this background with automatic verification and how it was 
done allowed the introduction of a similar approach in Logisim even if we are talking 
about a simulator at a symbolic level and not at the level of physical circuits such 
as Tinkercad. Following Fig. 6.13, the circuit to be developed and tested (1 - DUT) 
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Figure 6.12: The part of the Arduino code where students must make modifications. 

will be able to receive inputs in an automatic manner by writing a ROM memory in 
advance (2). The outputs of the DUT will be stored in a RAM memory (3). All input 
combinations will be swiped using a counter (4) whose output will be used to address 
the memories. The synchronous clock signal for memories and counter is provided by 
the rectangular signal generator (5). 

In this way we managed to migrate the entire laboratory without the students 
losing much of the specific competencies intended by the initial version held face to 
face. Additional, we managed to further transmit the transversal competencies that we 
have been discussing in the context of CPS. 

Figure 6.13: The automatic verification of circuits implemented in Logisim. 
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6. Discussions 
The role and usefulness of simulators is undeniable, but when it comes to preparing 
young people, certain discussions are necessary. In electrical engineering and 
especially in computer engineering it is very easy to replace the physical processes 
with simulated ones and, in most cases, even the boundary between what is real and 
what is simulated can become confusing. Without drawing such a parallel to Orson 
Scott Card’s famous novel, “Ender’s Game,” we could still draw a parallel between 
the time today’s children spend playing computer and consoles games involving 
simulated worlds and the fact that we could only use simulators in engineering. Does 
that sense of measure and interaction with nature fade? Can simulators cultivate 
that sense? It is a topic often discussed in the field of SF literature and whether the 
authors of such literature were visionaries or simply influenced to some extent by 
the childhood of future engineers, the idea is that many of the systems presented by 
these authors have materialized in a form or other. This combination between the 
physical process and the cybernetic systems, even if it has clear objectives or simply 
investigates some possibilities, is becoming part of our nature that we tend to adopt, 
in some cases faster, in others reluctantly. From the perspective of designing such 
CPS, the question will arise whether a resonance between the physical process and 
the cyber system is necessary or if we can think of general recipes. Ultimately, these 
recipes are meant to provide quick and maybe even correct solutions. Take computer 
programming as an example. From a certain age of students,to be able to attract them 
in this field, it is necessary that the results of the programs they make to be spectacular. 
The idea of displaying the phrase “Hello world!” no longer brings satisfaction. As 
a result, a spectacular program whose results involved displaying something on the 
screen should integrate some very powerful libraries and which, through a short code, 
should have results that create that enthusiasm. In fact, this is the level of advance 
of cybernetics. We have specific artificial intelligence that can solve many problems 
such as image recognition, sound and so on, just a few lines of code away. A “Hello 
world” on the screen is demotivating. How could one be persuaded to study some 
old-fashioned things, even if fundamental, that could lead to the current technological 
advance after a lot of hard work and, especially, unjustified work at first sight. Can we 
accuse someone of using a shortcut? As such, we have a great advance in the field of 
computers, but how exactly can it be applied to physical systems? We could make a 
comparison between the advance of mathematical theory and the still lack of physical 
discoveries that are 100% associated with those theories (see string theory). In fact, 
we can make a lot of such speculations, but we will stop here with them. Returning 
to how do we educate future specialists who will have to harmonize the technological 
advancement of computers with physical systems and resume the question that to what 
extent should these specialists “feel” the processes with which they interact? Today, 
at engineering education we are still at the level where “hello world” in CPS systems 
arouses enthusiasm among students. This “hello world” in the field of CPS can be 
translated by simply making a movement by the axis of a motor or the lighting of a led. 
We are surprised at how fascinated our students are by such things. We believe that 
such things should be cultivated since high school and at the faculty level we should 
place much more emphasis on the development of abstraction and formalization 
skills. But until then, we cannot omit the phase of training the practical sense. We 
consider that a resonance between this practical sense and the skills of abstraction and 
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formalization have a very large contribution in terms of creativity that we referred 
to when we mentioned it as a defining characteristic of engineers. Sir Ken Robinson 
defined creativity as the process of having original ideas that have value. The market 
value in the case of engineering involves aspects related to the manufacturing process 
(design for manufacture), the process of maintenance in operation, etc. All these 
concepts are integrated in the design of CPS and we believe that they should not be 
introduced to students only as design requirements, but students need to be aware 
through their experience of why and how such approaches can be implemented. 

As we mentioned at the beginning of the chapter, the pressure to launch new 
products on the market causes many shortcuts in engineering, some being good and 
some having important negative consequences. The verification of the systems that 
are part of CPS is extremely important and the methodology in the case of verification 
is more industry-led and less theorized and grounded in universities. Each company 
tends to develop its own methodology for countless reasons, from issues related to 
competitiveness to issues related to labor management. We are surprised how many 
of our graduate’s work in the field of verification only as beginners and then pursue a 
career in another field. This topic requires a separate discussion but their professional 
demotivation as well as unstimulated salaries in an extremely important field, which 
has some extremely important consequences, raises some questions about how the 
verification is done. There are many areas where engineers do not use tools, but tools 
use engineers and we seek to avoid this. We want to avoid it precisely by developing 
a sense among students that highlights certain aspects that are “against nature”. 
Engineers in automation are the ones who design CPS and it is not just elements 
of CPS that still haven’t been automated. The human ability to develop abstractions 
and formalisms was what contributed greatly to technological advancement. To what 
extent can these things be educated in the current context? As we said, computers 
themselves are a realm of abstraction, but when the interface with the process is other 
than an image on a display, a sound in speakers or a microphone, a text or touch input 
console, do things change? 

In terms of digital design, configurable hardware resembles computers in that 
it hides much of the phenomena that take place there. The approach we had to the 
DD lab decoupling things exactly as a CPS does, keeping the process “visible” as 
stand-alone process, even if an electronic one, like any other physical process, we 
were able to apply the design techniques used in CPS involving MiL, SiL and HiL 
and we were able to easily migrate online when the times demanded it. The simplicity 
of the physical process as well as the interface with the cyber system determined the 
students, without us asking them to do so, to purchase components to replicate their 
laboratory at home. From what we discussed with the students we understood that 
their average investment was around 20 euros. In this way they were able to train their 
practical sense, an objective to which we were very attached, but they also developed 
certain skills in using a certain design methodology, specific to CPS design without 
anyone telling them about this thing. 

7.	 Instead of Conclusions, Some Lessons 
That We Learned 

We learned a long time ago about the Olin experiment [13] and we have even witnessed 
it so many times in the achievements of students who confirm that “Lots of stuff 
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in engineering are done without a whole bunch of science. These students are quite 
capable of a lot of stuff now, and we don’t need to deny that” [13]. We believe that 
we need to cultivate the students’ passion and provide theory to support the problems 
they face. 

We do not think we have to reinvent the wheel, be archaic in our approach and 
behave like actors in a history museum, but a descent to some roots helps us to keep 
our senses and use them. And the simplicity of approaches even for complex systems 
can help us to innovate by means other than brute force. Perhaps we should not 
forget that most current approaches to artificial intelligence are nothing more than 
an attempt to imitate a system that we do not understand (the model of a neuron 
used by AI algorithms is a model that we do not know how well it approximates the 
real phenomena that occur in the brain because when investigating such things some 
boundary conditions are set with which not all neuroscientists agree and they have 
their justified reasons [14]). In the end we get an interconnected network that involves 
a replication (of which we are not sure) of something that we expect evolution to have 
perfected (very possible). Training such a network is a process that involves enormous 
calculations (brute force with small shortcuts in places) and whose result works well 
only on small classes of problems. 

As we mentioned at the end of the previous section, the CPS approach of the 
DD lab brought many benefits to the students and helped us when we had to migrate 
online determined by the circumstances. However, this migration has developed 
our experience and taught us some things and some of them we consider worthy of 
dissemination. Thus, we learned that: 

• “Hello world” on an LCD display like the one in Fig. 6.11 has the effect that 
“Hello world” had on a CRT tube more than 40 years ago and not as a way of 
testing but more on the enthusiasm on the effect of a code. Although that LCD 
was used as a means of verification adapted to the possibilities of the simulator, 
it determined a lot of students to buy those components on their own initiative, 
each wanting to develop various ideas outside the laboratory. 

• Although we thought that students might lose their enthusiasm as they progress 
through faculty, the fact that they found some challenges and became somewhat 
independent given the nature of the situation motivated them to experiment on 
their own. 

• Students do not only invest in new smart phones but are willing to invest in their 
training, especially if it follows their passion without necessarily offering them 
a certification that will bring them a higher income. 

• In the courses that followed this discipline they proved to be more interested 
and with the purchased hardware they continued to develop projects that can be 
classified as CPS. 

• With simulators available, they 	were able to simulate some things before 
implementing them, thus avoiding ruining the hardware on which they gave 
money out of their own pockets. In opposition, being in the faculty’s laboratory 
they would not have been as careful. In other words, motivated to protect their 
investment, they have developed a methodology. 

• When working remotely the evaluation of students becomes very complicated 
because it is easy to cheat. One way to reduce this is to create different tasks 
for each student, but this approach creates a bottleneck on assessment stage. 
Through methods specific to the design and verification of CPS, we managed to 



  

 

107 A CPS Perspective on Teaching Engineering Laboratories... 

automatically evaluate some projects in such a way that we do not end up with 
our automatic system verifying the students’ system designed to automatically 
solve parameterized problems that we gave. 

In conclusion, we believe that laboratory activities cannot be carried out entirely 
online and laboratories designed as cyber-physical systems can offer an adaptable 
solution to many situations, including force majeure as in the case of pandemic and 
online activity. These approaches allow students to experiment in a way tailored to 
their needs and means without the need for instructor intervention. However, real 
life is not just about this type of interaction. That is why students should work in 
teams and benefit from the supervision of some professors and mentors, not only on 
technical aspects. And finally, the evaluation of students’ results should express an 
objective way of the degree to which they are prepared to practice in real life (with all 
the implications arising from this), as the diploma they obtain entitles them not just 
to be prepared to practice on simulators. We hope that this material, even if adapted 
to a specific case study, will provide a point of view on how to approach also other 
laboratory activities and other disciplines in other fields. We believe that CPS are 
inevitable solutions in any field due to their generic nature, but they must be designed 
by humans for them and nature. There may be AI systems that design and optimize 
CPS, but these AI systems must have the functions objectively introduced by humans 
and this implies that humans must know their own nature, live it, experience it, and 
develop their senses that they develop us as humans, not those who develop us as 
machines or tools. 

We end this chapter with a well-known joke that largely describes engineering 
pragmatism: if the optimist sees the full half of the glass, the pessimist sees the empty 
one, the engineer is bothered by the fact that the glass is twice as big, as necessary. 
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Impact of CPS on Enhancing Supply 
Chain Resilience, with a Focus on 
Solutions to Pandemic Challenges 

Hajar Fatorachian* and Chase Smith 

1. Introduction 
In recent decades, Supply Chains (SCs) have been exposed to disruptive changes 
(such as geopolitical threats (i.e., Brexit, US-China Tensions), economic recessions, 
and natural disasters) and have become increasingly vulnerable to these incidents, due 
to the increased collaboration and an intensified focus on supply chain efficiencies 
[1, 2, 3]. Pandemics and other systemic threats such as natural disasters, wars and 
political upheavals disrupt supply chains and global supply networks. COVID-19 is 
not only the most recent example of this, but it has also affected supply chains and 
economies across the entire globe, and has been among the most disruptive, in recent 
years, with upheaval occurring across social, economic, and political dimensions, in a 
very rapid fashion [1, 2, 4, 5, 6, 7]. 

The severity of the disease (as well as the fact that there is no cure/therapy yet) 
has resulted in lockdowns, restricting the movement of people and goods, which has 
substantially disrupted global supply networks and continues to heavily influence 
market trends (i.e. hoarding and price spikes; and reduced demand elsewhere), 
highlighting both the capability and fragility of supply chains and operational 
processes [1, 4, 6, 8, 9, 10, 11, 12, 13]. This, further, included the closing of non-
essential businesses, restrictions on public gatherings, social distancing, shelter in place 
orders, postponed sporting events (for the foreseeable future), cancelled conferences, 
shortages of personal care products (i.e. toilet paper, hand sanitiser, and cotton swabs) 
and PPE, and commodities, such as wheat flour, being held at international borders, in 
order to discourage the further spread of the virus, affecting over 86 percent of (both 
manufacturing and service-based) supply chains [1, 4, 6, 9, 10, 11, 14]. 

These increasingly volatile environments are progressively being addressed 
through the implementation of technological innovations, such as those associated 
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with Industry 4.0, in order to increase flexibility and responsiveness, streamline/ 
integrate business processes, and improve operational performance, not only in the 
long-term, but also during a crisis; some authors even propose that the pandemic will 
push the implementation of Industry 4.0 technologies, thus pushing us into society 5.0 
[3, 5, 11, 15, 16]. 

The rest of this chapter is organized as follows: first, the impact of pandemics 
on supply chains is explored through the lenses of supply chain risk management and 
supply chain disruptions, followed by a discussion of how disruptions are managed; 
subsequently, the concept of Industry 4.0, and its associated technologies, are 
explained, followed by an analysis of how these technologies can be utilized to mitigate 
against supply chain disruptions from multiple perspectives; finally conclusions and 
recommendations are provided (Fig. 7.1). 

Figure 7.1: Chapter structure. 

2.  Impact of Pandemics on Supply Chains 
This section first examines the COVID-19 pandemic from the lens of the supply 
chain risk management, as well as how the facets of modern competitiveness have 
worsened the responsiveness of supply chains. This is followed by a discussion 
surrounding Supply Chain Disruptions, and how COVID-19 can be rationalized from 
this perspective, on both the demand- and supply-sides of the chain. This section 
concludes with a discussion surrounding how Supply Chain Disruptions are managed. 

2.1 Supply Chain Risk Management 
Supply chains encounter risks from innumerable sources (such as natural disasters, 
infrastructural breakdowns, or acts of terrorism), which seriously disrupt a firm’s 
abilities to effectively do business [17, 18, 19]. Disruptions are an inherent part 
of global supply chains, whether of natural or human origins – regardless of the 
products/services offered, or the business environment of the supply chain [8]. With 
regard to COVID-19 specifically, there are a few distinctive facets to consider: it is 
an unpredictable, long-term disturbance, which concurrently exists internally and 
externally, both up- and down-stream, where simultaneous disruptions befall supply, 
demand, and logistical infrastructures; this is true across every industry, with none 
being immune to the disruption [4, 8]. Although, there are a number of risks that 
will vary depending on the industry (i.e., food safety risks within the food retailing 
industry), the health of the population (including employees) is consistent. This not 
only necessitates increased testing and isolation measures, but also mandates a balance 
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between production and worker protection, heavily impacting labour-intensive 
industries [20, 21]. 

Figure 7.2 demonstrates the impact of COVID-19 on various industries. As it can 
be seen, some industries’ sales have still not recovered to pre-pandemic levels. 

Figure 7.2: Indexed volume sales seasonally adjusted, Great Britain, February to October 
2020. Source: Office for National Statistics – Monthly Business Survey - Retail Sales Inquiry 

2.1.1  Impact on Supply Chain Responsiveness 

The impact of the pandemic has been worsened by many facets of modern 
competitiveness, such as globalized and lengthened supply chains, intense price 
competition, and lean practices. Globalized supply chains, partaking in international 
trade, have been heavily impacted due to the worldwide restrictions of people and 
goods, an issue that worsens as the supply chain lengthens [1, 4, 6, 9, 14, 18, 22, 
23, 24, 25, 26, 27, 28, 29, 30, 31, 32]. Additionally, while lean practices have aided 
firms’ competitive advantage, they have made supply chains less agile, and thus, less 
flexible, and less able to cope with uncertainty, which is rife throughout the COVID 
situation [1, 6, 9, 10, 12, 33, 34]. Furthermore, the tendency for firms to compete as a 
member of the supply chain, as opposed to an individual organization, means that any 
ripple effects experienced are intensified, endangering operational performance levels 
across the entire supply network [2]. The ripple effect refers to a situation in which a 
disruption cascades downstream, impacting the supply chain performance [35]. This 
will lead to lower revenues, loss of market share and reputation, delivery delays, etc., 
which, in turn, will have significant impact on the performance and profitability of the 
supply chain [36]. 
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2.2 Lens of Supply Chain Disruptions 
Supply Chain Disruptions can be conceptualized as unexpected events within the 
supply chain, that significantly inhibit normal business operations; there are a few 
core types of disruptions, natural and man-made, which can either be random or 
premeditated [8, 11, 17, 18, 19, 22, 37, 38, 39, 40, 41, 42, 43, 44] (Fig. 7.3). 

Figure 7.3:  Types of supply chain disruptions. 

The risks associated with disruptions are vast and vary between disruption 
types, leading to disrupted facilities, lost capacity, longer lead times, delivery delays, 
stockouts, price rigidity, inabilities to meet demand, reduced revenues and sales, 
decreased shareholder wealth, and increased costs or expenses; this not only has a 
significant impact on firms, but firms are also affected by the fact that the recovery 
process is often slow [13, 22, 25, 29, 37, 42, 45, 46]. The ability to effectively 
anticipate and mange SC disruptions is dependent upon the level of visibility, control, 
and transparency that organizations possess regarding a range of risk factors [47]. 

2.2.1 Demand-Side Disruptions (related to COVID) 

The major demand-side shock surrounds panic buying and hoarding in some industries, 
and severe dips in demand in other industries. For instance, as it relates to the food 
industry, panic buying and hoarding, alongside a sharp increase in the demand for 
food, has been observed, due to increased unemployment, and feared disruptions to 
the food supply, resulting from movement restrictions; this has been self-perpetuating 
despite a steady food supply, and consumers have further responded by shifting some 
of the demand to foodbanks, and switching to online grocery shopping [10, 11, 12, 
14, 33]. These behavioural changes and long-term market shifts (such as demand 
fluctuation) have caused innumerable issues within many supply chains, particularly 
those within the Fast-Moving Consumer Goods (FMCG) industry [10]. The demand 
spikes, caused by hoarding and panic buying, started the “crack” of a substantial 
bullwhip effect (as well as ripple effects), causing stock-outs in mass, across a variety 
of products, throughout the SC. This worsened firms’ abilities to meet consumer 
demands effectively, or in other words, without increased time, effort, and costs [1, 4, 
6, 12, 14, 18, 25, 33, 34, 41]. 

2.2.2 Supply-Side Disruptions (related to COVID) 

COVID has also induced productivity issues, associated with lengthy, complex, 
and globalized networks, as well as changes in health and safety behaviour, which 
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fall on the supply side. COVID has made it evident that most supply chains that are 
dependent on foreign suppliers and geographically dispersed locations (i.e. different 
countries), are left particularly vulnerable in environments where global travel 
restrictions are in place, affecting transportation and distribution networks [7, 11, 12, 
33, 48]. Additionally, these travel limitations, as well as self-isolation and illness, have 
led to labour shortages; this, in addition to such dramatic changes in routine, hours, 
location etc., made productivity difficult to keep consistent; these problems contribute 
not only to delays, but also to errors within the production and delivery processes [7, 
10, 12, 33]. Figure 7. 4 summarizes key demand and supply side disruptions related 
to COVID-19. 

Figure 7.4: Demand and supply side disruptions related to COVID-19. 

2.3  Managing Supply Chain Disruptions 
Although, organizations may not be able to manage the disruption directly, the 
adoption of certain strategies can alleviate the eventual impact it will have on firm 
performance [49]. Disruption management strategies are categorized in two major 
ways; mitigation and recovery strategies, which occur pre and post-disruption, 
respectively [37]. Although, the decision to mitigate the risk of disruptions may seem 
obvious, such initiatives are resource-intensive; as such, firms typically respond to 
low-impact/high-probability risks, as they are the most pressing, and easiest to deal 
with [1, 19, 50] (Fig. 7.5). 

Disruption discovery capabilities, mostly referred to as mitigation strategies, are 
the ability of an enterprise to create awareness surrounding disruptive events, where 
discovery and recovery are critical to its management [29]. Mitigation strategies are 
typically regarded as actions taken before the disruption occurs [22, 25, 28, 30, 31, 
50, 51, 52] and can be categorized into two wide-ranging groups: redundancy (or 
buffering) and flexibility (or bridging) [4, 7, 31, 39, 50]. 

On the other hand, recovery strategies are considered to be those that are 
implemented post-disruption; these include, increased flexibility, advanced pay 
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Figure 7.5: Risk probability, impact matrix. 

to bolster resilience, facilitation of worker movements, the growth of e-commerce 
(and different replenishment/order fulfilment processes, such as home delivery), 
technologies to improve hygiene and reduce customer-personnel interactions, 
business model changes, shortening and localizing the supply chain,  dynamic pricing, 
transportation re-routing, and inventory management strategies, among many others 
[1, 4, 6, 8, 12, 14, 21, 22, 24, 25, 30, 31, 33, 37, 50, 51, 52, 53, 54, 55, 56]. 

In addition to these recovery strategies, others have been mentioned throughout 
the literature including back-up depots/suppliers, flexible transportation, capacity, 
and inventory buffers, postponement, capacity expansion/flexible supply, and facility 
fortification [19, 51, 57]. However, as Scheibe and Blackhurst (2018) point out, risks 
and supply chains are inherently intertwined, and as such, the employment of a given 
strategy may further propagate the disruption throughout the supply chain; thus, 
managers need to choose carefully when deciding to implement a recovery strategy. 

It has also been noted that firms respond to crises by developing new initiatives 
and programmes, often discarding, or delaying their short-term plans to ensure 
recovery, reducing supply chain resilience [4, 6, 14]. Similarly, it has been argued that 
the typical management practice of making minute adjustments and changes, is no 
longer sufficient to deal with the rapidity of changes and the prevalence of uncertainty 
within the current market environment, and the level of disruption, which makes 
response strategies difficult to ascertain, particularly in the long-term [1, 4]. 
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3.	 Impact of Industry 4.0 on Mitigating Supply 
Disruptions 

This section begins by introducing the concept of Industry 4.0, and the technological 
innovations that enable it, before exploring the Internet of Things (IoT) and Cyber-
Physical Systems (CPS) in depth. This is followed by an explanation of how these 
technologies can be utilized to mitigate against, and recover from, Supply Chain 
Disruptions, from four perspectives: the advantages of Industry 4.0 technologies that are 
applicable to pandemic-type disruptions; the advantages of Industry 4.0 technologies 
from the perspective of SC Risk Management and resilience; the advantages of 
Industry 4.0 technologies from the perspective of Supply Chain Disruption mitigation 
and recovery strategies; the advantages of IoT and CPS (specifically) as they relate 
to the COVID-19 situation/pandemics. This section concludes with some critical 
commentary regarding the use of Industry 4.0 technologies to mitigate against/ 
recover from COVID-19. 

3.1	 Introduction to Industry 4.0 and Enabling Technological 
Innovations 

In recent years, particularly among manufacturing sectors, there have been trends 
regarding the implementation of data exchanges, decentralized decision-making 
processes (that are supported or complemented by technology), automation, and 
technologies associated with Industry 4.0 [58]; these trends have the potential to 
not only impact the organizations implementing them, but also inspire significant 
improvements in the managerial discipline of supply chain and logistics [6, 14, 
16, 59]. 

The fourth industrial revolution, brought about by the introduction of smart 
technologies into the manufacturing environment, follows the first three industrial 
revolutions, which brought about advances in mechanization, electricity, and 
information technology [58]. Industry 4.0, or the decentralization of business processes 
resulting from technological advances, is characterized by a series of technologies 
(i.e. Cyber Physical Systems, the Internet) that serve to integrate the physical and 
digital worlds (i.e. employees, enterprise systems, machinery and devices), to 
facilitate a more efficient, flexible, lower-cost, and a more sustainable processes (i.e. 
dynamic manufacturing), as well as new models of value creation and methods of 
communicating, developing practices, and overall, conducting business [5, 16, 59]. 
The process improvements enabled by such technologies are often associated with 
the introduction of dynamic/autonomous manufacturing, improved informational/ 
technological infrastructures, transformed quality control systems, and improved 
product and service offerings, in addition to Industry 4.0 technologies, such as cloud 
computing, cognitive computing, additive manufacturing, cyber security, simulations, 
virtual/augmented reality, digital twins, Big Data and Analytics, Artificial Intelligence 
(including machine learning, hardware and software robotics, computer vision), 
machine to machine communications, RFID, blockchain, smart factories, horizontal/ 
vertical integration, the Internet of Things (IoT), and Cyber-Physical Systems (CPS) 
[3, 6, 11, 14, 16, 25, 53, 59]. 

This chapter focuses on IoT and CPS (and their enabling technologies, i.e., Big 
Data and Analytics and Cloud Computing), which are core driving technologies of 
Industry 4.0, due to their particular abilities to bridge the gap between the digital and 
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physical worlds, whilst also encouraging resource optimizations, increased productivity 
and efficiency (i.e. reducing errors, limiting energy usage), cost reductions, improved 
profitability, and customer loyalty [10, 16, 59]. 

3.1.1 The Internet of Things (IoT) 

The Internet of Things (IoT) is a virtual platform based on RFID bar codes (Radio 
Frequency Identification), smart devices, and wireless sensors, that serve to combine, 
store, and process service- and production-based operational data, and integrate it with 
the products, people, and services among supply chain members [5, 10, 16, 25]. In other 
words, IoT is a globally accessible environment, where smart processes, devices, and 
systems are connected (via the Internet) in order to support decision making through 
constant communication and a real-time feedback generation [16]. Digital twins, 
another foundational principle of the IoT, is a data-driven framework, encompassing 
optimization, simulation, and data analytics, that represents the state of the supply 
network at any given moment, allowing for improved resilience and the virtual testing 
of contingency plans and process changes [25]. In addition, digital twins can allow 
for virtual representation of physical assets enabling real-time optimising, predicting, 
monitoring, and controlling, as well as improved decision making and leading to 
the improved efficiency of product design and process management. Furthermore, 
digital twin technologies can allow for remote installation, monitoring, testing, and 
maintenance of manufacturing equipment when the physical presence of engineers is 
not possible [60]. 

3.1.2 Cyber Physical Systems (CPS) 

Cyber Physical Systems (CPS) are systems that integrate computing/communication 
capabilities with engineering/physical infrastructure and resources, which are aimed 
at easing communication/between humans, machines, processes, and products, 
leading to a merging of the physical and digital world, through hardware (including 
sensors) and software connectivity, as well as distributed knowledge/information 
[16]. The enhanced communication and information sharing enabled by CPS are also 
associated with more seamless and flexible operations, improved, more responsive 
and proactive decision making (via real-time data collection from various point 
throughout the supply chain), enhanced collaboration and cooperation (through a 
better understanding of party requirements), and improved customer satisfaction and 
product delivery; all of these have a profound impact on SC performance. Through the 
connection to the advanced computational technologies, CPS can lead to the creation 
of autonomous predictive capabilities, self-diagnosis/maintenance capabilities for 
risk avoidance, and collaborative production planning for improved performance 
[16]. Widespread, shared perceptions and communication are the key factors enabling 
effective collaborations; as such, technological innovations (i.e., IoT devices, sensors) 
can be adopted in order to facilitate the monitoring and visualization of manufacturing 
and logistics processes. The viability and resilience of supply chains and production 
lines, as well as the efficiency and speed of interactions among collaborative entities, 
are greatly enhanced by communication technologies, as they enable collaborative 
scheduling algorithms and models [58, 60]. 

At the individual business level, the application of Cyber Physical System-
based technologies (such as Artificial Intelligence and Robotic Process Automation 
(RPA) technologies) on repeatable tasks (such as transactions) can help reduce the 
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workload of overburdened personnel. Similarly, the adoption and implementation 
of simulations, as well as virtual and augmented reality technologies, can facilitate 
equipment set-up, fine-tuning, upkeep, etc. Businesses can also use AI to enhance 
their supplier relationship management and contract management through digitising 
their contracts and developing a contract database. This can help with monitoring 
performance of the suppliers by combining commercial transactional data and lead to 
identifying risky contracts and maximising impact of cost reduction programmes [61]. 

Similarly, operational control towers can be extended to include supply chain 
parties and allow for supply chain mapping to create a holistic picture of the supply 
network. This can lead to identification of potential problems/disruptions, and risky 
and vulnerable supply chain relationships. For instance, Procter & Gamble are able 
to develop a company-wide (shared) perspective across products and geographical 
distances, via their centralized control tower system. Effective planning and scheduling 
throughout the supply network is facilitated by the integration of diverse real-time 
data, from weather forecasts, and road delays, to more critical data, such as inventory 
levels. The system also assists with identification of most effective solutions through 
running through scenarios for potential problems [62]. 

3.2 The IoT and CPS as a Mitigation/Recovery Strategy 

3.2.1	 General Benefits of Industry 4.0 Applicable to Pandemics 

IoT-based automation enables greater flexibility, proactivity, responsiveness, 
productivity, effectiveness, efficiency, production, and planning control (through 
real-time monitoring that considers machinery constraints and changeover times), 
sustainability (via fewer transactions and improved logistics management), and 
operational improvements throughout the supply chain, all of which are greatly 
beneficial to responding to pandemic-type disruptions. Cloud computing is a core 
enabler of the IoT, as large amounts of information is made accessible in a borderless, 
real-time fashion throughout the supply chain (via the high storage capacity and high-
speeds of such technologies), through the convergence of networking, management, 
and computing systems; this provides the basis for improved visibility, analytical 
capabilities, coordination, responsiveness, and collaboration, all of which supports 
decision making and planning, possibly reducing bullwhip effects [16]. RFID, another 
core enabler of IoT, also has the potential due to its ability to “track and trace” resources 
and products in real-time, enhancing responsiveness, demand fulfilment, product 
availability, quality, and flow, as well as enhanced inventory management, through 
control over product status (i.e., perishable item storage conditions) and movement 
throughout the supply and value chains, preventing stockout situations and increasing 
responsiveness to customer demands. Big Data, another IoT driver, is characterized by 
the facilitation of resource and innovation competency integration (i.e., SC innovation 
and product development) throughout the supply chain, leading to the generation of 
world-class production plans and effective order fulfilment management [16]. Figure 
7.6 demonstrates the key impact of an Industry 4.0-based operational approach on 
supply chains. 

3.2.2 Perspective of SC Risk Management and Resilience 

The core components of SC agility, visibility and velocity, are also supported by 
Industry 4.0 technologies by enabling tracking and tracing, timely information 
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Figure 7.6: Industry 4.0-based supply network based on Fatorachian and Kazemi, 2021. 

sharing, synchronized decisions, as well as flexibility and adaptability, decreasing the 
amount of time required to respond to and fully recover from SC disruptions, whilst 
also fostering sales performance and profitability [2, 7, 10, 15, 25]. Additionally, 
the concept of supply chain resilience, which can be thought of as the ability of a 
system to detect and defend against SC risks, has gained popularity in recent years, 
in order to protect firms and supply chains from unexpected disruptive events; these 
include proactive and reactive approaches to resistance and recovery efforts, such as 
supply chain reconfiguration, increased collaboration, resource sharing, connectivity, 
process flexibility, agility, responsiveness, redundancy, and visibility [2, 4, 7, 15, 16, 
25]. Innovation in supply chain management generates positive risk management 
capabilities, leading to the creation of competitive advantage [63]. CPS enable SC 
resilience and risk management, through improved processes (and process reliability), 
proactive maintenance, and automation [16]. Although, collaboration can increase 
dependencies on SC members, it can also serve to bolster resilience via increased 
(real-time, secure) information sharing, enhanced data analytical capabilities, 
synchronized decision-making, resource allocation, knowledge management, aligned 
goals, and collaborative communication [2, 7, 25]. For instance, General Motors offers 
a series of best practices for monitoring SC risks in a comprehensive manner, via the 
utilization of a location-based intelligence system. This system enables the monitoring 
of an assortment of risks, which has aided GM in taking proactive measures to not 
only avoid, but be better prepared for, threats and disruptions (such as factory fires, 
forest fires, explosions, storms, floods, cyberattacks, strikes, and civil unrest) [47]. 
Other cutting-edge technologies such as Artificial intelligence (AI) techniques and 
blockchain can lead to development of robust and resilient supply chain models 
through improving response traceability [64]. 

3.2.3 SC Disruption Mitigation and Recovery Perspectives 

The technologies associated with Industry 4.0 also have the potential to support robust 
mitigation and recovery strategies, that serve to improve SC resilience and ensure 
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survival (throughout a recovery process that is ideally as short as possible) through 
swifter implementation, more flexible and efficient contracts, portfolio diversification 
(i.e. rapid product customization), increased trust, reliability, transparency, and 
enhanced collaboration, via improved information and knowledge generation, 
implementation, dissemination, and verification throughout the supply chain [2, 
15, 25, 53, 59]. Mitigation strategies, according to Shao and Pan (2009), involve 
understanding the key players and are thus, greatly affected by collaboration, internal/ 
external integration, the ability to warn, and communication systems; this is addressed 
by Industry 4.0 technologies by fostering the development of effective communication 
and collaboration mechanisms, as well as facilitating information sharing, which 
leads to more effective purchasing, in addition to improved procurement and supplier 
relationship management (including supplier performance monitoring and auditing) 
[16, 29]. It has been proposed by many authors that Industry 4.0 technologies will 
serve an important long-term role in mitigating against disruptions with uncertain 
timings and varying levels of organizational impact; this increased supply chain 
resilience is the result of faster decision-making, enabled by real-time data (regarding 
SC capabilities/capacities, vulnerabilities), being shared throughout the system in 
an accurate, traceable, transparent (or visible), verifiable, timely manner [1, 6, 7, 
11, 16, 25, 53]. For instance, organizations can make contingency plans through 
the application of scenario planning and simulation tools. Johnson & Johnson, by 
using live production rates and staffing level data, has been able to predict worst-case 
scenarios through mathematical and simulation tools/models, which has enhanced the 
firm’s ability to plan interventions in advance (i.e., shipping method changes, shifting 
production to alternative sites). Furthermore, this system facilitates better planning of 
requirements, regarding input resources, by supply chain executives [47]. 

3.2.4	 COVID-19/Pandemic Specific 

The traceability enabled by the IoT, has great potential for use within the COVID-19 
situation, as each individual step (i.e. when, where, and by whom the step was 
conducted) can be documented and accounted for throughout the supply chain, which 
closes product safety gaps, while enhancing trust among stakeholders [2, 10, 25, 
53]. Additionally, IoT is a useful mitigation tool that reduces the need for physical 
contact, improved communication, as well as improved shortage detection, more 
accurate demand information, knowledge regarding storage conditions, and enhanced 
stock positions (via greater system control, product and process transparency, 
including distribution transparency , product monitoring, and sustainability), which, 
in turn, leads to increased productivity, enhanced product quality and reliability (by 
detecting performance variations/identifying problems via predictive maintenance), 
timely, proactive responses to market demands, improved decision-making, and thus, 
improved operational performance, throughout the supply chain [7, 10, 15, 16, 25]. 

Furthermore, the literature suggests that social distancing measures can be better 
managed by virtual reality and CPS technologies, and that online shopping can be 
mediated and better managed by IoT systems, as well as Big Data and Analytics; 
this is accomplished through insights into supply chain and consumer responses, 
that enable the generation of information relevant to forecasting, such as behavioural 
patterns, information regarding the most profitable customer segments, and 
frameworks describing correlation variables [6, 15, 16]. Big Data, a core component 
of IoT and CPS, has potential in developing warning and recovery capabilities in 



 

 

 

 

 

120 Cyber-Physical Systems: Solutions to Pandemic Challenges 

order to mitigate against pandemics, due to their ability to aid in understanding the 
spread of disease, consumer demands, transportation control, and recovery location 
selection; this data enables better decision making and planning, particularly as it 
relates to sourcing, inventory (and thus, warehousing) management, and shipment 
control, without increased costs [7, 16, 25]. 

Finally, through the application of cloud manufacturing models, companies can 
virtualize and encapsulate the input resources provided by suppliers as cloud services. 
When there is a disruption affecting the supply certain raw materials (required for 
production), the cloud manufacturing platform can aid in the quick identification of 
alternative suppliers [60]. 

3.2.5 Critical Commentary 

Although, these technologies can be very beneficial on an organizational or supply 
chain level, it should be noted that job creation on a macro-scale during the recovery 
process will be paramount (due to the large number of layoffs experienced throughout 
COVID), which may clash with the Industry 4.0 technology implementation process, 
as job loss, or fears about job security are a major barrier (to the implementation of 
Industry 4.0) [6, 59]. Additionally, the application of Industry 4.0 (and its associated 
technologies) could increase disparities and inequalities between richer (more 
technically advanced) countries and poorer (less developed) countries [53]. 

There are also a number of difficulties/challenges associated with IoT 
implementation such as high levels of required training, skills, and expertise; data 
comprehension, analysis, collection, storage, and security (due to inadequate 
software security/authorization protocol, or lack of interfaces); high initial 
costs of implementation; required supply chain and business model changes 
(including governance changes); underdeveloped technological infrastructures 
(i.e. standardization, certification, and connectivity issues); lack of support for the 
digitalization of operations from various stakeholders (i.e. management, employees, 
supply chain members, customers, governments, etc.), which may be difficult to 
overcome successfully in the current environment [10, 15, 53]. Furthermore, in order 
to improve performance holistically, it is paramount to consider that the entire supply 
chain requires integration, not only with the business itself, but also the technological 
means through which the improvements previously described are enabled [16]. 

4. Conclusions and Recommendations 
The past 12 months have been unprecedented for organizations all around the world 
due to the extent and quantity of supply chain disruptions caused by the COVID-19 
pandemic. It has demonstrated the power of interconnected, digital supply networks 
to enable organizations to anticipate, sense, and respond to unexpected events and 
minimize their impacts. Hence, COVID-19 has resulted in firms increasing their 
expenditures into technological innovations that enhance the autonomy and agility 
of their supply chains. These are critical elements of supply chain resilience, due 
to their enhancement of the supply chain’s ability to sense, adapt or respond to, 
and recover from, the negative consequences of expedient changes and disruptive 
events in a rapid fashion. The analysis of the effects of pandemic-type disruptions on 
supply chains and production systems indicates that the digitization of supply chains 
and business processes, and Industry 4.0 technology applications, are a significant 
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contributor to controlling ripple effects and enhancing supply chain resilience. The 
firms that have successfully adopted innovative technologies associated with Industry 
4.0 (such as Cyber Physical Systems) within their operations seem to better manage 
supply chain disruptions and effectively coordinate future recovery processes [64]. 
As such, the research suggests that more firms than ever are adopting technological 
innovations, to support the management of the supply chain. Many companies are now 
using technologies (i.e., Cyber-Physical Systems, Internet of Things, and Big Data 
Analytics) to help with supply chain mapping and analysis of supply chain disruptions 
with the primary reason behind uptake of these technologies being disruption caused 
by COVID-19 [65]. As discussed in this chapter, CPS and their enabling technologies 
have pervasive effects on SC resilience and risk management through enhancing the 
impact and effectiveness of supply chain disruption management strategies (mitigation 
and recovery strategies). 
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Production System: Solutions to the 
Covid-19 Pandemic Challenges 

Elvis Hozdić*, Sulejman Kendić and Zoran Jurković 

1. Introduction 
In the age of Information and Communication Technology (ICT) and the era of 
digitalization and cybernetics, where manufacturing companies are looking to adapt 
their manufacturing structures and systems according to the principles of the new 
industrial revolution known as Industry 4.0, Severe Acute Respiratory Syndrome 
Coronavirus Type 2 (SARS-CoV-2) has emerged as a current challenge for today’s 
manufacturing companies on a global scale. 

SARS-CoV-2 is a new virus with pronounced tropism on the epithelium of the 
human respiratory system. According to [1], SARS-CoV-2 is “the etiologic agent 
of the current rapidly growing outbreak of coronavirus disease (COVID-19)”. It is 
extremely contagious and pervasive with a disruption of enzymatic processes in the 
human body. SARS-CoV-2 is transmitted by droplet infection, direct contact, contact 
with infected objects of further use, staying indoors, etc. This virus tends to spread 
rapidly, geographically from its initial epicentre, the city of Wuhan in Hubei Province, 
China, infecting individuals, families, groups, work teams, etc., and becoming a 
global pandemic with high mortality rates [2, 3]. The geographic distribution of the 
COVID-19 is shown in Fig. 8.1. 

The World Health Organization (WHO) [4] declared SARS-CoV-2 as a pandemic 
and global health emergency in March 2020 [5]. According to [6], each infection leads 
to 5.7 new cases, and no person is immune unless prevention measures are followed. 
The number of new infections can be reduced by implementing preventive measures 
such as: hand washing, social distance, timely detection of infection, isolation of 
infected persons, and self-isolation of their close contacts. 
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Figure 8.1:  The geographic distribution of COVID-19: 14-day COVID-19 case notification 
rate per 100,000, 2021-w04 to 2021-w05 [4]. 

The pandemic nature of the SARS-CoV-2 virus causes many problems in the 
economy, education, work of production activities, tourism, transportation, etc., all of 
which were closed to avoid the spread of COVID-19. The SARS-CoV-2 pandemic has 
severely affected the global economy and businesses around the world [7]. 

The exponential spread of the SARS-CoV-2 pandemic across the globe forced 
countries to suddenly halt economic activities at the national level and stop economic 
exchanges between countries by closing borders [8]. 

UNCTAD* projected a decline in gross domestic product (GDP) of about 4.3 
percent in 2020, with a global recovery of 4.1 percent expected in 2021 [9]. According 
to [9], “the developed economies are expected to be more affected in 2020 than 
developing countries, at -5.8 per cent and -2.1 per cent, respectively, and expect a 
weaker recovery in 2021, at +3.1 per cent compared with +5.7 per cent. Unlike the 
global financial crisis of 2008/09, developing countries are expected to experience 
negative growth in 2020, and developed economies are expected to experience a much 
deeper fall in output, at -3.4 per cent in 2009 compared with -5.8 per cent in 2020”. 
The growth of world manufacturing is presented in Fig. 8.2. 

According to the World Bank data, the economic growth rate of the world’s top 
10 economies over the past 5 years was presented in the paper [10]. The detailed 
statistical data over the last 5 years of real the GDP are presented in Fig. 8.3. 

Figure 8.3 shows the reduction in the GDP of world’s top 10 economic countries 
in 2020 due to the SARS-CoV-2 pandemic, other than India. Italy’s GDP in 2020 was 
around -9.1, followed by France: -7.2, Germany: -7, United Kingdom: -6.5, Canada: 
-6.2, United States: -5.9, etc. 

* UNCTAD – United Nations Conference on Trade and Development 
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Figure 8.2:  Trends in global economic growth [9]. 

Figure 8.3:  Annual GDP of world’s top 10 economic countries, according to  
the World Bank Data [10].  

The SARS-CoV-2 has severely affected manufacturing industries in advanced 
industrialized countries such as China, USA  and Germany. According to [9], “in the 
 first quarter of 2020, global manufacturing output fell by almost 6 per cent compared 
to the same quarter of the previous year, as illustrated in Fig.  8.4. This was followed by 
a deeper decline in the second quarter of 2020 of more than 11 per cent. This was the 
biggest fall in world manufacturing output since the decline experienced in the global 
financial crisis of 2008/09, when output in the first quarter of 2009 fell by 14 per cent.” 

According to the literature review [8–9, 11–14], many companies face the 
following problems: (1) workers wear masks and keep a minimum distance from each 
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Figure 8.4: Growth in world manufacturing output [9]. 

other, (2) workers must be quarantined for several weeks, (3) demand for a product 
has shrunk, (4) demand for a product has advanced. As a result, future demand may 
disappear, (5) due to insufficient transportation capacity, products produced by a 
factory cannot be delivered to customers, etc. All these problems have affected the 
growth of global production output, as shown in Fig. 8.4. 

From an industrial manufacturing perspective, manufacturing companies are 
faced with the rapid development of information and communication technologies 
(ICT) and the Internet (global opening and distribution with the aim of improving 
production) on the one hand, and the global SARS-CoV-2 pandemic (global closure) 
on the other. The fundamental question that arises from this context is: how to balance 
these two “halves”? The answer could undoubtedly be found in the basic principles 
propagated by the new industrial revolution – Industry 4.0. In this challenge, digital 
technologies, artificial intelligence and CPS play a key role. 

A survey of digital technologies to combat the SARS-CoV-2 pandemic is 
presented in the paper [15]. Kumar et al. [15] discuss the various aspects of modern 
technologies used to combat COVID-19 crisis at different scales including medical 
imaging, disease tracking, outcome prediction, computational biology and drugs. In 
the paper [16], the authors present the major technologies used during the COVID-19 
pandemic in the field of healthcare, education, work and daily life. The networked 
digital technologies used in the public health response to COVID-19 are presented in 
paper [17]. 

According to several authors [18–24], Industry 4.0 can be assumed as driven by 
the new scientific discoveries, enriched knowledge, new and better materials, and new 
technologies [25]. Based on the literature review, the most relevant core elements of 
Industry 4.0 are summarized, such as: Decentralization, connectivity, horizontal and 
vertical integration, collaborations, digitalization, cybernetization, smart machines 
and products, automation, etc. These elements are the key enablers of Industry 4.0. 

In addition, novel organizational forms and innovative management principles 
of emergence, self-organization, learning, open innovation, collaboration, and 
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networking of people and organizations will become the key elements of the next-
generation manufacturing systems [25]. 

Under the influence of globalization, which brings many changes in all areas of 
life and especially in the area of industrial production, manufacturing companies are 
forced to adapt their manufacturing structures and processes to these changes and 
challenges in order to respond agilely and effectively to the complex demands of 
today’s markets, which are increasingly global and less and less national [26]. 

Over time, different concepts of manufacturing systems and advanced automation 
technologies have been developed and implemented in industry, such as: automatic 
inspection [27], autonomous robots [28], ubiquitous manufacturing [29, 30], cloud 
manufacturing [31–33], etc. They were intended to respond to social conditions 
and market demands in the time in which they existed [34]. Changing social 
conditions and market requirements have repeatedly led to the need for changes in 
manufacturing structures. 

Modern manufacturing companies must be aligned with sustainable, agile, 
connected, service-oriented, green, and social manufacturing practices, among 
others [35]. Due to the challenges of Industry 4.0 and recent developments in ICT, 
manufacturing companies today tend to structure their manufacturing systems in 
terms of cyber-physical systems (CPS) [34, 36, 37]. 

However, in order to develop and implement these principles, it is necessary to 
transform manufacturing systems from traditionally isolated, hierarchical structures 
to open and distributed, networked structures. The foundations for this transformation 
are the three central enablers of Industrie 4.0: connectivity, digitization and 
cybernetization [25]. 

Under the pressure of globalization and the exponential spread of the SARS
CoV-2 pandemic across the world, highly complex manufacturing systems are 
emerging. In such systems, the human factor plays a key role. In the paper [38] the 
author emphasizes the need to restructure the advanced manufacturing systems from 
the perspective of social factors. 

This research addresses the question of how digital technologies and CPS can 
contribute to improved management, control and monitoring of production systems 
in the era of the global SARS-CoV-2 pandemic. The aim of this chapter is to model 
a complex adaptive manufacturing system (CAMS) in the form of a CPS. The paper 
first discusses the complex adaptive manufacturing systems and the problem of cyber-
physical manufacturing systems. Then, the concept of CAMS in the form of CPS is 
introduced. Furthermore, the conceptual model and structure of CAMS as a cyber-
physical production system (CPPS) [39] are presented. 

2. Evolution of Manufacturing Systems 
2.1 Traditional Manufacturing Systems 
The term “Manufacturing system” was first introduced by M.E. Merchant [40]. 
Merchant introduced into manufacturing philosophy the systems approach as an 
important conceptual tool in the modeling and macro-level control of objects in 
manufacturing. Microscale modeling of the manufacturing system followed two 
directions: The first approach was proposed by J. Peklenik [41] and T. Sata [42]. The 
second approach was initiated by G. Spur [43]. The evolutionary development of the 
traditional manufacturing systems is described in more detail in the paper [38]. 



 

  

134 Cyber-Physical Systems: Solutions to Pandemic Challenges 

Today’s manufacturing systems consist of many elements that are interconnected 
and attempt to achieve mutual communication and interaction in order to perform 
production activities [44]. 

It should be mentioned that there are also many advanced computerised devices 
and systems implemented in manufacturing systems, such as CNC machine tools, 
industrial robots, assembly systems, testing equipment, inspection equipment, sensor 
networks, control and computer networks, etc., which constitute cyber structures. 
All these elements are logically and/or physically interconnected and interact with 
each other and/or with the outside world, forming the new generation of advanced 
manufacturing systems [38]. 

According to [45], advanced manufacturing systems thrive in service systems, 
processes, equipment, automation, robots, measurement systems, advanced 
information processing, signal processing, etc. in manufacturing high-rise information 
systems in communication systems. 

The development of new decentralized concepts of production systems is 
presented in the EU strategic document “Factories of the Future” [46]. 

A manufacturing system is a highly complex system that must be adaptively 
controlled at relevant levels by control commands of various kinds [47, 48]. 
Peklenik defines a factory as a complex adaptive manufacturing system (CAMS) and 
introduces three levels of organization: (1) the enterprise level (decision level), (2) the 
management level, and (3) the manufacturing level, see Fig. 8.5. 

In the paper [48], Peklenik defined an elementary work system (EWS) as a basic 
building block of production systems. An EWS consists of a process, the process 
implementation device (PID) and a (human) Subject, see Fig. 8.6. The concept of 
EWS defines the base level of the production system. 

Figure 8.5: Factory as a complex multi-level system [47]. 
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Figure 8.6: Elementary Work System (EWS) [48]. 

As the counterpart for representing EWS in the cyberspace Butala and Sluga 
introduced the virtual work system (VWS) in the paper [49]. The tandem of EWS 
and VWS form as a cyber-physical work system can be considered as an origin for 
developing building blocks of the future cyber-physical production systems (CPPS). 

One question here is whether the EWS-VWS tandem is a self-sufficient form 
of production. Research [50] states that it lacks the management functionality to be 
an autonomous and self-sufficient building block of a production network or other 
network-based organizational forms, such as ubiquitous or cloud manufacturing 
systems. This realization has led to the concept of the Autonomous Manufacturing 
Work System (AWS) [50], which is an autonomous network node. The AWS 
encapsulates functionalities and competencies related to the management and 
operation of its core manufacturing processes and communication with the network, 
see Fig. 8.7. Physically, an AWS consists of manufacturing resources and the Subjects 
and can be considered as a sociotechnical system. 

In the paper [51], Zupančič et al. propose a new participant in network 
manufacturing systems that can offer their service services in the form of different 
functionalities for each individual AWS. Such network participants are appointed 
Service Unit (SU). AWS and SU represent Manufacturing-oriented Service Networks 
(MOSeN) [51]. 

Today’s manufacturing is an interconnected process involving multiple 
production units. Therefore, a comprehensive study of the manufacturing system is 
necessary. In order to focus on different problems, the whole manufacturing system 
is divided into hierarchical levels [52]. In the paper [52], five manufacturing levels 
are identified and scaled top-down: Production Network, Production Site, Production 
System, Machine and Process. According to [47–50, 52–54], the structural levels 
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Figure. 8.7:  Autonomous Work System (AWS) [50].. 

and functional production structures in traditional production systems are shown  
in Fig. 8.8. 

Network production systems (NPS) represent the network-based production 
systems that seek to take advantage of linkage and representation in the form of larger 
wholes. The importance of networks is that their building blocks maintain autonomous 
decisions and a competitive advantage is achieved through the coordination of the 
network. NPS is based on an application from the environment and is formed by 
highly competent partners, based on the need for a rapid response to any demand 
of the global market. With this type of network, production systems are considered 
as a new complex system [55]. These types of network organizations open new 
opportunities for competitiveness, innovation, agility, and adaptability in a production 
environment based on communication between partners and the exchange of 
information, knowledge, resources, and competencies based on mutual understanding, 
participation, and collaboration [56]. Productivity and robustness of the network 
production systems and production network, from the perspective of social networks, 
are described by the simulation study in the work of Putnik et al. [57]. 

Peklenik [58] emphasized that production networks, clusters and virtual 
enterprises based on cooperation are developed. According to [50], a production 
network provides a foundation for competitiveness, innovativeness, agility, and 
adaptability by enabling interconnected partners to (1) form long-term business 
coalitions, (2) develop mutual understanding and trust, (3) jointly respond to business 
opportunities, (4) achieve synergistic effects through cooperation, and (5) share 
information, knowledge, resources, competencies, and risks. 
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Figure 8.8:  The manufacturing levels and the functional production structures in the  
traditional production systems, adapted to [52]. 

The interrelationships among the elements as well as their input variables at each 
level are mostly not as clearly defined in Fig. 8.8. Based on a review of the relevant 
literature in [26, 39], the vertical and horizontal integrations and connections between 
the elements of traditional manufacturing structures in the production environment are 
clearly illustrated and shown, see Fig. 8.9. 

The EWS is horizontally integrated into a traditional organizational structure 
such as the Flexible Manufacturing System (FMS) and Dedicated Manufacturing Line 
(DML). The vertical connection of the operations and coordination & collaboration 
levels of the traditional manufacturing enterprise is provided by the communication 
connectivity of the systemic manufacturing structures (AWS and EWS). The 
vertical integration of the organizational manufacturing structure of the operational 
level with other organizational forms of the coordination and collaboration level is 
provided by the integration of FMS and DML in manufacturing departments and 
manufacturing plants. 

AWS represents the systematic manufacturing structure of the middle part of 
the manufacturing enterprise or its coordination and collaboration level and enables 
the vertical connection of the EWS to several system manufacturing structures 
(e.g. manufacturing system) or the network manufacturing structures such as a 
manufacturing-oriented service network. AWS is horizontally integrated into the 
production plant/area and is horizontally connected to the network structure. 

The CAMS as a basic element of the business level of traditional manufacturing 
enterprises enables horizontal integration into the organizational manufacturing 
structure of the ordered factory and horizontal connection of the enterprise to the 
network manufacturing structure of the said production network (PN). 

Today’s production system is a complex socio-technical-economic system that 
integrates production processes, equipment to carry out these processes and people, 
with the intention of transforming inputs of raw materials into products and their 
use or sale [38]. Such systems represent the new generation of advanced production 
systems in the form of cyber-physical systems. 
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Figure 8.9:  The horizontal and vertical connectivity of the traditional systemic  
manufacturing structures [26, 39].  

2.2 	 From the Socio-Technical-Economic Systems Toward the 
Cyber-Physical Systems 

It is well known that technical and social systems follow different laws. Technical 
systems follow the laws of natural sciences, while social systems follow the laws 
of sociology, social sciences and humanities. In a production system, two systems 
are interconnected due to the nature of processes, which requires mutual interactions. 
Thus, major improvements in the production system cannot be achieved by improving 
one system alone. Only through the joint development of the two systems can adequate 
results be expected [59]. 

The pursuit of such systems that could succeed and thrive in the global world 
involves meeting the needs of individual stakeholders beyond the level of achieving 
common goals and rapid responses to the constant changes (e.g., the global economic 
crisis, SARS-CoV-2 pandemic, etc.) that characterize today’s manufacturing activities. 
For this reason, it is inevitable to develop and introduce new models of sociotechnical 
systems linked to modern production systems, based on advanced ICT and exploiting 
their potential [60]. 

In structuring the new sociotechnical systems, physical, cybertechnical, and social 
systems are brought together to achieve common goals, creating a space that takes on 
the characteristics of an intelligent environment. The role of the Subject in future 
production systems will undoubtedly influence the agility, efficiency, adaptability and 
robustness of such systems. 



 

 

Complex Adaptive Manufacturing System Concept as a Cyber-Physical... 139 

In the context of the fourth industrial revolution, the intensive digitalization 
and cybernetization of work is expected to automate most routine processes. Thus, 
the Subject will mainly perform creative, knowledge-based development processes 
(engineering) and management and decision-making processes that can be performed 
in real time and from anywhere thanks to intensive technological support. It is to be 
expected that the Subject will also function at the highest level, i.e. the management 
level itself. However, at this level it will be strongly supported by functions and support 
systems. These include defining the goals of the production system, monitoring and 
observing system behavior through analysis, diagnosis, forecasting, and visualization 
systems, and system monitoring of success indicators and other elements of 
business intelligence. 

Based on the above, it can be concluded that digitalization or digital 
transformation is one of the key transformations in the modern world. Definitions of 
digitization and its role can be found in [61–63]. On this basis, Hozdić in [39], points 
out that “digitalization is the transfer of processes into the digital environment and 
their implementation through digital mechanisms”. The functions performed in the 
digitized processes represent the digitized functions as shown in Fig. 8.10a. 

Thus, according to [39], digitization enables the transformation of many 
information processes in production and is already intensive, but in addition to pure 
information processes, there are many other processes in production that cannot 
be digitized. These are material transformation processes (e.g. material handling 
processes, assembly processes, logistics processes, product testing processes, etc.). 
The physical elements (such as: machines and devices, actuators, sensors, as well 
as people or Subject, etc.) as well as computer elements (logical controls, digital 
processors, control programs, databases, etc.) are needed to carry out the processes. 
So, today’s production systems consists of many physical and digital elements, with 
the digital component becoming more and more important and advanced, allowing 
the realization of advanced management, control and monitoring functions within the 
framework of the connection of the digital and physical worlds. This opens the way 
for the so-called cybernetization of functions in the field of manufacturing systems. 

Based on the literature [47, 64], the author highlights the definition of the 
cybernation in [39]: “it is an advanced, computer-automated control, management, and 
monitoring of physical elements of the production system, which include: processes, 
machines and devices for process implementation and entities using the digital 
computer elements such as: logic controllers, digital processors, control programs, 
databases etc.” 

The functions performed in the cybernetic processes represent the cybernetic 
functions, as shown in Fig. 8.10b. The cybernetic functions are performed in the hybrid 
analog and digital worlds; their inputs and outputs are analog and digital. The digital 
mechanisms (e.g., algorithms, agents, expert systems, genetic algorithms, databases, 
etc.) and the physical analog mechanisms (e.g., process implementation devices, 
actuators, sensors, etc.) provide the implementation of the cybernetic functions. 

Based on the previous definition of cybernetization, it can be concluded that 
such a transformation requires a vertical and horizontal integration of different 
environments, such as: the digital (cyber-environment), where digital elements exist, 
and the physical environment, where different machines and devices exist, and the 
social environment, where social elements (the Subject) exist. 

This vision of convergence of social, cyber and physical elements in the next 
generation production systems dictates the development of the new concepts and 
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Figure 8.10:  The functions in the field of the manufacturing: (a) Digitalized function,  
(b) Cybernated function [39]. 

models of the production systems [44]. One of the new concepts resulting from 
Industrie 4.0 is the so-called cyber-physical systems (CPS) [25]. 

2.3  Cyber-Physical Systems 
Cyber-physical systems were first defined by Lee [65] as follows: “Cyber-physical 
systems (CPS) are integrations of computational and physical processes. Embedded 
computers and networks monitor and control of the physical processes, usually with 
feedback loops in which physical processes affect the computations and vice versa”. 

In the paper [66], Baheti and Gill CPS as transformative technologies for 
managing networked systems between their physical assets and computational 
capabilities. Proposed by Monostori [67]: “Cyber-physical systems (CPS) are systems 
of collaborating computational entities which are in intensive connection with the 
surrounding physical world and its on-going processes, providing and using, at the 
same time, data-accessing and data-processing services available on the internet”. 
According to Leitão et al. [68] CPS constitutes a network of interacting cyber and 
physical elements aiming a common goal. The information flow between the cyber 
and the physical word is presented in Fig. 8.11. 

Zhong et al. [70] presented a list of typical applications of CPS in various fields 
such as medicine and healthcare, biology, civil structures, autonomous vehicles, 
energy distribution and smart manufacturing. Jazdi [71] defined the main features 
of a CPS in the context of Industry 4.0 and presented the connection between a CPS, 
smart sensors, actuators and the cloud. Moreover, the characteristics of CPS along 
with those of Internet of Things (IoT), Internet of Service (IoS), Big Data and Cloud 
technology are outlined in the paper [72]. 

The potential and benefits of CPS to transform all aspects of industry sectors are 
enormous. Today, many industries have initiated projects in CPS [70]. 

2.4 Cyber-Physical Production Systems 
Systemic combination of CPS and advanced manufacturing systems enables the 
structuring of the cyber-physical production systems (CPPS) [21, 73–75]. 

Monostori et al. [21] defines CPPS as a production system that uses CPS 
-related technology, including devices embedded in various equipment, to form a 
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Figure 8.11:  The flow of information between the physical and the cyber world [69]. 

concurrent network via continuous information processing and communication, and 
increase the flexibility and adaptability of the industrial production system in the 
case of a complicated production environment and changing demand, enhancing the 
personalized and highly efficient nature of modern industrial manufacturing. 

CPPSs enable horizontal integration through value networks and vertical 
integration through networked manufacturing systems [74]. 

In the literature [20, 72, 76–79], several approaches toward the CPPS are 
presented. 

In the paper [25], generic conceptual model of a cyber-physical production 
system (CPPS) is presented. A new approach for real-time management and control 
of CPPSs is presented in [25] and [80]. The concept of adaptive process control in 
manufacturing systems based on the integration of cyber and physical environments 
is presented in [44, 81]. Moreover, several new approaches to CPPS management and 
control are presented in [75, 82–85]. 

In the following, a model of a restructured complex adaptive manufacturing 
system in the form of a cyber-physical production system concept is presented. 

3.	 Model of a Complex Adaptive Manufacturing System 
in the Form of a Cyber-Physical Production System 

As mentioned earlier, the CAMS (a factory) is structured into three levels (the enterprise 
level, the management level, and the manufacturing level) [47]. To restructure the 
model CAMS, as proposed by Peklenik [47] according to the principles of CPS, the 
generic CPPS concept presented in [25] can be used. The developed reference model 
based on the CPPS concept is shown in Fig. 8.12. 
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The model consists of three elements: (1) the human Subject is part of the social 
system (SS) as a social element, (2) the cyber system (CS) as a cyber element, and 
(3) the elementary work system (EWS), elementary logistics system (ELS), and 
elementary service system (ESS) are part of the physical system (PS) as physical 
elements or physical work systems (PWS). Each of the elements exists in its own 
space: the subject in social space, the CS in cyberspace, and the PS in physical space. 
Connectivity between these elements, and thus between the different spaces, is enabled 
by the corresponding communication interfaces that also bridge the different spaces. 
Each element has the corresponding relationships with its specific environment: the 
subject with the social environment, the CS with the cyber environment, and the PS 
with the physical environment [25, 39]. 

The PWS structure is based on the Elementary Work System (EWS) structure 
developed by Peklenik [48]. Its core represents the process implemented on a process 

Figure 8.12: Reference model of the CAMS in the CPPS concept [39]. 
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implementation device (e.g. machine tool) and controlled by a logical controller. The 
latter is connected to a network through a communication interface, which is used 
to download program code (e.g., NC code) to the controller and to communicate 
commands in the downstream direction and states as feedback [44]. An important 
part of the PWS is a monitoring system. It collects data from sensors that measure 
characteristic input and output parameters related to the process, PWS resources, 
workpieces, operation, and physical environment. The important difference between 
the EWS and the PWS is that in the latter, the Subject is moved from the physical 
space to the social space of the CPPS [25]. The structure of the PWS is shown 
in Fig. 8.13. 

Figure 8.13:  The structure of the EWS/ELS/ESS physical system [39].  

The CS of CPPS [25, 38–39], is divided into three hierarchical levels: (1) 
operational level (EWS/ELS/ESS cyber system), (2) coordination and collaboration 
level (AWS/SU cyber system), and (3) business level (CAMS cyber system), see  
Fig. 8.14. 

The EWS cyber system [25] enables (1) the interconnection of physical and 
social spaces in the EWS, (2) the digitization of functions (e.g., monitoring and 
control) and cybernetics and work processes in the EWS, (3) the development and 
implementation of new digitized functions in the EWS (e.g., self-organization, self-
adaptation, self-diagnosis, self-learning, etc.), (4) the vertical interconnection of the 
EWS in the integrated work structure, and (5) the horizontal interconnection of the 
EWS in a network within the Internet of Things. 

The AWS cyber system [25] enables (1) vertical interconnection with lower-
level AWS cyber systems as well as higher-level cyber systems, (2) implementation 
of the digitized autonomous function in the AWS (resource management, scheduling, 
quality control, performance measurement, prognostics, self-learning, etc.), and 
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Figure 8.14: Structure of the cyber system of the CPPS [25].  

(3) horizontal interconnection of the AWS with adaptive distributed manufacturing 
systems (ADMS) in the Internet of Services. The AWS cyber system is connected 
to the higher-level system through the coordination function, while it is connected 
to the lower-level systems (the EWS cyber systems) through the monitoring and  
control functions. 

The structure of the EWS cyber system and the AWS cyber system is presented 
in the paper [25]. The partial reference model of the cyber system CAMS is shown  
in Fig. 8.15. 

The cyber system CAMS, as shown in Fig. 8.15, enables (1) vertical connection 
with the lower-level AWS cyber systems and the EWS cyber system, (2) realization 
of functions such as sales, marketing, purchasing, project management, design, 
production planning, quality assurance, etc., and (3) horizontal connection of the 
CPPS in a production network or other networked forms [25]. 

The integration of cyber system elements could be realized by using various 
technologies such as Multi-Agent Systems (MAS), Service-Oriented Architecture 
(SOA), cloud computing, augmented reality, Big Data, machine-to-machine (M2M) 
communication and the like [74]. 

The management of manufacturing systems such as factories is a very 
challenging task due to their ever increasing complexity. It affects all actors in the 
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Figure 8.15: Partial reference model of the CAMS cyber system [25].  

system and significantly influences the performance of the system. For this reason, 
the digitalization  and cybernetization of this function could have several beneficial 
aspects [25]. 

Digitization of the inputs and outputs of functions, in the cyber system of the 
CAMS, enables a more advanced way of doing business. The main benefits of 
digitization will be demonstrated by: (1) higher agility and resilience of the system, 
(2) logical linkage between different functions, so that the output of one function is 
always a useful input for other functions, (3) real-time view of the whole production-
business system of the company, (4) minimization of the space for human error in the 
realization of certain functions, (5) reduction of operating costs, etc. [38]. 
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Through the governance function and the management data and knowledge base 
function, the CAMS cyber system is vertically connected to the AWS/SE cyber systems 
or EWS/ELS/ESS cyber systems. Such communication link enables the CAMS cyber 
system to retrieve information and data from and send management information to 
lower-level systems (e.g., tasks, production schedules, etc.). 

The data and knowledge management function in the cyber system of the CAMS 
provides for the monitoring, processing and the storage of data from the lower levels 
of the cyber system. The processed data is stored in an integrative database of the cyber 
system CAMS. The generation of new information and knowledge from production 
data is enabled by the implementation of the self-learning function in the cyber system 
of the CAMS [39] (see Fig. 8.15). 

At the business level of the CPPS cyber system, various processes take place, 
such as: Decision-making processes (operations management, project management, 
human resources management, etc.), transactional processes (procurement, payments, 
etc.), creative processes (research, design and planning of projects and systems, etc.), 
operational-market processes (sales planning, bidding, contracting, deal-making, 
complaint handling, etc.), technical-analytical processes (cost analysis, technical 
control, statistical quality analysis, etc.), general and legal processes (public relations, 
employee protection, environmental protection, fire protection, legal matters...), etc. 
From the processes listed, various business management functions are derived to meet 
the needs of the system environment (e.g., purchasing, sales, production, finance, 
human resources, etc.) or the needs of the CPPS itself (e.g., research and development, 
production planning, technical control, source management, etc.). 

To properly perform its basic manufacturing function (making products), CAMS 
must interact with various external systems (outside the manufacturing enterprise), 
such as original equipment manufacturers, suppliers/supply chains, logistics and 
transportation systems, maintenance services, customers, buyers and sellers, financial 
institutions. These interactions are enabled by horizontal connections in cyber space. 

The cyber system CAMS, as defined in the CPPS conceptual model [25], is a 
building block of network structures that are part of a broader PN structure, see Fig. 
8.16. Through integration and involvement in the PN, the cyber system CAMS in the 
PN contributes to the competencies of the CPPS while adopting common policies, 
principles, goals and constraints. 

The basic idea of the PN is conceived in the CPPS concept as the cooperative 
sharing of activities, exchange of information and also collaborative use of human, 
financial and technical resources to achieve a common goal and added value. 

The networking of the cyber system CAMS with other PNs enables the creation 
of network structures such as a virtual business system or a virtual factory (VF). 
The participants in such networking structures gather around the original equipment 
manufacturer (OEM) [39]. The example of networking structures within the PN is 
shown in Fig. 8.16. 

The required level of competencies is a basic condition for entry into CPPS or its 
cyber system of CAMS into VE. This condition is defined by the rules of admission to 
the PN. To participate in the PN, actors must have functional competences (knowledge 
and experience, technological equipment, etc.) and integration competences. 

The resulting production network aims to respond to the complex market demand 
in terms of products, through a cooperative information link of the CPPS, which will 
be able to realize the process of development, production, distribution and service of 
the sophisticated product through the entire product life cycle. 
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Figure 8.16: Model of the production network in the CPPS concept [39].  

In the developed concept of CPPS [25, 39, 44], a new role of the Subject was 
defined. The Subject is located in its own space or the social space and is connected to 
other social systems as well as the cyber system, see Fig. 8.12. 

The social space is a part of the social environment in which social networks 
and social systems exist, with the Subject as the basic element of such networks and 
systems. The social system is characterized by the social processes that take place 
within it. The Subject, as a basic element of such a system, establishes collaborative 
connections with other participants in the social space to perform business processes. 
In today’s global world, the interactions within the social system do not only take 
place within the social space. Advanced ICT has enabled the relocation of interactions 
between participants to a cyber environment. From such an approach, the cyber-social 
network (CSN) is emerging, enabling a more advanced way of communicating and 
sharing knowledge and skills. The CSN is part of the broader concept of the Internet 
of People (IoP). The concept of IoP is presented in the paper [86]. The example of the 
CSN within the IoP is shown in Fig. 8.17. 

The CSN provides a more advanced way to communicate and share knowledge 
and skills. The CSN and advanced ICT have enabled collaborative communication 
between Subjects as well as their agent structures that represent them in the cyber 
system. The collaborative communication of the Subject in the social system takes 
place through the social media (Facebook, Twitter, MS teams, etc.). 

In the production domain, CSNs emerge at different management levels and are 
interwoven with the Internet of Things, the Internet of Services, product networks, 
service-oriented production networks, etc. The involvement of the Subject in the CSN 
and its connectivity with the elements of cyber systems is shown in Fig. 8.18. 

At the operational level of the factory, the Subject is horizontally integrated 
into the operational CSN and connected to the EWS cyber system. The Subject 
communicates with the EWS cyber systems through the monitoring and identification 
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Figure 8.17: Model of the CSN in the CPPS concept. 

function. At the operational level of the cyber system, the Subject’s direct influence 
on the implementation of the EWS technological and management functions is 
minimized. All management and control activities can be left to the cyber elements 
present in the cyber EWS system. 

At the coordination and collaboration level in a cyber system, there are 
collaborative relationships between the Subject and the system, as well as collaboration 

Figure 8.18: Integrating and connectivity of the Subject in the concept of the CPPS. 



 

 

149 Complex Adaptive Manufacturing System Concept as a Cyber-Physical... 

between the systems themselves. The role of the Subject at this level of the cyber 
system is more manageable. This means that the Subject provides the final decision-
making (in case of conflict in decision-making of cyber-elements realizing functions 
in the cyber-system), defines algorithms for the behavior of cyber-elements (e.g., 
agents), sets goals, and observes, analyzes, and acts on the state of the entire AWS. 
The Subject communicates with the AWS cyber systems through the management and 
control functions. At this level of the factory, the Subject is horizontally integrated into 
the coordinating and collaborative CSN. 

In the cyber-system CAMS the presence of the Subject is more pronounced 
through the function of governing. At this level, the Subject is extensively supported 
by functions from lower cyber subsystems (EWS cyber system, AWS cyber system) 
that allow it to control the system in real time and from anywhere. The Subject is 
a manager and controller in realizing certain functions at the business level of the 
cyber system. Through such a role, the Subject defines the goals of the production 
system, monitors and observes the behavior of the system through analysis, diagnosis, 
forecasting and visualization systems, and systematically monitors the success 
indicators of the entire production system. This allows it a high degree of real-time 
decision making, as well as communication, collaboration and coordination with other 
elements of the manufacturing system. At the business level of the factory, the Subject 
is horizontally integrated into the business cyber-social network, see Fig. 8.18. 

The Subject’s communication with the cyber elements (EWS cyber system, AWS 
cyber system, and CAMS cyber system) is enabled by the communication interface. 
The communication of the Subject with the cyber elements through the communication 
interface is shown in Fig. 8.19. 

Figure 8.19: Connectivity and communication of the Subject in the CPPS concept [39].  
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The communication between the communication interface and the Subject is based 
on bidirectional analog communication. The communication from the Subject to the 
communication interface enables the transmission of commands from the Subject to 
the cyberspace (to the cyber elements such as EWS cyber system, AWS cyber system, 
and CAMS cyber system) through various inputs of the communication interface (e.g. 
keyboard, mouse, computer stick, sound, facial expressions, electroencephalography, 
etc.). Communication from the communication interface to the Subject occurs through 
outputs of the communication interface (e.g. text, graphics, audio, video, haptics, 
virtual reality, augmented reality, etc.). 

The development and implementation of communication interfaces in CPPS 
concept is enabled by modern ICT and Internet. These communication interfaces 
between the Subject and the elements of the cyber system are based on human-
machine interaction (HMI) and ensure non-contact communication of the Subject with 
the machine, remote work, monitoring, management and control of the manufacturing 
systems without geographical and time constraints. Some examples of communication 
interfaces for CPPS are presented in the papers [87–88]. 

4. Conclusion 
This chapter reviews some of the research on cyber-physical manufacturing systems. 
The new model of a complex adaptive manufacturing system representing a factory is 
developed in the form of a cyber-physical system. 

The developed CAMS model allows the integration of physical, cyber and social 
elements of the functional environment. The main advantage of the new model CAMS 
is that (1) the elements of the cyber system of the CPPS enable the management of 
production systems in real time, through the realization of the digitized and cybernetic 
functions of the CPPS, and (2) the connectivity of CAMS with other elements 
and systems through the production networks without geographical and temporal 
constraints. 

The implementation of the CAMS concept based on the CPPS concept in the real 
industrial environment is a challenge for further research in the field of CPPS, thus 
contributing to the research towards Industry 4.0. 

The implementation of the developed CAMS model is of particular importance 
during the SARS-CoV-2 pandemic. The developed CAMS model enables the 
management, control and monitoring of manufacturing systems in real time, by 
realizing the digitized and cybernetic functions of the CPPS. The developed model 
CAMS enables human-to-machine and inter-Subject communication without contact, 
which is particularly important from the point of view of epidemiological measures to 
prevent the spread of the SARS-CoV-2 pandemic. 

By implementing this model of production systems, people (the Subjects) can very 
easily work from home and thus influence the spread of the SARS-CoV-2 pandemic. 
The physical contacts of the workers (the Subjects) in the production systems will be 
reduced to ensure a safe distance, thus reducing the probability of infection with the 
COVID-19 virus. 
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Major Advancements of Industry 
4.0 to Overcome Challenges in 
Manufacturing during the  
COVID-19 Pandemic 

Mohd Javaid*, Abid Haleem and Rajiv Suman 

1. Introduction 

With growing levels of customization, Industry 4.0 is pushing faster and more versatile 
production. In the age of Industry 4.0, supply chains are quicker, more flexible, and 
more open. In conjunction with Big Data analytics, the combination of pervasive 
sensors and networking ensures that manufacturers will have complete visibility 
of their incoming products, knowing each shipment’s exact location and condition 
during the COVID-19 pandemic. Automated handling ensures that items are selected 
and put in the correct position. Thus, taken to an extreme, as a seamless production 
method, a single part should be able to move from serial processes to produce a single 
part as quickly and efficiently as multiple parts can be produced [1, 2]. 

New manufacturing technology, such as additive manufacturing, can manufacture 
polymer and metal parts consistently and repeatably. The performance of 3D printing 
equipment has improved dramatically in recent years. Thus, to provide a versatile 
means of producing spares or replacement parts, 3D printers have escaped the confines 
of conventional prototyping roles. In this way, manufacturers may eliminate the need 
for warehousing favouring on-demand manufacturing of such products in or near their 
facilities, thus increasing the supply chain’s flexibility [3, 4]. 

The management of industrial machinery is being changed by digitalization. 
Sensors, software, and networking allow machine manufacturers, such as drivers 
and motors, to determine the output of their goods in situ under specific after-care 
packages, helping the customer prevent downtime by detecting issues before they 
occur. IoT-enabled devices also contribute to developing new business models where 
the end-user leases a service or solution efficiently rather than purchasing a computer, 

*Corresponding author: mjavaid@jmi.ac.in 

mailto:mjavaid@jmi.ac.in


 

 

 

 

 

 
 

158 Cyber-Physical Systems: Solutions to Pandemic Challenges 

thereby eliminating high upfront capital costs. This provides a digitally integrated 
network of physical devices that enable communication and data sharing over the 
internet. These intelligent devices can range from smartphones, household devices, 
cars and buildings. Industrial IoT is an internet-of-things subset, which incorporates 
different sensors, software and electronics into industrial machinery and systems to 
collect data on their conditions and performance in real-time [5–7]. 

While the introduction of new technologies is still difficult, most factories already 
have a range of systems which makes this process more difficult. These processes 
tend to be slightly static, and even the more significant part of an organization will 
consciously oppose change. It creates an environment where most industrial firms 
are grappling with adopting innovative strategies and technical adaptation during 
the COVID-19 pandemic. In the area of emerging technologies, Industry 4.0 applies 
to a variety of transformative developments. Today, worldwide manufacturers link 
machines to the cloud as the first step towards Industry 4.0 and build personalized 
models of their industry IoT [8, 9]. 

In the past, much manual labor was involved in the inventory monitoring process. 
However, the stock’s manual monitoring may be a challenge since hospitals buy a 
range of goods and store several things for site procedures. Big Data applies to large 
and complex IoT computer data sets. These data sets are collected through many 
clouds, business and website software, computers, sensors, cameras and more in 
various formats and protocols during the COVID-19 pandemic. Data from production 
equipment equipped with ERP, CRM and MES systems sensors and databases are a 
wide range of forms to be considered within the manufacturing sector. 

2. Effects of COVID-19 on the Manufacturing Field 
New technologies have made linking suppliers to a wide range of service providers 
worldwide simpler than ever. As COVID-19 continued to take hold and countries 
followed lockdown at different levels, many conventional ties between supply and 
demand were disrupted. Many factories did not secure the supplies they needed to run 
and had to quickly find substitute vendors, based in the industry and their suppliers’ 
position and many a time, they failed. Fortunately, for provider’s exploration, interactive 
platforms exist. Digital technologies allow the rapid detection of contingency supplies 
and new solutions if accessible via web portals or software incorporated in business 
resource planning solutions [10, 11]. 

Although several industries have been affected by the COVID-19 pandemic. 
Industry 4.0 applications accelerated the process of product creation by encouraging 
team members to work remotely. However, the teams do not have to be in a shared 
room to perform main activities that undertake product innovations between software 
and ensure efficient conversion of CAD files into algorithms that automatically track 
design. In comparison, cloud computing solutions will efficiently ensure that the 
latest information is exchanged and exchanged with all required team members. In 
addition to the apparent advantages of productivity, the health benefits, of course, are 
also evident. 

The COVID-19 pandemic creates incidents: some workers have been ill and have 
posed big production problems. Digital task lists and work routers will make sure 
a program stays on track and components remain listed. The overall lack of real-
time visibility into various production processes is one of the main challenges facing 
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manufacturers. It will not be until a product is complete that producers who do not 
use automated solutions to track multiple processing phases will know that a problem 
existed with a component of a system that could be fixed in the previous era. The 
introduction of a detailed feedback loop will solve various problems. Manufacturers 
may use machine learning and specialized algorithms to pull data from computers 
rapidly and efficiently in real-time to enable shop managers’ detection and correction 
of possible problems [12, 13]. 

During the COVID-19 pandemic, it was necessary to restrict peoples ability 
to touch, and producers wanted to ensure activities went smoothly while ensuring 
social distancing between employees. The mechanization or outsourcing of workshop 
processes can be tackled gradually, and a remote monitoring system can be introduced. 
Mechanizing more activities ensures fewer employees meet each other and but reduces 
human jobs. A remote monitoring system helps administrators monitor processes 
from anywhere so that operators do not have to be there personally to make sure they 
operate properly. The staff will be secure, and the risks of a break-out are minimized 
significantly with limited interaction between teams [14–16]. 

The pandemic has, in many ways, influenced not just how producers perform 
but also how their investments, especially digital technologies, are valued. For many, 
COVID-19 has expanded the need for resources that enable today’s reality to work. 
However, what counts will strongly rely on an operator’s specific operating climate 
and goals. The pandemic has checked the sophistication of the industry 4.0 trend. 
As COVID-19 spread across the world, it allows teams to run simultaneously, if not 
quicker, to have real-time information about anything, from manufacturers to the 
factory floor. 

In the post-COVID-19 environment, digital transitions across industries and 
geographies have been accelerating, with companies and individuals taking advantage 
of emerging technology within a comprehensive system. In this crucial time, which 
led to debates on the next boundaries of industrial technology, the manufacturing 
industry is highly dependent on the critical workforce at the shop floor and vulnerable 
to fluctuations in supply chains. Industry 4.0 is composed of communication 
technology, advanced research, robotics, and advanced production, and well before 
the COVID-19, it was gathering traction, allowing enterprises to change industry to 
create more value. In the sense of global pandemics that cause people to escape in 
person communication with each other; however, the value of Industry 4.0 technology 
has become much clearer. The coronavirus is changing digital game rules for business. 
It also revealed the vulnerability of today’s implementation and created a higher 
standard for performance. The pandemic improved the ideals of industry 4.0. Besides, 
the transition to the next normal post-COVID-19 changed the meaning [17–19]. 

Over the past decade, a series has been widely implemented favouring creative 
development strategies, such as IoT, artificial intelligence, machine intelligence, 3D 
printing and robotics. With the opportunity to connect and communicate this to the 
R&D or the Engineering department at any point in producing and using a product, 
suppliers can enhance the design, minimize the expense, and gain better consumer 
loyalty. Sophisticated production capability and collaboration in the digital supply 
chain will allow companies to improve the view of shop floors, recognize bottlenecks 
in processes, and handle operations more flexibly. It, in turn, encourages intelligent 
factory capabilities, where static assembly lines are converted into versatile production 
cells allowing a shift from mass production to mass adaptation. Corporations are 
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mindful that inspiring workers is vital for long-term sustainability. Any time factories 
need humans, regardless of how far technology goes. Also, new tasks and operations 
will be generated as the pace of automation rises. Solutions in information management 
may require higher support levels. Operators fill unautomated functions, complete 
dynamic assignments, and make intuitive choices [20, 21]. 

COVID-19 interruption was an external factor, where many who have digitalized 
their operations, and integrated Industry 4.0 technology into their organizational plans 
were better able to handle disruptions. They will also revive the after-pandemic in the 
best possible way. Businesses show the value proposition by developments in Industry 
4.0 technological applications and digital business models. It also revealed the 
vulnerability of today’s implementation and created a higher standard for performance. 
The pandemic improved the ideals of industry 4.0. Agility and organizational stability 
have emerged as main competitive goals over expanded efficiency and cost-reduction, 
which was, for the most part, the primary target. The goals of Industry 4.0 are also 
illustrated by technology that enables remote work and teamwork, with more than 
half of the respondents employed in projects in that field. Technologies that promote 
coordination and visibility across the supply chain representing the need for volatile 
and interrupted supply networks to be managed [22, 23]. 

Digital innovations are all feasible today through more agile manufacturing 
processes, higher efficiency, and creative business models. However, the future of 
innovation has much greater potential with advanced technologies to provide the 
industries with new opportunities to meet consumer needs and expectations during the 
COVID-19 pandemic. Digitalization across the industry is taking shape at an impressive 
rate, with the COVID-19 pandemic stopping the traditional global business ecosystem. 
It offers digital leaders the opportunity to discover and implement innovative digital 
policies to promote digital transformation throughout the organization. Even where 
the initial impact of COVID-19 has begun to diminish, serious dislocations appear to 
remain an event for some time, with leaders under constant pressure. However, before 
the pandemic, volatility became a slogan among supply chain and manufacturing 
leaders. Industry owners exploits Industry 4.0 solutions, implements nerve cantering 
approaches or control tower approaches to improve the end-to-end transparency 
of supply chain and quick tracking automation programs because of COVID-19 
employee shortages and travel limits. 

3.	 Major Benefits of Industry 4.0 Technologies 
New industrial applications for artificial intelligence, cloud computing, connective 
Things, big data analytics, quantum computing, 3D printing, cyber-physical systems 
and many other technologies have been developed rapidly in succession. The fourth 
Industrial Revolution is going on, in which factories or manufacturing units are 
becoming more flexible with customer-based production by using big data analysis, 
software, sensors, continuous connectivity and monitoring for new business models. 
In the manufacturing sector, Industry 4.0 is proving itself a key factor for need-based 
production. A good example of digitization of the Supply Chain is Intelligent Lots, 
in which products and pallets are categorized by smart information that encourages 
the acceptance of the concept of Just in Time in manufacturing. These kinds of 
technological adaptation, the information about inventory, location, temperature, 
machines, and production can be easily monitored and can be the base for a newer 
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technical adaptation like smart picking of products, components or raw material 
[24–26]. The health/performance of each industrial network’s components’  health/ 
performance can be monitored centrally via sensors, software, and wired or wireless 
connectivity at any time. Industry 4.0 technologies are used for: 

 •  Real-time production optimization in the manufacturing environment 
 •  Continuous re-calibration of outputs 
 •  Ensures optimal performance of each element involved 
 •  Industrial assets will always be working to maximum efficiency 

With varying customer requirements, the manufacturing units are trying to 
mold them as per requirements for better responsiveness. For this kind of flexible 
manufacturing system, companies can adopt an IoT  enabled platform for better 
reactiveness which enables a company with: 

 •  Continual production 
 •  Routing flexibility 
 •  Reduced in-process breakdowns 

In this way, a particular product can be made through various routes or by 
continuous operations on several machines. If job shop activities can be employed for 
route flexibility, hierarchical models allow dynamic simulation for various production 
activities. In this way, the virtue  of any company’s adaptability towards flexible 
manufacturing increases with maximum utilization of its assets. Machine flexibility is 
the main focused area for implementing Industry 4.0 to adopt its methodologies with 
decentralized manufacturing and autonomous production, making flexibility part of 
machines more exciting from the research point of view [27–29]. These are widely 
used in the production line’s rapid realignment that connects industrial networks and 
automation by employing standard interfaces and smart infrastructure. These kinds of 
systems include: 

 •  High-quality sensors interfaced with ethernet 
 •  Quick fit communication cables for robotic arms 
 •  Dynamic manufacturing lines 
 •  Faster and intuitive maintenance 

Several components or equipment working together converts an industrial/ 
manufacturing unit into a intricate ecosystem that runs for a particular response. 
That makes each component of this mechanical ecosystem working towards the clear 
visible importance of all operational processes. Internet of Things is providing such 
flexibility of real-time monitoring  from anywhere in the world. Any individual asset/ 
unit can be easily monitored for its performance through a tablet or computer by just 
plugging in this networked system. 

4.  Industry 4.0 for Manufacturing 
By implementing physical production and operations, together with intelligent 
digital technology such as machine learning and big data, Industry 4.0 creates a more 
integrated and a more connected ecosystem for manufacturing and supply chain 
management organizations. This industrial automation provides a manufacturing 
infrastructure that allows machines to track and accumulate real-time insights through 
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networking and sensors to help industries develop and make independent decisions. 
It is becoming important to provide digital technology that allows remote work and 
teamwork and removes the need for non-critical workers’ to leave their homes. More 
sophisticated systems, such as machine learning/artificial intelligence algorithms 
and wearable devices, contribute to the fundamental touch and position tracing of 
smartphone apps and video conferencing applications and help sustain secure business 
distances as development begins again. Supervisors can then remotely and in real-
time track factory output [30, 31]. 

Wearable devices can improve remote maintenance assistance, for example, 
when operators need off-site assistance due to travel limitations. This improves the 
availability of computers by reducing downtime. Automated equipment management 
and process control systems will improve the continuity of operations. These systems 
will also further refine running equipment and process parameters, improve equipment 
for reduced cycle times, and improve productivity, output, energy, and flow, a 
particularly enticing prospect for continuous process industries that continuously 
track and optimize process parameters. 

Digital innovations will go one step forward in quality control in addition to 
optimizing day-to-day activities. Automated production management and quality 
control can be achieved with predictive algorithms, which can alleviate worker 
availability restrictions while increasing the accuracy and quality control threshold 
in industries. A remote logistics control towers can create a live view of success from 
loading in the factory to loading in the distribution points at all outbound logistics 
levels. These techniques combined with automated fleet administration, path planning 
and carrier analysis will improve transport asset uptime while improving service, 
management, and resource allocation. These adjustments will collectively improve 
organizational flexibility in crisis management [32, 33]. 

Warehouses provide numerous automation opportunities. This includes shuttle 
systems, automatic inventory storage and recuperation systems, smart cabinets, smart 
pick robots and cobots, automated and smart sorting, filtering, and packaging systems, 
and stock inspection drones. A digital twin will lead to optimum storage operations to 
establish a digital duplication of the warehouse to interpret various digital technology 
effects. Other Industry 4.0 technologies will also support warehousing workers, 
including software for improved realism to make it much faster and more reliable to 
order multiple orders and exoskeletons to prevent accidents sustained by the repetitive 
handling of heavy materials [34, 35]. 

This degree of instability caused by the pandemic has never been seen before 
in the global supply chain. Some factories ceased production, and many saw a large 
decrease in demand, and others saw a major rise in demand. This crisis somehow 
influences each maker, and this poses an existential challenge for many. Industry 
4.0 was a very significant field for various manufacturers until the recession. It was 
an interesting subject and was perceived by many as a constructive and forward-
looking topic. 

5.	 Major Advancements of Industry 4.0 
during COVID-19 

During COVID-19, Industry 4.0 innovations started to significantly affect 
manufacturers’ transitions around the world. Today, a whole new standard of value 
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has been taken on by solutions like IoT, AI, analytics, and automation. The pandemic 
has tremendously expedited companies’ push to change online. Advances such as IT 
and Organizational Technology (OT) convergence brought together data that could 
drive productivity and creativity. The value of fully integrated, robotic workflows was 
born from the new technology. 

Since more businesses depend on these innovations to maintain their activities, 
previous digital transformation problems have been questioned. Cloud storage helps 
businesses extend and contract IT technology on a cost-effective basis, which was 
crucial to the crisis’s growth of needs. The pandemic showed that 5G is necessary 
to allow industry 4.0 to be transformed and new usage cases and the market need 
for reliable wireless networking developed. Health officials attempted with Big Data 
and Big Data Modeling to grasp the pandemic. These cases were monitored, diseases 
tracked, and models dispersed in different towns, regions, and nations [36–38]. 

AI can better understand the history of infection and to attempt to forecast 
overburdening in COVID-19 cases to help hospital authorities navigate system 
demand. Besides that, it is used to clean and manage contactless deliveries. Artificial 
intelligence was behind the scenes to help find new ways to interact with consumers 
and partners, simplify company operations or optimize online orders. AI is learning 
from experience to change in the future. The rise in AI dependency will lead to a more 
sophisticated artificial intelligence. The advantage for producers is numerous with 
the utilization of Industry 4.0 since intelligent productive processes are increased. As 
data is fed into AI-driven solutions, the continuous tracking of equipment and systems 
is also accompanied by optimizing properties and stocks. The AI solution learns and 
interprets data trends and related effects in such a digital shop floor, contributing over 
time to increasing fault forecasts, protection, and productivity. Besides, producers 
have the visibility to ramp up or down production and minimize downtime [39, 40]. 

AI is, however, the most powerful way to help forecast the future if there is a 
historical archive to benefit from and use. It is difficult to see how consensus on AI-
based forecasts can be more readily formed right now. The prevailing complexity 
in terms of demand planning argues that roles can be best performed to increase the 
visibility of inventories and profits. To resolve the pandemic’s issues, certain firms 
have made their catalogues easier and reduced uncertainty. 

As social distance remains necessary, autonomous interactive apps and chatbots 
can allow companies to communicate with consumers while reducing the direct 
encounters between individuals. Automation is going to play an even bigger role 
in development. For machinery and control systems, we foresee more robots being 
used. Remote setup, control, diagnostics and troubleshooting, and servicing, repair, 
and operations will include sensors, IoT-based modules, and VR applications. 
An intensified emphasis will be on securing all endpoints that directly access the 
organization’s properties and data and software on company servers and in the cloud. 
Robust architecture, installation, incorporation of supply chain tools, sensors, network, 
and device stack, monitoring and assurance services will be stressed [41, 42]. 

The opportunity to assess people’s wellbeing is a barrier to economic reopening. 
Wearables and mobile health-application IoT devices such as exercise/health-tracking 
have already gained broad acceptance. These will also be mainstreamed along with 
remote-controlled infrared thermal and laser scanners, biometric health sensors and 
screening tools to allow doctors to remotely monitor the health and, where possible, 
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to administer early therapies and treatments. Big data & AI will help improve 
network planning efficiencies, forecast demand, build intelligent storage centers, 
optimize distribution times and cut costs. For cooperation with both consumers and 
collaborators, AI-enabled chatbots can be used. 

The present crisis and recent wrinkles such as the emergence of Homework 
and telehealth have also stressed the need for quicker remote interactions. For uses 
such as virtual identity, remote training, and educational courses, 5G technology is 
instrumental. Connectivity is a core component of Industry 4.0 and 5G, allowing 
bandwidth of the next stage, higher throughput, low latency, and more efficient 
communication [6]. This changes our way of working and shopping; the recession 
often threatens traditional business models. Many enterprises, such as e-commerce, 
drone-based shipping, remote workforces training and joint innovation plans, aim to 
initiate or extend digital and contactless business models to move forward [42, 43]. 

Thus, to adapt to the situation, firms with scaled-up cases from business 4.0 
before COVID-19 were best equipped to use them. Technologies can use this as a 
model for many scenarios during the pandemic to brace themselves for the unexpected 
closure of production facilities or raw material supply shortages. The pandemic has 
also prompted businesses to re-evaluate their digital innovations’ success, as industry 
4.0 innovations become important for early adopters in their crisis response. 

6.	 Improvement of the Design Process using 
Industry 4.0 

Improvement in the design process enhanced manufacturers to achieve efficient result 
during the COVID-19 pandemic. With a specifically defined input design brief, the 
designer and developer may explore all potential solution configurations using an AI 
algorithms, commonly referred to as a generative design program. The algorithms 
can then be evaluated with the aid of a machine learning suite of solutions. The test 
process offers more information about which ideas/design choices have not been 
made. It allows for future progress before an ideal solution is achieved. 

The entire Industry 4.0 configuration is protected by artificial intelligence. AI 
algorithms also improve the manufacturing supply chain, making them react faster 
to changes in the market and predicting them during the COVID-19 pandemic. The 
sophistication with which industrial automation uses artificial intelligence demands 
that manufacturers’partner with experts to develop custom solutions. Although several 
businesses continue to deny the effect of Industry 4.0 or fail to find the expertise 
to incorporate this for their particular implementations better, many others are now 
introducing amendments and planning for a future in which smart machines boost 
their business [44, 45]. 

When new input is introduced, a linked supply chain may be modified and 
adapted. A linked device will proactively tune to this truth and amend production goals 
through a weather delay linking a shipment. Robotics are now more inexpensive and 
open to applications of all sizes and for types of organizations. Autonomous robots 
can quickly and reliably assist suppliers, from choosing goods in a factory to making 
them ready to ship. The Internet of Things represented by embedded devices is a core 
component of industry 4.0. 
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7.	 The Flow of Data and Information through Industry 
4.0 Technologies 

To ingest vast data flows obtained by IoT, the use of sensors and computers is useful. 
Such large data pools will be virtually difficult for a human operator to contextualize, 
making it important for machines to do so. Mixed reality also plays a significant part 
in Industry 4.0. Big businesses are now issuing mixed-reality products to increase 
productivity and smart decisions making through the improved connectivity and 
visualization of contextualized data. Much of the progressive work performed by 
human operators has been carried out by robotics, analysis, and machine learning 
algorithms. It ensures higher and more effective developments all day, mainly 
by human operators’ control and repair processes. Industry 4.0 not only makes 
manufacturing systems more effective and of greater efficiency, but it also makes 
possible predictive and reactive repairs and improvements, resulting in reduced 
downtime and lower capital costs over time. Closer communication across the whole 
supply chain is feasible with more connectivity, mutual data, and improved insights, 
leading to performance, optimization, and creativity across the whole production field 
for the longer term [46, 47]. 

Digital development requires using an interactive, computer-based framework 
composed of modelling, analytics, and various cooperation methods to concurrently 
established concepts of products and manufacturing processes. The new technology 
developments in business are industry 4.0, where robotics, data sharing, cyber physics, 
the Internet of Things, Cloud, Big Data, and semantic computing are involved. 
Industry 4.0 is expected to be the backbone for convergence across corporate borders 
with physical objects, human actors, smart devices, product lines, and systems to 
enable smart companies better manufacture targets using emerging technology and 
inventions during the COVID-19 pandemic. Industry 4.0 is meant to shift the entire 
output equation by delivering more consistency without losing efficiency, cost, 
and speed. 

8. Industry 4.0 for Addressing Major Challenges 
Industry 4.0 addresses major challenges such as capital and energy management and 
city development, and population transition. It makes the whole value network of the 
output to be continued in production, productivity improvements and coordinated cost 
control. Because the sector needs trained employees, this intelligent help takes on 
the entire repetitive job, allowing the qualified workers to concentrate on innovative, 
value-added enterprise and enhance the professional and work-life balance. Digital 
to physical processes enable producers to adapt quickly to numerous changes arising 
from changing demand, inventory, and unforeseen machinery failures [48, 49]. 

Smart factories are closely integrated organizations that can communicate and 
change their output with various networks. Technologies can gather knowledge 
about all activities, including intralogistics, warehousing, prototyping, manufacture, 
distribution and distribution of services downstream. Both development and processing 
activities of products are synchronized and aligned with the life cycles of products. 
New synergies between commodity and manufacturing processes arise. The launch 
of IoT opened the doors to several efficiency enhancements by full regulation. IoT 
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migrated to the manufacturing field from our homes and workplaces, which is IoT, and 
is a crucial factor in the change in the automotive sector and has by far saw the most 
investment toward a future. 

IoT sensors gather composite inventory data from different phases of a product 
cycle and other syndicated data. This data includes the whole composition of raw 
materials, temperature and operating conditions, waste, shipping impacts and more 
concerning finished goods. The IoT device will also provide the consumer feeling 
details about the usage as it is used in the final product. Both these inputs can be 
evaluated later to recognize and address quality problems that result in a substantial 
change. With the Industrial Internet of Things, big data analyses are effectively 
feasible [50, 51]. 

By using IoT sensors for goods and packaging, suppliers can obtain useful 
insights into how different consumers use them. Intelligent methods of monitoring the 
component’s degradation during transport, the temperature, path and other factors in 
the atmosphere can be used. In essence, this provides information that can restructure 
products and packaging to enhance consumer service and often even packaging costs. 
It enables supervisors and plant managers to monitor the factory units from a distance 
and benefit from process automation and optimization. This makes the daily work 
seamlessly simplified. 

Industry 4.0 is a standardized framework, which uses the cyber approach in 
industrial goods and services and uses digital communication. It is usually incorporated 
into the Smart Factory, a transversal mechanism irrespective of the business sector 
that produces fully automated and interactive industrial development through which 
equipment, people and instruments collaborate through an intelligent management 
system. Cost reductions are quickly considered to reduce resource consumption and 
remove downtimes representing reduced commodity prices. In comparison, current 
manufacturing inefficiencies have accelerated, cost optimization steps have been 
insufficient, and lean production ideals have been applied genuinely. 

9.	 Automation Using Industry 4.0 Technologies 
Industry 4.0 technologies provides benefit to industries, warehouse staff and minimize 
the errors and accidents. Lockdown policies have obliged corporations, companies, and 
industry to locate some of their products, modify the way they purchase and distribute 
their products, digitally make operations virtual, and increase digital penetration rates 
for remote operations [52, 53]. 

Automation and robotics have been instrumental in expanding the floor 
and ensuring sufficient space for workers during the COVID-19 pandemic. The 
industry has seen many new development methods to be able to act. The principle 
of personalization, for example, has been strong since the pandemic. Though it is 
still important for some markets, such as business computing and networking, it is 
not as important as we first thought to customers. Additive manufacturing has been 
excellent for quickly prototyping tools, fixtures, and spare parts. But the promise 
that additive manufacturing could help customized production. Something else that 
has been incredibly helpful is simulating the employee view, especially during the 
pandemic. This process helps businesses understand the factory and how people 
utilize equipment, ensuring ergonomic design while promoting safety and efficiency 
and keeping employees at a ‘social distance’ in a pandemic environment. 
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10. Industry 4.0 for Supply Chain during COVID-19 
The coronavirus pandemic has revealed many challenges of the supply chain, and 
unprepared corporations are ratcheting up. Many people have recorded delays, 
especially because regional and national lockdowns make things complicated. 
Shipment companies have released service suspension notifications in the countries 
involved, but there has been a continued slowdown, while respective sender and 
recipient countries have not stopped sending and receiving. Technology that improves 
the visibility of the supply chain can enable customers to withstand pandemics and 
possible difficulties. In future, technologies from Industry 4.0 can be used to store 
vital data from our health system that can be used for another related COVID-19 
pandemic. Specialists, doctors, are all impacted by COVID-19 and other concurrent 
pandemics or epidemics are about to welcome this growth. It can be used to automate 
all surgical supplies, software, and processes. To establish an intelligent healthcare 
infrastructure, the medical sector can grow further and respond to new technologies 
[54, 55]. 

Companies may also review departmental or shift-level data, keep up to date with 
overall efficacy or focus on new systems well against shifts. Industry 4.0 businesses 
should also apply automation to help them solve COVID-19 challenges. Real-time 
platforms may include scarcity warnings or demand changes to notify businesses of 
potential disasters. Industrial robotics can maximize efficiency, streamline processes, 
and operate continuously. Both these advantages are highly appealing as corporations 
rebound. Robots may grow into key components of corporate adoption. Some 
countries have surpassed their coronavirus’s worst outbreak, but labour shortages are 
still there, and infected individuals need to self-quarantine. Companies may want to 
cautiously explore robotic opportunities and wait for outcomes before they intensify. 
There are several ways in which manufacturers can use modern and proven emerging 
technologies in practice to work securely through the pandemic while pursuing 
efficient, profitable, and reliable operations in the long term. 

11. Industry 4.0 Applications in Manufacturing during    
the Pandemic of COVID-19 

Industry 4.0 has wide-ranging applications in the field of manufacturing. It is used to 
increase operating performance, rationalize demand forecasts, break down data silos, 
carry out predictive maintenance, and provides protection and immersive training for 
staff during the COVID-19 pandemic. Industry 4.0 enhanced its applications for the in-
depth analysis, floor data sensors, intelligent warehouses, simulated modifications and 
inventory and assets tracking. Industry 4.0 innovations enable producers to connect the 
distance between what were once independent systems to a more visible and consistent 
perspective of the whole enterprise. Industry 4.0’s goal is dramatically improved 
quality, performance and self-managing manufacturing processes in which workers, 
machinery, facilities, distribution networks, and working-in-process sections interact 
actively and cooperate COVID-19 pandemic. The main priority is to attain low-cost 
mass manufacturing efficiencies by using embedded processing and communications. 
Manufacturing and distribution systems are intelligently interconnected across 
business borders and offer a more effective and scalable, lean output environment in 
real-time [56–59]. This makes it easier to create intelligent supply chains that span 



 

S. No Applications Description 	 References 
1	 Appropriate   •		 Industry 4.0 technologies are used for [60–62] 

Production planning appropriate planning regarding ongoing 
production, logistics planning, supply 
planning and demand forecasting during the 
COVID-19 pandemic. 

  •		 AI is used for autonomous planning and 
effectively optimize the entire value chain. 

  •		 Technologies used in Industry 4.0 enable 
remote work and collaboration, which helps 
maintain safe distancing to follow the major 
requirement of the COVID-19 pandemic. 

2		 Remote monitoring   •		 As a primary means of detecting and [63, 64] 
and controlling removing bottlenecks and reducing waste, 

Industry 4.0 technologies can be used for 
remote monitoring and controlling. 

  •		 The combination of sensors and wireless 
networking is used to track industrial 
equipment of all kinds in real-time, with 
machine learning-powered data analytics 
used to detect patterns and anomalies during 
the COVID-19 pandemic. 

  •		 Industry 4.0 technologies provide instant 
access to the right information, which is 
presented efficiently. 

  •		 It ensures that workers can perform higher 
quality work in less time, with lesser errors. 

3		 Improve the   •		 These digital technologies are used to [65, 66] 
performance of improve the performance of manufacturing 
manufacturing by reducing errors. 

  •		 The data is digitally collected, which 
can help supervise and remotely monitor 
manufacturing industries’ performance 
during the COVID-19 pandemic. 

  •		 These technologies enhance remote 
assistance using virtual reality and help 
to improve overall efficiency by reducing 
maintenance downtime. 

4 Proper data analysis   •		 Computer model learning and data [67, 68] 
visualization can support processes of data 
analysis. 

  •		 Machine learning methods are commonly 
used for processing large data sets using 
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any step of the product’s life cycle, from the innovative product design to generate, 
manufacture, use and maintain to recycle. In this way, the environment will adapt 
and consistently improve to its customer’s needs, from product concept to recycling. 
The significant applications of Industry 4.0 in manufacturing during the COVID-19 
pandemic are discussed in Table 9.1. 

Table 9.1: Industry 4.0 applications in manufacturing during the pandemic of COVID-19 



 

  a powerful computational algorithm; this 
creates an infrastructure needed for more 
efficient storage and management of such 
data. 

  •		 Cloud computing provides a medium for 
remote servers to store and process massive 
quantities of data during the COVID-19 
pandemic. 

5 Enhance the quality   •		 These technologies are used to improve [69, 70] 
management system the entire manufacturing operation, which 

enhances the quality management system. 
  •		 Inspection and quality control process after 

manufacturing can take place automatically. 
  •		 This also creates automatic management 

systems in warehouses during the 
COVID-19 pandemic. 

6 Perform a variety   •		 In smart factory settings, lightweight, [70, 71] 
of tasks space-saving robots that can work alongside 

humans without a protective cage provide 
new versatility levels. 

  •		 Equipped with a suite of sophisticated 
motion, vision and positioning sensors, 
these collaborative robots will perform a 
variety of tedious and boring tasks easily 
during the COVID-19 pandemic. 

7 Tracking of devices   •		 Digitalization gives manufacturers the 
ability to track more than just the output of 

[72, 73] 

devices. Such an approach offers a more 
detailed way of allocating costs within an 
enterprise, and therefore an opportunity 
to enhance cost calculations and overall 
financial efficiency. 

8 Flexible computing   •		 Cloud computing provides solutions that [73, 74] 
services required heavy computing power to be 

implemented. 
  •		 Cloud computing’s ability to deliver flexible 

computing services and space allows market 
intelligence to be gained by businesses 
using big data analysis to consolidate 
and streamline production and business 
activities during the pandemic. 

9 Manufacturing data   •		 Big Data is a compilation of data within and [75, 76] 
compilation outside the business from conventional and 

modern sources. 
  •		 Data from networks is now gathered all 

around the world using this technology. 
Industry 4.0’s transformation will transform 
how businesses and solutions operate 
together, making smarter, more intelligent 
decisions during the COVID-19 pandemic. 

(Contd.) 
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Table 9.1: (Contd.) 

S. No Applications Description References 

• The Smart Factory model offers a seamless 
link between individual production stages, 
from design phases to on-the-ground 
actuators. 

• Technologies will enhance processes 
by way of self-optimization shortly 
applications can adapt themselves to the 
transport profile and autonomous network 
context. 

10 Monitoring of 
machines 

• Cyber-physical networks are device, 
network, and physical operation integrations 
during the COVID-19 pandemic; they use 
the system to understand behaviours to 
monitor machines and networks’ outcome 

[77, 78] 

• 

• 

and control physical systems through 
feedback loops. 
It reflects on the incorporation of machines 
and applications into devices and provides 
a relationship between the cyber-physical 
networks, human beings and intelligent 
factories that interact through IoT. 
This helps production partners to exchange 
information easily, without mistakes. 

11 Interconnection 
of the entire 
manufacturing 
system 

• 

• 

This automation involves the 
interconnection of systems, accountability 
of information and technological support for 
decentralized decisions. 
This will allow the autonomous and 

[79, 80] 

• 

independent development of joined-up 
systems which can cooperate. 
The system will contribute to problem-
solving and monitoring and thus improve 
efficiency during COVID-19 pandemic. 

12 Automated 
communication 
system 

• Industry 4.0 is a standardized framework 
using a cyber solution for consumer 
goods and services and automated 
communications. Commonly related to 
the Smart Factory idea, a cross-cutting 
mechanism makes manufacturing 
productions fully integrated and 
interconnected, independent of the business 
sector: machines, people, and equipment 
communicate for a smart management 
system and interact together. The effect of 
digitization transforms the manufacturing 
system day after day and makes it much 
more dynamic. Industry 4.0 technologies 
provide greater flexibility to reach the 
markets is now necessary, and individual 
clients must be made more dynamic during 
the COVID-19 pandemic. 

[81–83] 



 

13		 Physical   •		 These fourth technological revolutions have [84–86] 
development using been brought on by the development of 
computers physical inventions using computers. 

  •		 These new technologies approaches are 
used to store and use knowledge for 
effective decision-making. 

  •		 The advancement of digitization, including 
Cloud and remote computing, IoT, smart 
computers, AI and machine learning, is 
represented by industry 4.0. 

  •		 Effective development companies need 
to operate together with the numerous 
individuals, facilities and procedures that 
form their supply chain. 

  •		 Industry 4.0 allows companies to make 
more efficient and successful during 
COVID-19 pandemic. This represents a big 
advantage and increases the productivity of 
firms. 

14	 Enhanced   •		 Industry 4.0’s ultimate aim is to enhance [87, 88] 
development development methods. This is the only 
methods way to navigate the independent processes 

so well known for streamlining activities 
within the landscape of Industry 4.0. 

  •		 There have been several new innovations 
in the automotive sector in recent years. 
Industry 4.0 is just the latest advancement 
in this sector. It has the power to shift the 
whole tide of the industry as a full-length 
and cohesive set of innovations during 
COVID-19 pandemic. 

  •		 It develops a reality in standard automation, 
and factories are more sophisticated than 
ever before. 

15 Digitization across   •		 Digitalization across industries is taking [89, 90] 
organizations shape at an impressive pace when the 

COVID-19 pandemic stops the traditional 
global corporate ecosystem. 

  •		 This has provided digital leaders with 
unique opportunities to discover and 
implement innovative digital strategies that 
drive digital transformation throughout their 
organizations. 

  •		 Industry leaders exploit solutions in 
industry 4.0, implementing new approaches 
to increasing transparency through the 
end-to-end supply chain and quick-tracking 
automation programs because of COVID-19 
employee shortages and travel restrictions. 

16		 Perform wide   •		 Industry 4.0 seeks to accumulate significant [91, 92] 
varieties of volumes of data across a wide variety of 
operations operations. 

(Contd.) 

171 Major Advancements of Industry 4.0 to Overcome Challenges... 



 

Table 9.1: (Contd.) 

S. No Applications Description References 

17 

18 

19 

Predictive 
maintenance 

Better connectivity 

Decision-making 
processes 

  • 

  • 

  • 

  • 

  • 

  • 

  • 

  • 

  • 

  • 

In the manufacturing context, the 
production planning program is the secret 
to using the data gathered and converting 
it into an operational output that feeds the 
linked supply chain. 
Sensors can read calculation proprieties 
to avoid loss, track levels, and improve 
efficiencies to construct an intelligent 
facility during the COVID-19 pandemic. 
Excellent tests in extreme environments and 
climates extend the sensor scope of different 
kinds of systems and processes. 
The key aim of predictive maintenance 
is to anticipate the next malfunction of a 
component/machine/system, then alert staff 
to the introduction of focused maintenance 
procedures to deter failure and has extensive 
applications in maintaining the future 
factories. 
Robotics has become more stable in 
manufacturing, and AI can play a key role 
in ensuring human capital protection and 
allowing robots further accountability to 
further refine processes based on data from 
the manufacturing floor in real-time. 
Connectivity becomes more relevant as the 
number of smart devices and the number 
of data collected, processed and stored 
increase. Companies would all require their 
data to be shareable and compatible between 
the company and third-party stakeholders to 
improve operational standards. 
The data generated by sensors and IoT-
driven systems are much too large to be 
processed by humans during COVID-19 
pandemic. 
The algorithms of AI and machine learning 
will make or make suggestions for data and 
flag irregularities. 
The decision-making process is then 
quicker, and the final result is high quality 
and effective. The development process is 
accelerated as the component is aware of 
its specification. Industry 4.0 produces and 
fosters resilience in the method. 
As the production unit can accommodate 
new items and experiments in design, 
there is some improvement in the ongoing 
process during COVID-19 pandemic. 

[93, 94] 

[95, 96] 

[97, 98] 
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  •		 The assembly line in Industry 4.0 allows 
a better view of product and process 
architecture. Industry 4.0 gives suppliers 
detailed knowledge and response to help 
satisfy their consumers. 

20 Digital solutions   •		 Today, digital solutions make it possible [99, 100] 
to adapt industrial operations, increase 
productivity, and develop innovative 
business models. However, the future of 
innovation offers an even greater potential, 
with cutting-edge technologies, which 
creates new opportunities for the industry 
to meet customer needs and expectations 
during the COVID-19 pandemic. 

21 Business in   •		 The demand for certain goods is growing [100, 101] 
profitable sectors  for a few businesses, while whole factories’ 

activities had stopped due to coronavirus’s 
shutdown. Companies now explore in detail 
how Industry 4.0 technologies will help 
them return to a profitable sector. 

  •		 The intelligent technological acquisition 
strategies and solutions appear the most 
realistic to improve and cope with an 
enterprise’s future. 

  •		 Industry 4.0 seeks to develop existing 
innovation platforms and manufacturing 
processes through new technologies. 

22 Extracting real-time   •		 Industry 4.0 is having advanced [102, 103] 
information manufacturing technology to extract 

real-time information and make accurate 
decisions in real-time. Decisions based on 
obsolete knowledge are one of the most 
common pitfalls. 

  •		 Flexible interfaces become increasingly 
necessary, whether from an internal 
source or collaborating with a partner. 
Effective time data must quickly meet the 
right decision-makers to make informed 
decisions quickly during the COVID-19 
pandemic. Good decisions are taken based 
on existing knowledge. 

23 Tracking of devices   •		 Digitalization gives manufacturers the [104, 105] 
ability to track more than just the output of 
devices. Such an approach offers a more 
detailed way of allocating costs within an 
enterprise, and therefore an opportunity 
to enhance cost calculations and overall 
financial efficiency. 
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12.  Discussion 
Although robots have been used for decades in construction, Industry 4.0 has 
resurrected this technology. A new breed of autonomous robots has arisen with 
advanced technologies capable of executing complex and responsive tasks. This can 
identify, interpret, and act on the information they obtain from their surroundings and 
cooperate and learn from individuals, assisted by state-of-the-art tools and sensors. 
Advances of power and data storage in information processing has also led to new 
cases for several items. A development-friendly climate made prohibitively costly 
innovations affordable and scalable. Many of Industry 4.0 definitions favour unique 
developments in technology. The development of business cases for technologies 
such as artificial intelligence, big data, and the integration of the internet of things, 
omnivorous Internet connectivity, 3D printing and cyber-physical systems. Several 
analysts argued that Industry 4.0 is better interpreted as a change in the technology-to-
work relationship. Here, advanced technology leads into a new era because relations 
between workers and factory-level machinery change fundamentally. 

Innovations in industry 4.0 that encompass mobile computing to cloud computing 
have experienced extensive growth in the last decade and now are ready as inter-
connected production networks that are usable on a commercial basis Industry 4.0 
technologies. It contains the cornerstone for access data in real-time that can contribute 
to new lean efficiency levels for the sector. It is used in several ways and encloses 
many innovations in its centre. 

A key example of this technological evolution is autonomous mobile robots 
(AMRs). AMR gives industrial centres greater stability and improved performance. 
The simulated copies of existing installations, procedures, and application can be 
generated through these software technologies. Such decisions will then be checked 
robustly to allow decentralized and cost-efficient decisions. This can be generated 
in the real world and connected over the internet to allow cyber-physical systems 
to collaborate, interact and build a combined mechanism of real-time data sharing 
and automation for industry 4.0. These virtual copies can be used to generate data in 
the real world. The digitalization and linking of systems to sophisticated analytical 
technologies allows workers to gain more information, carry out experiments, 
creativity and decide in Real-Time to keep their output going smoothly. Suppliers 
will see where they are defective and where they can procure inventory through a 
digital supply chain. Automation is also a fantastic example: High-speed cameras 
will predict whether a line is beginning to wear down or whether you need to fix a 
particular segment. 

The most urgent problem for manufacturing is preparing for modern labour 
requirements, safeguarding employee welfare, introducing social separation steps 
to avoid worker loss, and preserving high levels of efficiency to deter transmission 
to the workplace. Wearable devices to control compliance with social distance and 
dangerous physical interactions can incorporate solutions for this issue, AI-based 
risk-analysis software to predict communication scenarios. This technology enables 
remote cooperation with non-critical employees. However, process management 
and automation of plant and factory logistics are also directions in which certain 
businesses will minimize the decreased labour force’s impact. Solutions that need 
current technical infrastructure will be taken up less often in this period. However, 
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these apps’ growth is rising as more and more businesses are becoming less dependent 
on humans. Meanwhile, the adoptions rates of technologies such as cryptocurrency, 
nanotechnology and innovative end-to-end automatic processes that require substantial 
investment lack additional solutions as a matter of urgency and minimize long-term 
reimbursement cycles. 

13.  Future Scope 
As companies understand that digital processes are needed for business stability in 
crisis times, the future of Industry 4.0 looks bright. Industry players using digital 
technologies now are more likely to pass and have been willing to continue their 
activities without losing productivity uninhibited by new circumstances. Companies 
will concentrate their resources and finances on the most urgent technology for survival 
in the short term. However, on a long-term basis, without the restrictions on cash 
conservation currently put, corporations will continue to invest in digital technologies 
that allow them to turn their businesses radically for increased competitiveness down 
the value chain. 

In the future, the innovations associated with the Fourth Industrial Revolution 
deliver powerful and reliable ways of coping with COVID-19 pandemic speed, 
scale and impact, ranging from artificial intelligence for medical detection to mobile 
devices for data processing and touch monitoring. Innovations are now promising 
to control the pandemic better and deal with it. AI and mobile technology have data 
collecting tools to help track connections, control symptoms and avoid outbreaks 
and vulnerabilities. In rapid diagnostics, therapeutics, tracking and monitoring, the 
development of modern types of personal protective equipment and vaccinations, 
innovative material and nanotechnologies also play a critical role. 

14.  Conclusion 
Although the Covid-19 pandemic has given manufacturers an entirely new variety 
of problems, the introduction of Industry 4.0 technologies will solve many of those 
challenges. Those producers who profit from digital solutions are better placed than 
those who do not. They will emerge from this difficult moment in an enviable role by 
retaining the capacity to travel as rapidly as before the pandemic and, in turn, finding 
opportunities to maximize productivity. Industry 4.0 technologies gather a wide 
variety of data that can be used by computational software to enhance performance 
and efficiency. Analytics are being utilized on various occasions, like predictive 
maintenance in real-time, which lets factories prevent output interruptions from factory 
unplanned equipment faults, which directly increases a properties’ efficiency. Industry 
4.0 uses the term cyber-physical systems which consists of physical entities, such as 
computer-based algorithm processes managed or tracked. Industry 4.0 businesses will 
use automation also to help them deal with COVID-19 problems. Efficient platforms 
can provide alerts on shortages or demand changes and provide companies with 
warnings to mitigate potential disasters. Furthermore, and while businesses restart, 
there is the possibility of catching the infection. Many company leaders will make 
software and wearables to monitor connections and help them maintain people secure 
and minimize risks during COVID-19 pandemic. 
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1. Introduction 
The global medical emergency of the novel Coronavirus was first identified in 
December 2019, in Wuhan, China [1]. Since then, it has rapidly spread its tentacles 
throughout the world and was declared a pandemic by WHO by March 11th, 2020 
[2]. The virus is referred to as SARS-CoV-2, and the disease it transmits is called 
COVID-19. The SARS-CoV-2 virus causes severe acute respiratory issues and 
spreads through aerosols and droplets, direct or indirect contact with a contaminated 
surface, in which the virus may remain up to 72 hours [3]. Therefore, to control 
the drastic exponential growth of this sudden outbreak, extensive precautions and 
restrictions were implemented worldwide. This resulted in the scarcity of workforce, 
the requirement of social distancing, and logistic issues all converging to create 
enormous disruptions in the manufacturing processes and supply chains globally. On 
the other hand,the demand for medical accessories like masks, ventilators valves, face 
shields, ear savers, nasopharyngeal swabs, etc., soared. During such an unprecedented 
critical situation,the global production system needed to lean towards decentralized 
manufacturing and a high level of customizability for precise needs. 

Owing to attributes like rapid manufacturing, detailed design customization, 
lower lead times, agile supply chains, complex design freedom, digital and 
decentralized manufacturing, additive manufacturing (AM) is being utilized to 
mitigate the supply-demand gap. Additive manufacturing enables a shorter supply 
chain by eliminating various physical supply chains in traditional manufacturing. 
The additive manufacturing processes consist of interlacing the cyber processes and 
virtual supply chain with the physical manufacturing processes, making it a cyber-
physical system. This provides AM flexibility to customize the supply chain leading 
to freedom on-site, on-demand manufacturing. However, increased interconnectivity 
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and the interdependency of the cyber and physical components expose AM process 
to cyber attacks. Therefore, it becomes necessary to examine every aspect of the AM 
processes thoroughly. 

2. Additive Manufacturing 
Additive manufacturing is a process of creating a three-dimensional object by laying 
down successive layers of materials at a predetermined speed and layer thickness of 
materials which may be biomaterials, metals, ceramics, plastics, concrete, or other 
adhesive materials. Unlike subtractive manufacturing processes, it fabricates parts by 
adding material layer-by-layer as per requirement. This leads to precise manufacturing 
at an affordable price. Figure 10.1 describes generic steps of AM process. 

Figure 10.1: Generic steps for the AM process [4]. 

2.1 	 Additive Manufacturing Techniques for Covid-19  
Combat Products 

Several techniques have been developed over time, leading to the increased diversity 
of materials, shortening of lead times, fabrication of customer or patient-specific parts. 
However, when it comes to the application of AM parts in the medical domain, extra 
attentiveness should be taken. Materials used for fabricating medical parts should be 
biocompatible, non-toxic, and compatible with current AM techniques. Few standard 
AM techniques are described. 

2.1.1 Fused Deposition Modeling (FDM) 

Fused deposition modeling or fused filament fabrication (FFF) is an extrusion-based 
process and was first developed by Stratasys, USA [5]. In this process, materials are 
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feed into the system in the form of the filament. The filament is then heated to a 
semi-molten state before extrusion. Then the filament moves between the rollers to 
propagate the semi-molten extrude further. A temperature-controlled extruder then 
oozes out the filament material. The forced-out extrudate is deposited onto a platform 
in a layer-by-layer manner. After finishing one layer the platform gets lowered further 
and then the next layer gets deposited. According to requirements,a single nozzle or 
multiple nozzles is used. When printing an intricate design, the support material is 
required, which is removed post-fabrication via various post-processing techniques 
available. Figure 10.2 schematically describes the working of the FDM process. 

Figure 10.2: Fused deposition modeling (FDM) [6]. 

2.1.2  Stereolithography (SLA) 

Stereolithography works on the principle of creating solid parts using selective 
solidification of liquid photopolymer resin with a UV  laser. In a photopolymer vat, 
a UV laser traces a cross-section in a layer based on the CAD model’s information.  
The UV laser is precisely controlled to draft a 2D predetermined contour of the object 
to be made. The laser cures or hardens the resin, thus forming a skinny sliced solid 
layer. The part under construction rests on a platform dipped in a vat of resin, as shown 
in Fig. 10.3. The platform is then lowered, and again the next slice or layer is created. 
This process is repeated until the complete object is formed. Post-processing or post-
curing is done to remove the support structures. 

2.1.3 Selective Laser Sintering (SLS) 

Selective laser sintering belongs to the powder bed fusion-based additive manufacturing 
process, which uses a laser beam for selective sintering. In SLS, the powder of 
material to be printed is spread on a build platform at an elevated temperature but 
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below the melting point or glass transition temperature. CO2 lasers then selectively 
sinter and fuse the powder according to the contour shape of the layer being printed. 
The surrounding powder remains loose and serves as a support to the consequent 
layer,eliminating the need to provide secondary support. Infrared heaters are kept 
above the bed temperature and above the feed cartridges to pre-heat the powder in the 
feed cartridges. This, along with preheating of the bed, effectively reduces laser power 
requirements [4]. Once the layer is formed,the bed is lowered by layer thickness, and 
power is fed again. The exact process is repeated till the complete product is created. 
Figure 10.4 schematically describes the SLS process. 

Figure 10.3: Stereolithography (SLA) [7]. 

Figure 10.4: Selective laser sintering (SLS) [4]. 
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2.1.4 Multi Jet Fusion (MJF) 

Multi-jet fusion is a copyrighted technology of Hewlett-Packard (HP) [8]. Similar 
to SLS, it also comes under the class of powder bed fusion additive manufacturing. 
However, in contrast to SLS where laser power is used as a heat source, MJF utilizes 
an arrangement of infrared lamps as the primary heat source. An ink or fusion agent is 
mixed with the powder (as shown in Fig. 10.5) using an inkjet nozzle to increase the 
absorbtivity of the infrared light used. In some cases, a water-based agent is sprayed 
over the contour of part edges to improve resolution [9]. 

Figure 10.5: Multi jet fusion (MJF) [9]. 

2.2 	 Products Manufactured by AM Techniques to Help  
Combat COVID-19 

This section focuses on discussing the manufacturing processes used to attain products 
such as face masks, ventilator parts, etc., which play a crucial role in fighting back 
the challenges faced during the COVID-19 pandemic. The next part of this section 
also includes the information from the survey (Table 10.1) done to gain knowledge 
about the materials used by the manufacturers during the production of the respective 
item(s). 

2.2.1 Face Mask 

A surgical mask covering an individual’s mouth and nose serves as a physical 
obstruction amid the covered part and its surroundings and thereby protecting the 
user from airborne contaminants, particulate materials, and fluid. The FDA sets 
distinguished definitions and standards for all the different types of face masks to 
avoid any kind of potential health hazards during COVID-19 [10]. N95 masks can 
filter at least 95% of airborne particles larger than 0.3 µm even though the COVID-19 
virus particle size is under 0.16 µm [11]. The massive surge in the need of face masks 
during the COVID-19 pandemic lead to an acute shortage of face masks. Having 
the potential in printing layer structured, better fitting masks 3D printing became a 
feasible option in masks’ mass production. Czech Technical University (CTU) printed 
a face mask prototype using HP’s MultiJet Fusion 3D printer. Upon further design 
improvement, the prototype RP95-M mask qualified the standard of providing FFP3 
protection against the coronavirus [12]. 

A nonprofit digital platform named Maker Mask designed a respiratory face mask 
using 3D printing techniques and shared its design in the public domain after getting 
approval from the US National Institute of Health(NIH) [13]. Collaborating with their 
networks worldwide, they gathered 1000 makers and produced around 1,00,000 masks 
through additive manufacturing by June 2020. Masks were cost-effective as well as 
reusable by changing the filter. Due to the prolonged use of masks by health care 
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workers and others, ear savers or mask extenders were suggested to release the ears’ 
pressure. Glowforge [14], a 3D laser printer (cutter) manufacturer, has assembled its 
user base of makers and manufacturers to produce millions of ear savers. Face Mask 
Fitters are used ensure a perfect fit or to arrange the face mask accordingly to the shape 
of a person’s face. Bellus3D manufactures plastic frames using 3D printing, according 
to the user’s personalization, to improve the seal of surgical or similar face masks. A 
user-specific design is created using face scan software for improving the fitting of 
surgical masks and for minimizing air escape around the edges of the fitter [15]. 

2.2.2 Face Shield 

Face shields consist of a clear visor or transparent plastic sheet attached to a frame or 
headband and an elastic retainer protecting the user from sprays and splashes. Face 
shields are considered class I medical devices by the FDA [16]. WHO suggested using 
face shields as a substitute for masks in case of a shortage of masks. 

Prusa Research has designed and 3D printed a face shield named Prusa PRO, 
which met the standards of EN 166:2001 for protection against drops and sprays 
(protection class 3) [17]. The design was made open source so that a global shortage 
could be replenished to some extent. In the face of a critical shortage of protective 
equipment for frontline health workers, Open Works has launched a collaborative 
project to 3D print face shields. With over 80,000 face shields in production and more 
than 3400 volunteers on board,3D crowd UK is a massive effort to deliver PPE to 
frontline staff in the UK [18]. Further, the SLA3D printing technique was used to 
create a hollow frame for the assembly of face shields with an additional benefit of 
external airflow aiding in the visor’s defogging and obstructing the flow of ambient 
air [19]. BCN3D (Barcelona-based 3D printing company) came forward in designing, 
prototyping, and producing face shields using Polyethylene Terephthalate Glycol 
(PET-G) due to its high chemical resistance. They used FDM to manufacture reusable 
face shields as pieces that could be thoroughly disinfected repeatedly without getting 
damaged [20]. Stratasys, the leading manufacturer of face shields, has released all the 
design files in the public domain. It also facilitated 100,000 face shields to hospitals 
within one month. This effort was made in collaboration with Minnesota Dunwoody 
College of Technology using 100 dedicated teams around the world and with the use 
of additive manufacturing techniques [21]. 

Airwolf3D, a 3D printing company in California, released design files for 3D 
printing face shields and produced guidelines for using ABS (Acrylonitrile Butadiene 
Styrene) as a printing material for parts of the face shields and their further assemblage 
with plastic shields [22]. Nexa3D, a 3D printer manufacturer in California, came 
forward to mitigate the shortage of PPE. They initiated a facility for mass production 
of two different designs based 3D printed face shields [23]. 

2.2.3 Nasopharyngeal Swab 

Measuring, managing, modelling, and controlling the widespread spread of Covid-19 
requires proper and timely testing of the suspected person. Testing requires specimens 
from the upper respiratory tract, which is done using a skinny and long nasopharyngeal 
swab. It consists of a long thin, flexible rod-shaped stick with short synthetic fibers 
attached to its head. It should be noted that the swab should not contain calcium 
alginate, which can kill Coronavirus [24]. It has been considered an FDA class I 
medical device [25]. 
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Cox and Koepsell [26] created swabs using Formlabs Form 2 and Form 3B SLA 
3D printers. Clinical tests observed that the efficiency of 3D printed nasopharyngeal 
swab was equivalent to commercially available synthetic swab. A California-based 
company Forecast 3D a GKN Powder Metallurgy company, partnered with Abiogenix, 
Fathom, and HP, produced nasopharyngeal (NP) swabs for use in COVID-19 test kits. 
The ability to collect adequate viral fluid, patient sensitivity comfort, and breakpoint 
reliability was evaluated in clinical tests for the nasopharyngeal Abiogenix spiral swab 
design chosen from over 150 designs [27]. 

Formlabs, a Boston-based 3D printing company, teamed up with USF Health, 
Northwell Health, and Tampa General Hospital in the United States. The collaboration 
aimed to design, create, and test NP swabs for printing on Formlabs 3D printers [28]. 
Arnold et al. [29] created a swab with an open lattice design that could be made with 
the DLP method. The model was put to the test, and the findings were found to be 90% 
accurate when using commercial swabs as the gold standard, indicating that the design 
is acceptable for the test. 

2.2.4 Ventilator Parts 

Ventilators are the mechanical support system that provides breathable oxygen to 
aligning patients. A ventilator aids a patient by blowing oxygen at a prescribed pressure 
and prescribed humidity during inhalation difficulties. A ventilator rhythmically 
pushes a stream of oxygen to inflate the lungs. The severe lack of ventilators was 
visible during the Covid pandemic. In some cases, the doctor had to choose between 
seriously ill patients based on their severity. Italian company Isinnova was one of the 
first companies to design 3D printed ventilator valves. It enabled hospitals to make 
use of already available snorkelling masks as oxygen masks [30]. Roboze printed a 
T connector which enabled the hospital to connect a single ventilator to 2 patients 
[31]. Ferrari, a sports car maker, also printed and circulated respiratory valves used 
in ventilators [32]. Materialise is a Belgium company specializing in 3D printed 
equipment; they 3d printed a valve that can hold together a non-invasive mask, a filter, 
and a PEEP valve [33]. 

Table 10.1: Summary of AM processes used for manufacturing products 
to help combat Covid-19 

S. No Printing techniques Material used Product printed 

1 FDM PETG, ABS, PLA, 
TPV 

Face shield, Ear savers, Mask 
fitters, Surgery mask, safety 
goggles, Hand-free Handle, 
valves 

2 SLS PLA/PETG Face shields, Safety 
goggles, Half face masks, 
Nasopharyngeal swabs, valves. 

3 SLA PLA, ABS, Resins Nasopharyngeal swabs, safety-
goggles 

4 MJF PA12 Half-face masks, hand-free 
door openers 



 

 

190 Cyber-Physical Systems: Solutions to Pandemic Challenges 

3. Cyber-Physical Systems 
Cyber-Physical Systems (CPS) are multidimensional engineered systems where 
physical systems or processes are augmented with cyber components. Both act as 
heterogeneous components that have a seamless and tight integration between them. 
In other words, CPS can be defined as ‘‘physical and engineered systems whose 
operations are monitored, controlled, coordinated, and integrated by a computing and 
communicating core’’ [34]. In CPS, integration of 3C’s known as communication, 
control, and commutation provides monitoring, real-time sensing, and information 
feedback. The basic concept of cyber-physical systems is described in Fig. 10.6. The 
transfer of information from physical to cyber components takes place with sensors 
and other data acquisition devices. Information is then processed and analyzed using 
proper data processing and modelling techniques to reach a suitable output or insights, 
implemented in the physical system using actuators and other devices. 

Figure 10.6: Basic concept of cyber-physical system. 

3.1  Cyber-Physical Systems in Manufacturing 
With improved intelligent mechanisms and better algorithms, the link between the 
computational and physical world will improve. Consequently, drastic improvements 
will occur in autonomy (smart machines and devices), functionality, reliability, and 
efficiency of cyber-physical systems. Monostori et al. introduced the concept of a 
cyber-physical system in the production domain [35]. Lee et al. [36] proposed 5 level 
CPS structure for the implementation of CPS in the manufacturing domain. Figure 
10.7 methodically describes CPS architecture for the manufacturing processes. 

Tao et al. [37] proposed a computing- and service-oriented manufacturing 
model. Further, the concept, architecture, and core enabling technologies, and typical 
cloud-based manufacturing characteristics were discussed. Four typical cloud-
based manufacturing service platforms, i.e., public, private, community, and hybrid 
platforms, are introduced. A ten-layer architecture for cloud-based manufacturing is 
hierarchically presented in Fig. 10.8. 

Liu et al. [38] developed a scalable and service-oriented layered architecture 
of the cyber-physical manufacturing cloud (CPMC) and a virtualization method of 
manufacturing resources. The conceptual model of CPMC is described in Fig. 10.9, 
where manufacturers and customers are connected via cloud services. 
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Figure 10.7: CPS architecture for manufacturing processes [36]. 

Figure 10.8: Architecture of cloud-based cyber-physical manufacturing system [37]. 
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Fig 10.9: The conceptual model of CPMC [38]. 

4.	 AM – A Cyber-Physical System (CPS) during 
Covid-19 Pandemic 

It has been widely observed that during the COVID-19 emergency, there was a 
massive disruption in the supply chain leading to a shortage of materials, workforce, 
and other resources. This disruption has led to the need to augment manufacturers, 
suppliers, and customers at a single platform where the needs, demands, and 
availability of the resources can be mapped globally to opt for suitable options or 
processes. Implementation of CPS in additive manufacturing leads to decentralization 
of manufacturing, i.e., the freedom to manufacture what one wants, where one 
wants,and when one wants. From the literature review, it has been evident that there 
arose various scenarios in additive manufacturing during COVID-19 pandemic where 
there was a need to import or supply design files, to virtually access 3D printers, or 
robust interaction between cyber and physical processes. To thoroughly analyze the 
functioning, the interdependency of the two components: physical process and cyber 
components, it is necessary to study each scenario separately. Since it is a complex 
structure with numerous individuals involved at different stages, it becomes necessary 
to establish the boundary of responsibility for product safety and authenticity. 
Therefore, an effort has been made to identify the role and responsibility of different 
actors. Different models based on the implementation of AM in various scenarios 
have been discussed in the following section. Based on these analyses and the current 
global necessity, a new model’s basic idea has been presented. 

4.1 Supply Chain Models 

4.1.1 Model 1 

Considering additive manufacturing during the COVID-19 situation, there were 
multiple cases where raw materials (ABS (Acrylonitrile Butadiene Styrene), PLA, 
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Polyethylene Terephthalate Glycol (PET-G )) for printing various medical entities 
like masks, face shields, PPE kit, parts of ventilators, etc. were to be supplied to 
the manufacturer who owns the 3D printer. Design files were either purchased or 
imported from designers or various free repositories like NIH 3D Print Exchange [39], 
Thingiverse [40], GrabCAD [41], MyMiniFactory [42], and others. 

Design files are to be supplied with proper instruction such as surface finish, 
dimensional tolerances, etc. This scenario is discussed in Fig. 10.10, where station 2 is 
the manufacturing unit. Raw materials are procured from a manufacturer at different 
stations involving physical chain logistics. Design files are imported from designers or 
free online repositories (considered station 3) following a cyber or virtual supply chain. 
In this case, responsibility for the quality of the product lies in the manufacturer’s 
hand solely. Interaction of the virtual supply chain with the physical supply chain 
makes this cyber-embedded AM a cyber-physical system. 

Figure 10.10: Model 1. 

4.1.2  Model 2 

There were several cases where due to the shortage of machines, raw materials, or 
other resources, several companies/individuals outsourced necessary parts. Skilled 
CAD designers, design analysts, and 3D printing professionals may develop CAD 
models from scratch or download them from online repositories. The design was 
supplied through a virtual or cyber supply chain. Parts were printed as per the 3D 
printing instruction and design provided by the parent company. 

In this case, the product’s quality lies both on the parent company and the 
3D printing contractor. If the product does not perform its intended function, the 
3D printing instructions will be investigated for accuracy, and the processes of the 3D 
printing contractor that printed the part will be investigated to check if the instructions 
to print the product were followed correctly. After printing, testing and validating 
the product, it is shipped back to the parent company. It is then assembled, checked, 
and following the physical supply chain, and it reaches the customers. This model, in 
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Fig. 10.11, where station 2 is the central manufacturing unit, and the printing services 
are outsourced to station 1. This model differs from model 1 based on the main product. 
In this model, virtual location of design suppliers can be considered primary IPs, and 
due to the unavailability of printing resources or other constraints, the printing of part is 
outsourced. For example, various universities and schools outsourced their design files 
to be printed to other companies where resources were available during COVID-19. 
There were various organizations, start-ups, etc., that provided 3D printing services. For 
example, 3D Crowd UK [18] established a network where one could get, volunteer, or 
supply 3D printing services. This model comprises intricate interlacing of cyber as well 
as physical components making it a cyber-physical system. 

Figure 10.11: Model 2. 

4.1.3  Model 3 

This model deals with the scenarios where due to the sudden disruption of the supply 
chain, lack of manpower, or to follow social distancing norms, it was necessary for 
a trained professional to remotely access and monitor a 3-D printer. Although this 
model is still in its infancy, however advent in technologies like the IIoT (industrial 
internet of things) will lead to a firm and secure connection which will rapidly increase 
usage of this model. The most incredible benefit of IIoT is that it dramatically improve 
operating efficiency. In IIoT technology, sensors and actuators are attached to physical 
devices that can be monitored and operated remotely. This model, as described in 
Fig. 10.12, includes an operator at a different station that remotely accesses the 3D 
printer available at a different station. One such example of this scenario concerning 
additive manufacturing is using the KUKA robot for manufacturing 3D parts [43]. 
During Covid, the KUKA robot has been used in various universities and industries 
by programming it as a 3D printer. The operator can remotely access the KUKA robot 
using IoT and access its services, thus maintaining social distancing with the physical 
system and human resources. 
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Figure 10.12: Model 3. 

4.1.4  Proposed Model 

It has been well established that to withstand COVID-19 or any such medical 
emergency arriving in the future, the manufacturing domain and supply chain need 
diversification and decentralization. After examining the existing  models and the 
requirements of the manufacturing system in such times, an idea of a new model has 
been proposed in this section. This model is in its basic form and requires further study 
and analysis. The model is an integration of CPS-based AM with cloud manufacturing 
and thereby forming a robust, decentralized system where services and products can 
be customized according to the needs and demands of customers or situations. It aims 
at bringing manufacturing facilities, manufacturing software, customers, suppliers, 
manufacturers, design suppliers all under a common shared secure platform so that 
on-demand, on-site, sustainable production with real-time data sharing and monitoring 
can take place. The proposed model is described schematically in Fig. 10.13. A 
feedback loop is established, which gathers information from the existing customers 
about the product, its authenticity, and its performance which helps in determining the 
performance of the products. Based on this data, the process can be iterated effectively. 
The various stations have been defined which works independently as well as can be 
interconnected according to the need. Station 1 deals with customer’s demand and 
supply along with the monitoring logistics involved during the entire process via the 
indent management system. Station 2 supplies customizable CAD models, design files 
according to consumer’s demands. Station 3 serves as a 3D printer rental provider. 
Station 4 supplies printing services like slicing software. An operator is connected to 
terminal 6, where a local, as well as a remote operator, can monitor the entire process. 

One such example of cloud-based design collaboration and coordination is 
witnessed in the project of reconstruction of the Afsluitdijk. This 32-kilometer dam 
protects a large portion of the Netherlands from the Wadden Sea and regulates the water 
level in Lake IJsselmeer, Holland’s biggest lake. This scheme’s sheer scale means that 
over 500 architects, civil engineers, and contractors are all collaborating throughout 
the design and pre-construction phases from different geographic locations. This 
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Figure 10.13: Proposed model. 

requires a common cloud-based online platform for designers, planners, contractors 
to access, share, store, amend and work on designs and models based on real-time data 
and the latest information. For this purpose, Autodesk’s BIM 360 Model Coordination 
platform was used. This cloud-based platform connects AEC teams, helping them to 
execute on design intent and deliver high-quality constructible models on a single 
platform [44]. This helps the team to coordinate, run automated clash detection, 
extract real-time data for design coordination, ensuring simultaneous working for all 
departments and thereby speeding up the complete process. 

The proposed model (Fig. 10.13) follows a similar concept as the example stated 
above, i.e., every segment starting from customers, designers, manufacturer, supplier, 
and logistics are intricately connected. This ensures every member and segment 
involved is updated simultaneously with the latest information or the iteration 
proposed. If there is any feedback or query raised by any of the members, then actions 
can be incorporated immediately, leading to stage-wise iteration. 

Being a cyber-physical system, each segment is vulnerable to different attacks. 
Therefore, security in this model needs to be incorporated individually in every 
segment. According to the vulnerabilities of each segment, suitable security layers 
can be established within the organization itself or can be outsourced. 

5. Current Risks, Threats, and Security Methods 
AM being a CPS (cyber-physical system), has an intricate interlacing of cyber and 
physical components. With the increased interactions between cyber and physical 
components in the AM system, susceptibility to cyber-attacks, threats, intellectual 
property thefts, data exfiltration, counterfeit production increases. Due to the constant 
connection between the physical parts produced and cyber components, attacks and 
threats in the cyber components directly affect the quality, authenticity of the part 
printed. And when this product is used in medical emergencies like COVID-19, where 
the quality and legitimacy of the product unswervingly affect human lives, it becomes 
indispensable to have a firmly monitored, secure, reliable AM system. Henceforth, 



 

 

 

  

197 Implementation of Cyber Physical Systems in Additive Manufacturing... 

it becomes a necessity to identify potential attacks and threats, manage and monitor 
the vulnerability of the system. In this section, we identify current threats and attacks 
in the virtual as well as physical components in the existing supply chain models. 
Attacks on the entire AM process are hierarchically shown in Fig. 10.14. 

Figure 10.14: Attacks on AM. 

5.1  Supply Chain Attacks 
It includes attacks on physical and virtual components of the supply chain as well 
as intermediate cyber-to-physical and cyber-to-cyber- attacks on the logistics of the 
supply chain. To analyze the security aspects and form a robust, safe automated AM 
process, it is required to scrutinize vulnerabilities in every stage of the supply chain. 
Since the security and authenticity of the physical products (raw material, printed 
parts, etc.) are co-dependent on virtual components (design files, network, software, 
etc.), it is crucial to study cyber-threats and risks of existing models as well. Potential 
attacks on each of the above-mentioned models are discussed in this section. Models 
along with components prone to different attacks are shown in Figs 10.15, 10.16, 
and 10.17. 

5.1.1 Attacks on Physical Supply Chain 

(a)	 Printer attacks: One of the cyber-attacks on the AM system is in the physical-
cyber domain known as side-channel attacks. The consequences of this attack 
includes Intellectual Property (IP) theft and leakage of confidential trade data. 
Though IP theft is common in the cyber-to-cyber domain but could also be done 
via information obtained from the physical domain. For example, by extracting 
information from side channels of the physical domain like power supply, 
acoustics, electromagnetic emissions, etc., secret keys can be stolen from the 
systems performing cryptographic computations and connected to these channels 
[45]. One such example is the extraction of information from exploiting sounds 
emitted during Fused Deposition-based 3D printing. An attacker may access the 



 

Figure 10.15:  Attacks on model 1. 
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Figure 10.16: Attacks on model 2. 

information of cyber domain data (G-codes) from the physical domain (sound 
from the 3D printer)as described further in Fig. 10.18 [46]. 

(b)	 Raw material attacks: The quality of raw materials can be compromised either 
by attacking the physical supply chain or by directly attacking the material itself. 
By attacking the logistics of the supply chain time of arrival of the product can 
be delayed, thereby delaying the entire process. Therefore, various monitoring 
systems such as indent management systems in e-procurement of material 
should be used, where material could be monitored at various stages starting 
right from the ordering till its arrival. Additionally, the quality of material can 
also be hindered by exploiting the feedstock settings, manipulating the feed 
material, or other material storing parameters like temperature, humidity, etc. 
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Figure 10.17:  Attacks on model 3. 

Figure 10.18:  Acoustic side-channel attack model [46]. 

5.1.2 Attacks on Virtual Supply Chain 

5.1.2.1 Design Attacks 
(a)	 Attacks on the CAD model: The building of the CAD model is the first step 

in the designing process of the AM supply chain. It contains all the necessary 
information about the geometric data of the part to be printed. Intentions behind 
these attacks include stealing or corrupting the file. Any undetected damage 
to the CAD model transmits to .STL/.AMF file then further to tool command 
file, thereby propagating through entire supply chain leading to the printing 
of defected part/product. Therefore, to increase odds in detecting attacks, it is 
suggested to use revision management in PLM software [47]. These files serve 
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as valuable IPs for many of the companies/suppliers. Therefore, distortion or loss 
of these files leads to huge loss and can lead to unauthorized reverse engineered 
production of the stolen part. For example, ESET’s research showed that a worm 
ACAD/Medre.A was designed to steal and corrupt AutoCAD drawings [48]. 

 (b)	  Attacks on the STL/AMF  files:  After the completion of the CAD model, it is 
then converted into an STL/AMF file. These are considered a de facto standard 
for almost every AM process. STL  file contains only geometric details of the 
CAD model in the form of triangular facets. Each facet comprises three vertices 
along with an outward normal. Compared to the CAD model, it contains less 
information which makes it less prone to reverse engineering. However, these 
can be easily manipulated due to their lesser complexity. Further, since a single 
STL  file can be used in different printers, it becomes more vulnerable to attacks 
and has severe implications on all the products formed using a defective STL  
file. Sturm et al. [47] studied the various potential attacks on STL  files and 
their further implications. Void creation, scaling disruption, indents/protrusions 
creation, corruption/illegal encryption are significant threats to an STL  file. 
These attacks can have severe repercussions on the part to be manufactured. 
Therefore, proper security measures are required. 

 (c) 	 Attacks on toolpath files:  STL  files contain the details of the model, which is 
converted further into layers. Further, the toolpath is created from these layers. 
The toolpath file contains the instructions for the controllers to move nozzles, 
power, coordinate axes, extrusion rate, feed input, etc. An attack on these files 
includes alteration of tool path [49], exploitation in printing location, pattern, 
and timing leading to excess material at some position and scarcity of material at 
other, damage to tool and machine. 

5.1.2.2 Software Attacks 
Software threats or attacks can be classified into two categories: Malicious and Non-
malicious. Malicious attacks are intentional and are designed to steal information, data, 
passwords, corrupt files, etc. These are malicious software(malware) and can attack 
the system in the form of computer viruses, Trojans, worms. Some of this malware are 
even designed to provide remote access to the attacker. For example, a Trojan horse: 
In the case of AM a CPS, this can lead to unauthorized access of machines, digital 
files, IPs to an attacker, denial of service leading to severe implications for the quality 
as well as the authenticity of the final physical product. Therefore, proper encryption, 
information hiding, and security are required. 

5.2  Security Solutions 
In this section, various security solutions have been discussed for the CPS implemented 
additive manufacturing. These solutions could help in preventing existing threats 
and risks already discussed in the previous section. In addition to traditional system 
integrity, authenticity and confidentiality are equally important. When a part comes 
out of additive manufacture, it must be the exact desired part, without substitution or 
tampering. Besides, the associated  files must be vigorously protected from disclosure. 

5.2.1  Trusted Protection Module (TPM) 

Trusted Protection Module (TPM) is a chip-based microcontroller that securely 
stores encryption  keys, certificates, passwords, and other artifacts. It functions on the 
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authentication and attestation/encryption process. When an additive manufacturing 
system is fastened with TPM, an encryption key pair is provided where the private key 
never leaves the equipment. When the part file is attested under the relating public key, 
it must be unattested on this particular printer, and just if this present printer’s product 
has not been undermined. A distant attacker cannot acquire a duplicate of the decoding 
private key, and in this way, cannot decrypt the required additive file. Essentially, a 
section document can be endorsed by a private key in the TPM, and when approved 
by the relating public key, the authenticity is ensured by the system’s hardware [50]. 

5.2.2 Cyclic Redundancy Error 

CRC or Cyclic Redundancy Check is a method of detecting accidental changes/errors 
in the .STL file. CRC uses Generator Polynomial, which is available on both sender 
and receiver sides. Encrypted data or a key is generated from Generator Polynomial. 
This helps in the continuous checking of the .STL file against file manipulation and 
duplication. The modulo-2 binary division is used to divide binary data by the key 
and store the remainder of the division. Again on the receiver end same algorithm is 
performed, and if the remainder is zero, then it is confirmed that the file received is 
complete and error-free. 

5.2.3 Checksum 

The checksum is an error detection technique that can be used in AM virtual supply 
chain to identify whether an error has occurred or not in the .STL or CAD file that has 
been transmitted via the network. It does not take into account the number of error 
bits and the type of error. This is a block code method where a checksum is created 
based on the data values in the data blocks to be transmitted using some algorithm and 
appended to the data. When the receiver gets this data, a new checksum is calculated 
and compared with the existing checksum. A non-match indicates an error. 

5.2.4 Hashing Algorithm 

Hashing is a procedure regularly utilized in security to guarantee the legitimacy of a 
file. The file is run into the hashing function, which produces a line of the character 
called a hash. The hash is then posted alongside the record. At the point when a client 
downloads a file, they can run it through the equivalent hashing capacity and contrast 
the next hash and the posted hash. On the off chance that the two hashes match, the 
file can be thought to be indistinguishable from the first. What makes hashes viable is 
their capacity to change over a considerable document into an exact string that can be 
effortlessly shared. Any slight change in the record creates an enormous change in the 
hash. The basic adding of a solitary character to a book document will change the hash 
that is produced. At the elementary level, hashes can be (and are) utilized to guarantee 
that the .STL record received has not been altered. While this builds security, it adds 
some extra work to the interaction. Moreover, a record might be assaulted after it 
has been received and hashed or before it was hashed regardless. This issue could be 
tended to a limited extent by including the hash work at the hour of document creation, 
inside the CAD programming itself, and producing a hash work at the last advance 
all the while, where the .STL record is stacked into the printer programming to be 
changed over to a tool path [47, 51]. 
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5.2.5 Quick Response Code 

The virtual supply chain in AM poses various challenges when it comes to security 
and authenticity of the part produced. Quick response (QR) code presents diverse 
opportunities to encrypt files, gain control and protect unauthorized production 
of parts. Chen et al. [52] presented the possibility of exploiting the layer-by-layer 
process of AM for inserting an identification code inside the 3D printed part. This 
could be designed without negotiating mechanical properties. Further, to obfuscate 
code, it could be segmented into innumerous fractions, each at a different location and 
position. This leads to a single correct viewing orientation. However, the size of these 
embedded codes can be reduced. As machine learning emerges, a new possibility of 
using microstructure’s natural features as product authentication can be explored [53]. 

5.3 Emerging Security Solutions 

5.3.1 Digital Twinning 

Digital twins are virtual representations or digital replicas of a manufacturing system 
or supply chain or any service containing all necessary conditions and properties of 
the system. In additive manufacturing, the digital twin can be used to not only monitor 
the process but also aids in determining potential cyber-attacks. Digital twinning of 
AM is still in its infancy, owning to hurdles like the requirement of the vast amount of 
data to properly train the model to obtain accurate results. Data can be collected from 
experiments, sensors, numerical simulation, etc. Collection and classification of big 
data require the implementation of cloud computation with the cyber-physical system 
(CPS) in AM. To date, AM lacks in proper convergence of virtual and physical space 
leading to fragmented, stale, improper data collection. Mandolla et al. [54] proposed a 
digital twin for additive manufacturing in the aircraft industry through the exploitation 
of Blockchain solutions (shown in Fig. 10.19). 

Figure 10.19:  The digital thread for AM [48]. 

6.  Conclusion 
This study provides a detailed analysis of AM as a CPS and its implementation in 
mitigating the demand-supply gap that arose due to massive disruption in the global 
supply chain by the COVID-19 pandemic. Supply chain models currently used 
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were discussed, and also a basic idea of a new model was presented. Risk and cyber 
threats were analyzed on these models, and security solutions to existing problems 
were provided. It has been observed that the ability of AM to achieve a high level 
of customization according to needs, decentralized manufacturing and its agile 
supply chain made it a vital manufacturing technique. Post covid, it is expected to 
have a shorter and more fragmented supply chain. This can be achieved with the 
further digitalization of AM process and better integration of its cyber and physical 
components. These changes will result in different manufacturing processes with more 
partnerships in an open AM ecosystem and cloud-integrated AM. However, with the 
increase in the cyber-physical system, concerns about the security and authenticity of 
products arise. Proper safety measures and protocols should be defined against cyber 
threats and attacks. 
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Intelligent Cyber-Physical Production 
System Framework for Industry 4.0 
Realization 

Jitin Malhotra and Sunil Jha* 

1. Introduction 
The manufacturing industry is a significant contributor to the economy of any country, 
and without this sector, the overall development of a country is in a challenging state. 
The challenging times of the COVID-19 pandemic made us realize the importance 
of this industry and there arose the need of making manufacturing systems resilient 
enough to tackle such situations. The outbreak which presumably started from Wuhan, 
China in 2019 spread around the globe at an exponential rate and potentially derailed 
the world economy. In fact, considering just the situation of G7 countries which are 
the worst affected countries, they contribute 65% of world manufacturing, 60% of 
GDP and 41% of manufacturing exports. The manufacturing sector is likely to get 
a triple-hit affect due to supply disruptions, supply chain contagions, and demand 
disruptions during this difficult situation [1]. 

As the correct estimations of full effects of the COVID-19 pandemic’s effects 
cannot be made, assurance of long-term operations of factories has taken a critical 
toll because of it. Further current needs coincide with the digitalization needs i.e., 
demand of fully customized and personalized products [2, 3], manufactured products 
with sophisticated designs [4], more service-accustomed manufacturing [5, 6], energy 
needs [7], and a demand of higher quality products with minimum costs [8, 9], to 
mention a few. As rightly depicted by Tao et al. in the pre pandemic situations, the 
trend is shifting towards something termed as TQCSEFK (faster Time-to-market, 
maintaining highest Quality, with the lowest Cost, providing best Service to customers, 
retaining Environment cleaner, providing greater Flexibility, and highest Knowledge), 
and is very well applicable in the situations like the pandemic as well [10]. 

Considering the challenges posed above and with advancements in information 
and communication technologies (ICT), a term Cyber-Physical Systems (CPS) was 
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Nomenclature 
CPS Cyber-Physical Systems 
CPPS Cyber-Physical Production Systems 
CNC Computer Numerically Controlled 
AI Artificial Intelligence 
IoT Internet of Things 
IIOT Industrial Internet of Things 
AMMS Advanced Micromachining System 
AGV Automated Guided Vehicle 
IPC Industrial PC 
CAD Computer-Aided Design 
AWS Amazon Web Services 
ML Machine Learning 
EDM Electric Discharge Machining 
RAMI Reference Architectural Model Industries 
IIRA Industrial Internet Reference Architecture 
SIRI Smart Industry Readiness Index 
AR Augmented Reality 
VR Virtual Reality 
MR Mixed Reality 
CCD Charged Coupled Device 
RPi Raspberry Pi 
SaaS Software as a Service 
PdM Predictive Maintenance 

introduced by the National Science Foundation in the US in 2006, which states the 
merger of cyber parts to physical world entities, stating that it appears to be a solution 
[11]. In this highly competitive and dynamic market, manufacturing companies want 
to secure their positions and further improve their competitiveness. Thus, they are 
working towards developing and integrating complex production networks having a 
more flexible and resilient nature [12, 13]. Also, when these highly data-intensive, 
automated cyber-physical systems are added to production facilities, it makes 
them smarter, and a special term is created for such systems called Cyber-Physical 
Production Systems (CPPS) [14, 15, 16]. This chapter focuses on such systems which 
have the capability to tackle the challenges posed by pandemic like situations. 

Thinking about CPPS entities, there is a requirement of standards, architectures/ 
frameworks for transitioning the current facilities to a more adaptable and smarter 
systems which are Industry 4.0 compliant. Few researchers in academia have presented 
some architectures like Lee et al. [17] proposed a unified 5C level architecture for 
CPS; Zhang et al. [18] presented an add-on CPS for existing machining centres; Liu 
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and Xu [19] proposed architecture for cyber-physical machine tool centred CPPS. 
Even some consortiums are established worldwide for the promotion of fourth 
industrial revolution in pre-pandemic times which if realized in current circumstances 
will definitely give a boost to the manufacturing sector [20–23]. 

In addition to core CPPS its related technologies like big-data [24], Industrial 
Internet of Things (IIOT) [25], cloud computing [26], etc. can also play a role in 
transitioning to a smart factory environment. After carefully analyzing the literature, a 
key finding was that case-based architectures have been proposed by many researchers 
previously, but they lack a detailed physical implementation. Further, the requirements 
of Industry 4.0 i.e., manufacturing systems to be more flexible, reliable, scalable, 
adaptable, autonomous, with the ability to shorten manufacturing time and costs and 
fulfil heterogenous needs of customers 24×7 are very well required in COVID-19 like 
situations also. These systems should be interlinked, interconnected, have the ability 
to interact, and integrated from top to bottom of the manufacturing pyramid. So, a 
framework called Intelligent Cyber-Physical Production System (i-CPPS) is proposed 
in the current chapter, to fulfil the needs of the manufacturing sector in COVID-19 
situations and can be applied on both new and legacy production systems. 

The main contributions of this research are: 

 a.		 Identifying and listing technical requirements for a CPPS framework, which 
mostly stands relevant in COVID-19 situations. 

 b.  Proposing 	 an Intelligent Cyber-Physical Production System (i-CPPS) 
framework, connecting all elements of a manufacturing enterprise from the 
smallest manufacturing entity to the cloud platform. 

 c.		 Step by step implementation of i-CPPS framework covering all the building 
blocks with a detailed prototype usecase implementation flow in a smart  
factory scenario.  

 d.  Three brief application areas in times of COVID-19 situation where i-CPPS 
framework can come in handy during the realization phase. 

The rest of the chapter is organized as follows: 

Section 2 puts forward research questions related to a smart factory considering the 
currently available literature on CPPS architectures and related terms with a special 
emphasis on implementations done till now. This section further lists the requirements 
of a CPPS framework which needs to be considered in defining and implementing any 
CPS framework for manufacturing. 

Section 3 introduces a four-level Intelligent Cyber-Physical Production System 
(i-CPPS) framework. It elaborates the architectural layout and various technological 
functions available at each level. Detailed steps for implementing i-CPPS framework 
in a factory environment are given. 

Section 4 provides a prototype use case implementation flow in a smart factory 
environment starting from a customer query to final product delivery based on 
i-CPPS framework. This section also presents 3 brief application areas in COVID-19 
pandemic situation which can be realized using proposed framework. 

Section 5 concludes the work with a discussion on how the requirements listed in 
Section 2 are covered in proposed the i-CPPS framework and provide future directions 
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on how to promote an i-CPPS framework and inspire the research community and 
industry personnel to implement it with ease. 

2. Literature Review 
The current section presents a literature review which is available in the domain of 

CPS and its related terms with a focus on manufacturing. Authors have tried to create a 

comprehensive conceptual view of what needs to be called a smart production facility 

and tried looking for some concrete industrial implementations, but with no luck. Some 

research questions are formulated during the creation of this holistic view of a smart 

production facility,and it’s assumed by answering these questions, a comprehensive 

list of requirements for a CPPS framework can be formulated. The authors do not 

claim the requirement list to be exhaustive, but they are a very good starting point 

for what to expect from an Industry 4.0 compliant facility and points to a prominent 

direction for achieving the goals of smart manufacturing. Research Questions (RQ) 

are listed as follows:
	

RQ 1: What are Cyber-Physical Systems?
	
RQ 2: What are Cyber-Physical Production Systems?
	
RQ 3: What are the key features of Cyber-Physical Production Systems?
	
RQ 4: On what parameters, do the production facilities need to be assessed so as to 


be called smart production systems? 
RQ 5: What about the legacy production facilities, will they be also supportable 

under these smart production systems? 
RQ 6: What industry standards are available for a smart factory? 
RQ 7: How will the data generated inside the factories be utilized in the creation of 

smart factories? 
RQ 8: What cyber-security measures need to be taken inside a smart production 

facility? 
RQ 9: What are the steps to create a smart production facility? 
RQ 10: How Cyber-Physical Production Systems can tackle COVID-19 pandemic 

like situations? 

The questions above are answered by considering the CPS based works available 
in literature in the manufacturing sector. This exercise also helps in listing out requisite 
requirements of a Cyber-Physical Production System framework which can guide in 
the creation of new production facilities or upgrading the legacy production facilities. 
A complete CPPS framework is further proposed by authors in Section 3 considering 
the requirements (R1, R2, R3 . . . etc.) mentioned in the current section with a detailed 
description of prototype implementation flow of this framework and brief applications 
in Section 4. So, let us start from question 1: 

RQ 1: What are Cyber-Physical Systems? 
CPS origin is linked to embedded systems [27], and researchers define them as a 
conglomeration of computing entities to physical systems, to perform specified tasks. 
In-fact these embedded devices are tightly integrated with physical entities to embed 
intelligence to them. These low-power devices have the capabilities to sense, analyze, 
control, and actuate the physical entities in real-time. 
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The CPS are next generation engineered systems which have capabilities ranging 
from self-awareness, self-prediction, self-comparison, self-organization, and self-
maintenance [28]. CPS has in its applications in domains like manufacturing [11, 
15–22, 29], transportation [30–33], healthcare [33–36], robotics [37–39], agriculture 
[40–43], energy [44–47], to name a few. 

RQ 2: What are Cyber-Physical Production Systems? 
The Cyber-Physical Production Systems (CPPS) are defined as a collection of smart, 
autonomous,and co-operative entities and systems that are networked across all 
levels of production, i.e., starting from individual machines and going up to cover 
whole factories with a deep integration to various business-related functions [16]. 
For creating such smart systems, there is a need of a framework which can guide the 
industry personnel to create new manufacturing facilities or upgrade the existing one 
into an Industry 4.0 compliant facility. 

The extent of CPPS is across the full production facility, but such smartness 
cannot be achieved without knowing what to achieve from a smart production facility. 
So, there is a need to define some objectives, like a goal to optimize the energy 
consumption in the production facility or to trigger a warning by analyzing the high 
vibrations in machine sensory data which can schedule a predictive maintenance so 
as the unexpected production down-time can be reduced,all of these will fully justify 
the needs of a CPPS. These smart systems will have intelligent software modules 
with some predefined and universally applicable goals irrespective of a type of smart 
entity like energy optimization goal or a waste reduction goal, and these entities have 
hard-coded these software modules into them,but some of them will be programmed 
based on the needs of the application by the AI based algorithms running in the smart 
production facility like monitoring the tool wear so as to maintain necessary surface 
roughness for a machined part [48]. For declaring and realizing these definitive goals, 
the AI and machine learning will surely play a significant role and neural network-
based smart models need to be defined. Also, the goals need to be defined individually 
as well as collectively in the CPPS chain. So, this gives us the first requirement of a 
CPPS framework: 

R1:	 Definitive achievable goals defined individually for each CPPS element 
and collectively for the CPPS chain 

Various international organizations have proposed reference architectures to 
implement these CPPS like Reference Architectural Model Industries 4.0 (RAMI 
4.0) [20] proposed in Germany, which unites 3 significant domains of engineering, 
depicted in a three-dimensional form. This model is based on the 6 layers smart 
grid architecture, and its first dimension covers the main blocks of an organization 
from businesses to assets stacked vertically, second covers the hierarchy levels in 
an organization, i.e., from a product, field device to a connected world of a large 
number of devices. The third dimension is the life cycle of the products, as all the 
layers and levels are considered along a product lifecycle. Another popular model is 
Industrial Internet Reference Architecture (IIRA) as proposed by Industrial Internet 
Consortium [21], which is like RAMI 4.0 and consists of three axes architecture in 
which Z-axis has various viewpoints about the product and company. The X-axis 
depicts all stages of the lifecycle of the product, starting from idea conceiving to 
its disposal. And the third axis covers various sectors, so some specific concerns of 
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each domain are taken into consideration. One more reference architecture is the 
Smart Manufacturing Ecosystem [22] by NIST, USA. This is designed around the 
manufacturing pyramid and consists of 3 dimensions, i.e., the life cycle of a product, 
the lifecycle of a production facility, and the business function. In this architecture, 
everything revolves around the manufacturing pyramid and it covers from field level 
devices to the enterprise levels. Few more reference architectures are also proposed by 
various countries like Intelligent Manufacturing System Architecture [23] proposed 
by China, Industrial Value Chain Reference Architecture [49], by Japan. The reference 
architectures proposed are still in their infancy states and mostly conceptual, which 
make it a little bit more difficult for industries to implement them. 

Further reviewing the works of the academic community, a famous 5C architecture 
by Lee et al. [17] exists, which focusses on the Industry 4.0 based manufacturing unit. 
This architecture defines 5 levels in which a guideline is given on how the cognition 
in manufacturing is achievable. Its focus is more on providing cognitive functions to 
CPS. Its lowest level initiates the data acquisition in the physical world and reaches 
a level of cognition at the top level where the systems can work autonomously and 
have self-awareness and self-configuration like features. Liu and Xu [19] proposed a 
new generation cyber-physical machine tool called machine tool 4.0 which integrates 
machine tool, machining processes, computation and networks utilizing the embedded 
devices and completes the feedback loops in a CPPS. Liu and Jiang [29] proposed 
architecture for intelligent manufacturing in the shop floor having an interconnection 
of hardware devices, data acquisition, processing, visualization, and knowledge 
acquisition and learning module. 

Reviewing the above works from academia and industry, it was quite evident 
that some kind of consciousness (intelligence) needs to be imparted to the physical 
systems so as to make them smart and work in an autonomous manner [17, 28]. The 
consciousness can be imparted to these machines by hardware as well as software 
means such as installing more sensors on them (hardware means),or by deploying AI 
based predictions and decision-making models on them, or by providing feedback 
loops in the systems, which leads to our second requirement of a CPPS framework: 

R2:	 The CPPS framework should make physical components enough 
capable to self-configure, self-aware, self-predict, self-optimize, and 
self-protect themselves by embedding intelligence in them, so as they 
are usable in multiple domains with heterogeneous communication 
environments 

RQ 3: What are the key features of Cyber-Physical Production Systems? 
The Cyber-Physical Production Systems are defined in the RQ 2 in quite a detail, 
now let us dive deep into features of these smart production systems. There is a need 
of CPPS to have a connected nature so that the data and information can flow in a 
smooth manner, but a major concern of current production systems are the proprietary 
interfaces [50] for data communication with automation hardware like Profinet in 
case of Siemens hardware or Ethernet I/P in Allen Bradley hardware. This creates a 
major bottleneck as the interoperability and interconnection is not so efficient among 
these proprietary protocols and also the total cost of ownership is quite high [51], so 
MT Connect [52] and OPC-UA [53] like open-source standards for industrial data 
communication come into the picture which can play a significant role in getting over 
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this barrier. The CPPS element should support a well-defined, universally accepted, 
and interoperable standards for communication to individual components defined 
in the CPPS chain. CPPS components having external interoperability provides 
flexibility and customizations in the system by utilizing standard interfaces. This gives 
us our third requirement of a CPPS framework: 

R3:	 A well-defined, universally accepted, and interoperable standardized 
interfaces throughout the CPPS chain 

Talking further about the features of these CPPS elements as rightly depicted by 
researchers in [9, 11, 16], these systems should have the flexibility and scalability 
so as the heterogenous elements can be connected in an efficient manner. The CPPS 
framework defined should be capable enough to scale up or down for numerous 
applications with varying sizes and complexity. It should support heterogeneous 
cyber-physical components, users, complex applications, and a variety of data traffic 
volumes to achieve a common manufacturing goal. So, in an ideal situation, the 
same facility is competent enough to produce a complicated part and a simple part 
in varying batch size based on the needs. And to achieve all of this, the modular 
configuration plays a big role [50]. The framework should focus on the modularity of 
systems having smart components working on standardized interfaces with predefined 
characteristics. The system configuration can be changed in real time based on product 
requirements giving more flexibility and reliability to the production system. This 
leads to fourth requirement of a CPPS framework: 

R4:	 A sense of scalability and flexibility across the CPPS structure with 
modular and reliable elements throughout the CPPS chain 

The elements of CPPS framework should demonstrate a sense of modularity 
and reliability in the domains of inter and intra device communication, services, 
applications, and big-data managing capabilities to meet the system requirements of 
Industry 4.0 compliant systems. Also, the system should be resilient enough to thwart 
unwanted external and internal changes in the system [11]. So, to have such modularity, 
the CPPS elements should have component definitions which help them to establish a 
link to various components with a wide range of functions connected across the CPPS 
chain, based on the needs of the applications and goals [50]. Component’s discovery 
and detailed characteristics should be well defined in a definition library, so that plug 
and play functionality can be achieved [16]. This gives us our fifth requirement of a 
CPPS framework: 

R5:	 Unambiguous component definitions of each element throughout the 
CPPS chain 

RQ 4: On what parameters, do the production facilities need to be assessed so 
as to be called smart production systems? 

Although the reference architectures are the traditional way to assess any facility 
for their smartness, however there is a good initiative by the Singapore Economic 
Development Board (EDB) in collaboration with top technology companies, 
consultancy firms, and experts from industry and academic, where they launched 
a Smart Industry Readiness Index (SIRI) with an Assessment Matrix in November 
2017 to help manufacturers measure their readiness towards the Industry 4.0 needs 
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[54]. This index has three major building blocks which are Technology, Process, and 
Organization. These building blocks further have 8 pillars of the index, which are 
the crucial areas, and the companies must have their eyes on to achieve the goal of 
becoming smart industries. These pillars can be mapped onto 16 dimensions which are 
the assessment areas for a company and can help them in evaluating their facilities as 
per Industry 4.0 readiness. Each dimension further has 6 bands along which evaluation 
can be done. It also has a prioritization matrix for industries to focus on the key areas 
to improve in order to get maximum benefits. This index could be a good way to 
start the assessment of any industry and even the architectures or frameworks defined 
for the manufacturing sector could derive some key points and features from it for 
assessments, which are currently missing. 

RQ 5: What about the legacy production facilities, will they be also supportable 
under these smart production systems? 

The CPS with its related technologies could help in taking a step forward in the 
direction of innovation and act as the carriers to transition from Industry 3.0 to 
Industry 4.0. But one of the concern of manufacturers and factory owners is about 
the brownfield installations and how will these technologies be deployed in them 
for benefits? Very little work has been reported in literature about this concern e.g., 
Zhang et al. [18] proposes an add-on CPS architecture for existing machine tool by. 
It is a 3-layer architecture in which a machine tool is made smart by adding some 
additional sensors to it, acquiring and processing data from them and further storing it 
in the cloud. This work further complements a brief implementation on few systems 
in the lab environment. Similarly, there is talk about legacy systems of Industry 3.0 
to Industry 4.0 [55] and about migration of current components to be supportable 
under Industry 4.0 trends [56]. Considering this concern, the architecture should 
support legacy components available in the chain to achieve more from it as this 
would be one of the cost-effective solutions instead of straight away replacing them 
by new components and systems. One of the solutions could be to design specialized 
embedded components for these older physical systems which can act as a bridge 
considering the security aspects, make them capable enough to get connected on open 
standards in an efficient way which will further accelerate them towards Industry 4.0. 
This gives us our sixth requirement of a CPPS framework: 

R6:	 Support for legacy components and systems in CPPS chain considering 
both hardware and software terms for efficient control in a secured 
manner 

RQ 6: What industry standards are available for a smart factory? 
As the fourth industrial revolution is still in its infancy, worldwide many organizations 
are working towards a development of standards. As stated earlier in answer to RQ 2 
about the reference architectures, the organizations are trying to modify the currently 
available standards so that they can be adapted according to the Industry 4.0 needs. 
As described by Trappey et al. [57], where they have divided the full production 
systems in 4 major layers, and along each layer various components and systems are 
categorized which further list available standards for each of them. The first layer is 
the perception layer which covers the physical systems having sensors and actuators, 
second is the transmission layer which focusses on communication methods and its 
related protocols. Third layer is the computation layer which covers the cyber part of 
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the CPPS i.e., hardware, software, algorithms, cloud platforms, etc., which embeds 
the consciousness into the physical systems. Last is the application layer, which 
collects the data from previous layers and acts as a bridge between the customers and 
provides all business-related functions available to customers and organizations. The 
standards and regulations are available for the basic components in an individualized 
manner, but it is not available for a complete system, so there is a need that either these 
standards be adapted for needs of Industry 4.0 or they can be defined from scratch. 
In a similar way few countries like Australia [58] and Germany [59]are also working 
towards defining the standards for various components and systems which can ease 
the transition of the manufacturing sector towards a more smart and intelligent future. 
So, this gives us our seventh requirement of a CPPS framework. 

R7:	 The CPPS elements compliance with necessary regulations and 
standards laid for product quality, environmental safety, human safety 
or related to any function present in the full product life cycle 

RQ 7: How the data generated inside the factories will be utilized in the creation 
of smart factories? 

Communication and Data are the key ingredients of smartness [17]. In absence of 
any,the requisite smartness cannot be achieved as predicted or imagined under the 
regime of Industry 4.0. The communication is well described above and covered under 
the requirement R3, so now it is time to discuss the data. Tapping of a large pool of 
data most popularly termed big data is not possible, if a medium/path to access it is 
absent or the CPS technologies are not utilized properly,but if everything is done right 
it will majorly be contributing to the customer centric products, achieve a definitive 
goal of optimized production facilities with less wastage and a huge financial savings 
[60].The big data has five major challenges termed as 5 V’s of big data: volume, 
variety, veracity, velocity, and value [61]. So, the CPPS framework defined should 
have some way to tackle these 5V challenges to get the most out of the enormous data 
generated in the factories. Starting from the first two V’s of big data i.e.,Volume and 
Variety: these two are directly linked to the capabilities of physical systems. Every 
physical system is generating the data but to capture them fully there is a need to 
modify the hardware and software terms. Data captured is just not from the traditional 
system but is captured from various heterogenous sources available in the factory and 
even humans are its contributors. Heterogeneity leads to uneven data formats and vary 
from system to system, but to properly get the value out of it, data needs to be in a 
proper structure, where the software can play a huge role by properly formatting the 
data during acquisition itself. The next challenge comes in managing and the storage 
of this big data, so as real time interfacing and decision making can be done. This 
leads to our eighth requirement of a CPPS framework: 

R8:	 The CPPS elements should capture structured or unstructured data 
from various distributed systems, manage them and store them in a 
neutral format for accessibility purposes 

The third and fourth V are the Veracity and Velocity, as the initial challenge of data 
capture is linked to capabilities of both the hardware and software. Now the huge data 
once acquired needs to be processed and meaningful insights are required out of them, 
but the reliability of data or the authenticity of the data needs to be verified as the 
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smart algorithms would take decisions based on them. If the input data is incorrect the 
output will be incorrect also, which poses a challenge of verifying the data in real time 
and which is also streamed in large quantities continuously into the software modules. 
To tackle the data veracity issue, the software modules can be configured to utilise the 
data from simulations, historical data or even from a similar physical system which 
needs to be done in real time but mostly would be limited by the computing capabilities 
of the systems installed [60]. Even Velocity challenge depends on the capabilities of 
the physical system at the acquisition end, transfer capabilities and then analyzing in 
real time. Also, the velocity challenge varies from application-to-application basis, 
some data may be changing in microseconds but others may not be changing even for 
days. This leads to our ninth requirement of a CPPS framework: 

R9:	 The CPPS framework should have a mechanism to check data 
authenticity and cater to the needs of customers considering the 
capabilities of software and hardware modules 

Last V is the Value which focuses on getting the benefits from the heterogeneous data 
acquired and analyzed with help from smart algorithms. Once the data is properly 
processed and analyzed only then is the data presentable across various platforms based 
on the needs. This value is the key factor and helps in optimizing the manufacturing 
systems. All the applications and decisions will focus on this aspect whether related to 
design, planning, tracking, manufacturing, quality control or scheduling maintenance 
activities [62]. This leads to our tenth requirement of a CPPS framework: 

R10:	 Meaningful inferences and informative plots from processed ubiquitous 
raw data 

Tao et al. [62] explained the smart manufacturing scenarios and application in a data 
driven environment. Importance of data is described briefly by authors in starting 
from the first industrial revolution to the future of big data-based manufacturing. They 
also explained the role of data in the complete product life cycle and proposed a data 
driven smart manufacturing framework. The applications of data are not only limited 
to four pillars of product life cycle i.e., design, plan manufacture and recycle but also 
covers the other major task in the industry like the predictive maintenance scheduling, 
tracking material and distribution in an optimized way based on real time situations, 
real time quality control tasks, to name a few. Also, in [24], authors presented a big 
data-based analytics platform with two very good actual applications in a real time 
machining task. Some more applications like this one [63], where a controller tuning 
is done with the help of big data in a CNC machine, also [64] where a quality control 
application is implemented based on big data. Looking at the smart future in fourth 
industrial revolution, data will play an eminent role in achieving the smartness. 

RQ 8: What cyber-security measures need to be taken inside a smart production 
facility? 

The traditional IT systems have various security measures and standards defined from 
a very long time. But with the emergence of smart production systems that have IT 
technologies connected to the physical production systems, all of which were till 
now disconnected from the outside world, poses a new and serious threat to these 
physical systems [65]. Although mostly problems related to cyber-security would 
have solutions inspired from the traditional IT systems. Even then there would be 
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few challenges which currently seem an issue in physical systems in comparison 
to traditional IT systems like as defined by authors in [66] the secure development 
lifecycle with timely low-cost and reliable patches in terms of hardware and software, 
assessment of various attack detection and security models, data security in terms of 
manufacturing processes and internal data. Also, as described by Chhetri et al. [67], 
there is a need of confidentiality, integrity, and availability in product life cycle stages 
i.e., design, prototyping, ordering, industrial processing, sales, and in maintenance. 
They also described various trends in these stages. Although much work has not been 
done by academia and industry in this domain, it surely needs to be a part of the smart 
production systems. This leads to our eleventh requirement of a CPPS framework. 

R11:	 The CPPS framework should have provisions to maintain security of 
all CPPS elements, communication networks and the data streams in 
CPPS chain at utmost priority 

RQ 9: What are the steps to create a smart production facility? 
The previous 8 questions mostly cover the various perspectives of the smart 
production facilities and define what a smart production could be, but now the main 
question arises, how to implement it? During the literature review, the authors find that 
minimal literature is available on examples or prototype implementation of various 
proposed CPS, CPPS frameworks or even architecture proposed for various interlink 
technologies like IOT [68, 69], IIOT [70–74], cloud computing [5, 6, 10, 26], FOG 
computing [75–78], EDGE computing [79–81], big data [24, 63, 64, 82–84], and smart 
factory [85–88], etc. Also, a literature review on Industry 4.0 by Kamble et al. [89] 
also states the fact to prove that work done on Industry 4.0 and its related technologies 
are conceptual works: 47%, case studies: 27%, simulation work: 10%, experimental 
work: 7.5%, survey: 6%, and prototype: 2.5%. The actual prototype implementation 
is mere 2.5%, so there is very major gap in the implementation of CPS, CPPS and 
manufacturing focussed frameworks in the real world. So, there is no step-by-step 
implementation available till now, but authors have made an attempt in the current 
work to fill this gap with an Intelligent Cyber-Physical Production System (i-CPPS) 
framework for the Industry 4.0 environment having a special focus on steps detailing 
its implementation and an actual prototype implementation in forthcoming sections. 

RQ 10: How Cyber-Physical Production Systems can tackle COVID-19 
pandemic situations? 

The COVID-19 pandemic is an unexpected, unwanted, and difficult situation for almost 
all industries in world, whether it’s the manufacturing or tourism or the education 
sector. But manufacturing being the critical industry of any country and without it the 
economy cannot sustain this and with this pandemic is affected the most as everything 
comes to standstill in a lockdown condition. High risks and the high mortality rate of 
COVID-19 further created more challenging issues like the disruptions of supplies, 
demand-side shocks, transportation problems, production disruptions, and distorted 
demand patterns. The anomalies that affected the market and ramped up the production 
of some products like masks, PPE kits, sanitizers, gloves, ventilators, oximeters, etc., 
whereas on the other side reduced the operations in some industries like aircraft 
manufacturing, automobile manufacturing, etc. These challenges emerging out from 
the COVID-19 pandemic further arose the need for production facilities to be more 
robust, flexible, interconnected, reconfigurable and resilient to tackle such dynamic 



 

 

  
 

 

 

220 Cyber-Physical Systems: Solutions to Pandemic Challenges 

situations. Here the CPS with its related technologies can play bigger role not just 
in handling the situations but also improving them by providing consciousness to 
machine tools and to make them smarter. All four blocks of product life cycle i.e., 
design, manufacture, maintenance and recycle will benefit from these systems as the 
digitalization trend will open doors for a smarter and collaborative platform which can 
work with humans, behave like humans, and learn from them. Let’s take an example 
for shortage of ventilators which arose during this pandemic and manufacturing 
sectors were not capable to ramp up their production in such a short duration amid the 
restrictions posed due to COVID-19, but by implying the technologies from Industry 
4.0 cloud and considering a modular, flexible, reconfigurable, network oriented, data 
intensive product approach helped in manufacturing and fulfil the needs of ventilator. 
Similarly, other health care needs like PPE kits, masks, gloves, nasal swabs, sanitizers, 
etc. were also manufactured by implying the approach of cyber-physical systems in 
manufacturing sector. Also, Section 4.3 presents three application areas which can be 
a realized by help from CPS and its related technologies and can create production 
facilities smarter. 

3. 	 Intelligent Cyber-Physical Production System 
(i-CPPS) Framework 

Section 2 reviews the needs and expectations of CPS in production systems, CPS 
frameworks proposed till now for production systems, presented the critical 
requirements for a CPPS framework, and concluded with a need of a CPS 
framework for a production system with detailed implementation steps. This section 
in conjunction with Section 4 fulfils this gap with an Intelligent Cyber-Physical 
Production System (i-CPPS) framework which is applicable to a single smallest 
manufacturing entity capable of performing manufacturing tasks independently and to 
multiple manufacturing entities working in a collaborated manner forming a factory. 
It shows the way to impart intelligence in each manufacturing entity, connects them 
to the cloud platforms with a capability of intra and inter-enterprise communication to 
realize the goals of smart manufacturing. 

The hierarchical architecture of i-CPPS is presented in a four-layer structure in 
this section, as shown in Fig. 11.1. All four levels have their individual role to play in 
this framework and they share a progressive and interdependent relationship amongst 
them to achieve higher levels of autonomy. The first level is termed unit level and is a 
vital constituent of this architecture. Here the intelligence is added to physical systems, 
to make them smart and autonomous. Also, the data is captured from heterogeneous 
sources, pre-processed in real time on EDGE devices, critical decisions are made 
autonomously, and transferred to the upper level. The second is shop-floor level, 
which constitutes a group of unit level entities working in collaboration. A FOG cluster 
analyses the pre-processed data using AI/ML algorithms and develop AI models for 
deployment at unit level. It is also responsible for regularly updating the digital twins. 
The third level is factory level, which combines various shopfloors and acts as a 
complete service and management platform inside a factory. This level takes care of 
the needs of the previous two levels in terms of resources, inventory, raw materials, 
energy needs, etc. Topmost is the cyber level, which provides a platform to serve 
the needs of various enterprises and customers. It handles the big data generated by 
individual factories, keeps a copy of it, analyses it, processes it using AI algorithms, 
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Figure	 11.1: Hierarchical architecture of i-CPPS framework. 

and provides key control actions for the factories while taking human experts in  
a loop. 

3.1  Unit Level  
Unit level comprises a minimal manufacturing entity capable of performing defined 
manufacturing-related functions in a standalone manner. Each unit level entity 
contains hardware components and software modules which are packaged to form 
these smart systems. The key elements of unit level are detailed in Fig. 11.2. The 
first element is the physical entity which is a group of components like motors, linear 
actuators, drives, mechanical grippers, spindles, etc. assembled in a specific fashion to 
form unit level smart entities like CNC machining centres, robots, conveyors, AGV, 
to name a few. 

The second element is a continuous stream of data, generated and acquired out of 
these physical entities and through external sensors like temperature sensors, vibration 
sensors, optical sensors, cameras, etc. Physical entities are the primary source of data, 
like in a CNC machining centre, position data, rotatory/linear speeds data, voltages and 
current across various smaller modules and systems. This element plays a crucial role 
in interfacing the state of the physical entity, helps in updating the digital twins and 
comes handy in maintenance and disposal related activities. 

The third element is the EDGE device, which is an embedded hardware connected 
on top of physical entities. It acts as a computing part which is added to these physical 
components for making the physical entity smart by embedding intelligence into them. 
This device is capable enough to run AI/ML models for real-time analysis, common 
fault detection, and alert generation purposes. EDGE device has least latency rates, 
usually in the range of micro-seconds, so as critical decisions can betaken in real-time. 
It also provides the heterogeneous network connecting capabilities to these physical 
entities for establishing communication with other unit level devices and connect to 
the upper levels. 



 

	 	
 

 

222 Cyber-Physical Systems: Solutions to Pandemic Challenges 

Figure	 11.2: Unit level of i-CPPS framework. 

These three elements are the core constituents of unit level. They are combined to 
realize the goals of smart manufacturing by efficiently utilizing the resources provided 
to each of physical systems, implementing data acquisition, data transfer, and analysis 
by AI models at EDGE, as well as realize control commands generated by upper 
levels. The roles of humans at this level are usually in the form of operators for these 
unit level smart entities for monitoring and maintenance purposes utilizing the HMI 
panels or augmented/virtual reality-based glasses. 

3.2	 Shop-floor Level 
When multiple unit level devices are grouped and tend to work in collaboration for 
achieving a manufacturing goal this forms the second level of i-CPPS framework 
termed as the shop-floor level, as shown in Fig. 11.3. Various unit level smart entities 
interact, inter-operate, interconnect, and communicate in such a way to realize the 
targets of smart manufacturing. Flexibility, which is one of the critical components of 
the fourth industrial revolution, is realized by this level. 

The key element of this level is a FOG network, which is a cluster of computing 
modules, storage modules, data processing modules, service modules, etc. and is 
available at both shop-floor and factory levels. Using this cluster network, the first 
task for this level is to create information models for individual unit level devices. 
Information models constitute two components static and dynamic. The static 
component has data like manufacturer details, entity specifications, manuals, CAD 
drawings, characteristics data, storage instructions, historical product life cycle data, 
shipping data, assembly instructions, etc. The dynamic component is the real-time 
data generated out of unit level smart entities. 

On the combination of static and dynamic data components, the digital twins of 
the unit level entities come into existence, which is one of the key elements of Industry 
4.0 requirements. These twins help in developing AI/ML models for deployment at 
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Figure	 11.3: Shop-floor level of i-CPPS framework. 

EDGE and play a vital role in the production and business-related functions and 
making decisions at upper levels. Also, it utilizes various manufacturing software as 
a service like MES, PLM, CAPP, etc. at this level. Shop-floor level first simulates the 
production digitally and then assigns individual tasks to unit level devices based on 
their availability, criticality of the job, and nature of the job, with corresponding initial 
parameters provided as feedback from digital twins. 

Shop-floor level assists the factory level in addressing the challenges of 
achieving operational excellence by providing necessary data in a required format and 
implementing the supervisory commands generated by factory level. AI/ML plays a 
bigger role in the smooth execution of tasks at this level. The latency among the data 
flow varies based on the task like a safety-related task for human or unit entity runs in 
near real-time, but a maintenance scheduling task may run in microseconds or seconds 
brackets. Humans play a crucial role as the shop floor managers, commissioning 
smart entities, and in scheduling, maintenance-related activities utilizing the large 
dashboard-based interfaces and AR/VR/MR technologies. 

3.3 Factory Level 
The third level of i-CPPS framework is factory level which integrates multiple 
shopfloors, and business functions like logistics, inventory, maintenance, etc. inside a 
factory, as shown in Fig. 11.4. This level’s prime responsibility is to manufacture the 
products as demanded by users with required specifications and quantity,package them 
and ship them. Factory level addresses the challenges of optimizing the technology 
to make a manufacturing organization risk free and safer, and achieves the goals of 
operational excellence and establishes a closed loop between the planning, execution, 
and control functions to optimize production and business-related operations. 

For realizing these goals, the FOG network plays a key role. It has a lot more 
software modules connected in addition to the shop-floor level’s modules like the 
logistics management module, inventory management module, energy analysis 
module, maintenance module, etc. The FOG plays a crucial role in providing 
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Figure	 11.4: Factory level of i-CPPS framework. 

communication links inside and outside of the factory. It also has a management node 
which handles all the data traffic inside the factory, makes various services available 
to the shop-floor and cyber level considering the cyber-security and privacy needs. 
The data  transmission and flow at this level varies based on the criticality of the 
task i.e., if communicating with the logistics team or the finance team, the data flow 
rate can be kept in seconds, but if communicating to the shop floor, it needs to be in 
microseconds. The humans play a significant role as the factory or plant in-charge, 
which can take critical decisions regarding production and business-related matters. 
Also, there are teams which take care of the maintenance of entities at unit level and 
shop-floor levels, manage logistics, financial, inventory, resources, etc. They all work 
together to optimize the production and efficiently utilize the resources. 

3.4 Cyber Level 
The Cyber level is the topmost level of i-CPPS framework and is an application 
focussed layer in this framework. This level is a computing model having the 
capabilities to provide an on-demand access through networks to a shared pool of 
fully configurable computing resources, i.e., servers, data storage, applications, and 
services as shown in Fig. 11.5. These resources can be accessed as and when required 
and can be released when not in use. 

This level plays a crucial role throughout the product’s life cycle, starting from 
customer queries to their disposals. Its role does not end with the products but also 
plays a prominent role in the efficient utilization of resources, machines, and humans 
in an organization. In addition to hosting services as required in various phases of 
the product life cycle, it manages data and knowledge bases which helps in creating 
machine learning and artificial intelligence models for various smart applications. 
This platform provides seamless integration and efficient collaboration via a web or a 
smart mobile application for customers, manufacturers, vendors in the supply chain, 
logistic vendors, service and support personnel’s and disposal collection vendors for 
smoothing the production process. 

The cyber level connects directly to each factory in a secured manner, and the 
information is acquired for analysis, creating a knowledge database and models, and 
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Figure	 11.5: Cyber level of i-CPPS framework 

informative visualizations are generated for critical business decision making. This 
level also provides the skeleton of digital twins to factories and continually updates 
them in its record for future needs based on the processed real-time data from factories. 

The cyber level offers advanced manufacturing system modules which are 
designed for product-related, production-related, or assistance services-related tasks. 
Similarly, the factories as a service can also be utilized based on the demands of 
certain products; maintenance can be triggered based on predictive models and 
maintenance personnel can be utilized as service based on needs. This level further 
promotes knowledge-intensive manufacturing by inter-connecting distributed 
resources and capabilities which have a pool of multidisciplinary knowledge. This 
service’s model helps in achieving flexibility in manufacturing, which is a key 
element of smart manufacturing. Also, for fulfilling the needs of Industry 4.0 with a 
requirement of a batch size of one, this platform plays a crucial role in establishing 
the i-CPPS framework and advance towards a social manufacturing period where the 
public can also take part in various stages of the product lifecycle and fully customize 
the products as per their needs. As all the data from factories are available in the 
Cloud, the customers can track their products in real-time and can even utilize the AR/ 
VR/MR based techniques to view the manufacturing in real-time. 

3.5 Relevance of Requirements in i-CPPS Framework 
The requirements listed in Section 2 gives the direction to define a CPPS framework, 
and the same has been taken care of in the proposed i-CPPS framework as shown in 
Table 11.1. The requirements are non-exhaustive but at-least if they are covered in a 
single implementation, it would be a significant progress towards the goals of Industry 
4.0. Also, the fulfilment of requirements is the task of the complete CPPS chain, it may 
be satisfied by a single level or multiple levels could satisfy it. 

4. i-CPPS Framework Implementation 
In this section, the Intelligent Cyber-Physical Production System Framework 
implementing steps are detailed as taken at each level with their required softwares 



 

 

	

 

 

 

226 Cyber-Physical Systems: Solutions to Pandemic Challenges 

Table 11.1: Relevance of requirements in i-CPPS framework 

RequirementsLevels Unit Shopfloor Factory Cyber 
R1: Definitive achievable objectives defined    
individually for each CPPS element and 
collectively for the CPPS chain. 
R2: The CPPS framework should make physical  
components enough capable to self-configure, 
self-aware, self-predict, self-optimize, and self-
protect themselves by embedding intelligence in 
them, so as they are usable in multiple domains 
with heterogeneous communication environments. 
R3: A well-defined, universally accepted, and   
interoperable standardized interfaces throughout 
the CPPS chain. 
R4: A sense of scalability and flexibility across  
the CPPS structure with modular and reliable 
elements throughout the CPPS chain. 
R5: Unambiguous component definitions of each   
element throughout the CPPS chain. 
R6: Support for legacy components and systems 
in CPPS chain considering both hardware and 
software terms for efficient control in a secured 
manner. 
R7: The CPPS elements compliance with necessary  
regulations and standards laid for product quality, 
environmental safety, human safety or related to 
any function present in the full product life cycle. 
R8: The CPPS elements should capture structured  
or unstructured data from various distributed 
systems, manage them and store them in a neutral 
format for accessibility purposes 
R9: The CPPS framework should have a 
mechanism to check data authenticity and cater to 
the needs of customers considering the capabilities 
of software and hardware modules. 
R10: Meaningful inferences and informative plots    
from processed ubiquitous raw data. 
R11: The CPPS framework should have provisions    
to maintain security of all CPPS elements, 
communication networks and the data streams in 
CPPS chain at utmost priority 

modules and hardware components. Section 4.1 details the building blocks of current 
i-CPPS implementation, starting from unit level to the cyber level, considering the 
requirements listed in Section 2. For the unit level, a CNC micro-machining centre 
was chosen. Further for the shopfloor and factory level, a FOG network was developed 
on the MATLAB Production Server [90]. It has connectivity to locally hosted 
databases and the Google Firebase platform with Google Cloud Storage [91] for data 



 

 

 

 

 

	

  
  
  
  
  
  
  
  
  
  

  
  
  
  
  

•		 Machine dimensions: 1200 mm × 900 mm × 2000 mm 
•		 Five axes system with individual travel limits: 

○		 X: 300 mm 
○		 Y: 300 mm 
○		 Z: 150 mm 
○		 A: +60º to –60º (limit by software) 
○		 C: 0º to 360º 

•		 Work volume: 50 mm × 50 mm × 50 mm 
•		 5 axes CNC functionality achieved by a customized motion controller. 
•		 Intel i7 processor-based IPC system with windows operating system and 15-inch 

multitouch screen. 
•		 Machining processes: µ-milling, µ-drilling, µ-grinding, µ-EDM, µ-laser. 
•		 In-situ roughness measurement using an optical sensor. 
•		 6 axes HBM force and torque measurement. 
•		 Microscope with CCD camera. 
•		 Energy meter. 
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storage purposes. In the Cyber level, a website was hosted, which had connectivity to 
Google Cloud Storage using Firebase SDK [92]. Section 4.2 showcases a prototype 
implementation scenario of a smart factory after combining all individual building 
blocks mentioned in Section 4.1, making it Industry 4.0 compatible based on the 
i-CPPS framework. 

4.1 Building Blocks of i-CPPS Framework Transition 
This section talks about the individual building blocks formed for an i-CPPS framework 
implementation, right from unit level to the cloud level. The purpose of this section is 
to provide intricate details of each block within this framework and help researchers 
and industry people to take it as a reference point for i-CPPS implementation. 

4.1.1 Description of Physical Entity: Unit Level 

Advanced Micromachining System (AMMS) is a fully automated five axes CNC 
machining centre which was conceptualized, designed, manufactured, and assembled 
in-house. The experimental setup of AMMS is shown in Fig. 11.6. The motion control, 
process control and measurement software are all integrated in a single GUI. This 
machining centre is capable of performing five different machining processes, i.e., 
micro-milling, micro-laser beam machining, micro-EDM, micro-grinding, and micro-
drilling, with in-situ measurement facilities, i.e., an optical sensor for roughness 
measurement, a microscope for in-process image capturing and measurement facility, 
a 6 axes dynamometer for force and torque measurement, and an energy meter all 
integrated into a single machine. Specifications of this machining centre are given 
below in Table 11.2. For the current implementation, the micro-milling process is 
chosen in a 3 axes configuration with other machining heads and axes locked safely. 
Figure 11.7 shows the architecture of AMMS implemented at the unit and shopfloor 
level as per i-CPPS framework. 

Table 11.2: Specifications of AMMS 
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Figure	 11.6: Experimental setup of AMMS. 

Figure	 11.7:  Architecture of AMMS as per i-CPPS framework. 

4.1.2	 Configuring Data Acquisition Process: Unit Level 

This sub-section contains details about configuring machining process data, motion 
control data and sensor data. Table 11.3 lists all the heterogeneous data variables 
acquired and processed. As mentioned in Section 4.1.1, the micro-milling process 
is chosen for implementation, so its three main machining parameters, i.e., Spindle 
Speed, Feed, Depth of Cut are to be selected before machining. These three parameters 
are selected based on RSM based optimum machining parameter selection algorithm 
[93] considering the energy requirements, required surface roughness value and the 
tools remaining useful lifetime [94–96]. 



 

	

  • Machining Process Data 
  ○ Spindle Speed (S) 
  ○ Feed (F) 
  ○ Depth of Cut (D) 
  • Motion Control Data 
  ○ Commanded Position_X (Xcp) 
  ○ Actual Position_X (Xap) 
  ○ Commanded Position_Y (Ycp) 
  ○ Actual Position_Y (Yap) 
  ○ Commanded Position_Z (Zcp) 
  ○ Actual Position_Z (Zap) 
  ○ Commanded Velocity_X (Xcv) 
  ○ Actual Velocity_X (Xav) 
  ○ Commanded Velocity_Y (Ycv) 
  ○ Actual Velocity_Y (Yav) 
  ○ Commanded Velocity_Z (Zcv) 
  ○ Actual Velocity_Z (Zav) 
  ○ Commanded Acceleration_X (Xca) 
  ○ Actual Acceleration_X (Xaa) 
  ○ Commanded Acceleration_Y (Yca) 
  ○ Actual Acceleration_Y (Yaa) 
  ○ Commanded Acceleration_Z (Zca) 
  ○ Actual Acceleration_Z (Zaa) 
  • Sensor Data (Raw) 
  ○ Force_X (Fx) 
  ○ Force_Y (Fy) 
  ○ Force_Z (Fz) 
  ○ Torque_X (Tx) 
  ○ Torque_Y (Ty) 
  ○ Torque_Z (Tz) 
  ○ Ra (R) 
  ○ Img (I) 
  ○ Energy (E) 
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Table 11.3: List of data variables captured 

Motion control parameters include the axes variables, i.e., commanded position, 
actual position, commanded velocity, actual velocity, commanded acceleration, actual 
acceleration for all three axes and is captured at a frequency of 1000 Hz. In AMMS, 
cutting force and torque data is available through the HBM six axes dynamometer 
and surface roughness values from Micro-Epsilon confocal sensor over ethernet I/P, 
available in a CSV file. The microscope images are also available over USB, which are 
transferred to the database after the end of every machining cycle. Further, an energy 
meter for measuring the machine’s power and current consumption is connected over 
RS-485 to the EDGE device and is pushing data to the database at a frequency of 1000 
Hz. The acquisition frequency is pre-selected before data acquisition, and some pre-
processing is done before storing it in a database. The pre-processing algorithms are 
developed in MATLAB and are elaborated in Section 4.1.5. 

4.1.3 EDGE Device: Unit Level 

A Raspberry Pi 3 Model B+ is chosen as an EDGE device. This embedded hardware 
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runs a Raspbian operating system with AI models deployed on it. The RPi was 
connected to AMMS over TCP/IP. It captures data from an energy meter sampled at 
1000 Hz over RS-485 protocol. This device then further keeps an eye over all the data 
before passing it to the local database, and the AI/ML models specific to abnormality 
detection are deployed on it using the MATLAB SIMULINK support packages and 
MATLAB Coder for Raspberry Pi [97]. 

A simple model was created for the energy prediction of the machine considering 
the machining parameters; current tool wear state and target surface roughness value 
as done in [98]. This model predicts the energy consumption based on the previous 
knowledge of the machining done on AMMS at various machining parameters with 
variable tool wear states and surface roughness value achieved. It was created at the 
shopfloor level, as stated in Section 4.1.7 utilizing the pre-processing algorithms 
stated in Section 4.1.5. 

4.1.4	 FOG Network: Shop-floor Level & Factory Level 

A cluster of the database, computing modules and service modules, when combined 
forms the FOG network. The backbone of FOG is MATLAB Production Server [90] 
which is an application server that manages the complete FOG network efficiently. 
This server connects to unit-level devices in the downward direction and the cyber 
level in an upward direction. Figure 11.8 shows a screenshot of MATLAB Production 
Server configured in a Windows PC at the shopfloor level. On the left panel, it is 
visible, that a local server is configured, and an instance named ‘pser1’ is running. 
Also, a Redis database for caching is configured. Further, there are few applications/ 
models configured in the production server for pre-processing data, detection, and 
predictions tasks. 

The first element of FOG is the database, here, 2 local database servers are 
configured one is a NoSQL database (MongoDB) for storing all the static data, and 
other is a relational database (PostgreSQL) for storing all dynamic data like machining 
data, motion data and sensor data. The MongoDB stores all the static information 
(as described in Section 4.1.6) through a .Net based app and provides data to the 

Figure	 11.8: MATLAB Production Server running at Shop-Floor Level. 
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information model as and when required. The PostgreSQL gets its data after pre-
processing algorithms (deployed in production server) pre-process it and find key 
features which converts raw data to information. In addition to storing the data locally, 
the pre-processed data is pushed to the cloud from the FOG network. For this Google 
Firebase is used, which is a NoSQL database and stores only the information helpful 
for creating the skeleton of digital twins and for displaying on dashboards at various 
managerial levels in an organization. 

In addition to the database, there are computing capabilities of the FOG cluster, 
which are used to create various AI models and trains them based on the data captured 
at unit-level. The AI/ML models are created and trained in MATLAB using the Deep 
Learning and Machine Learning toolboxes [99, 100]. These models are deployed in 
the production server, and the EDGE devices accesses these updated models as clients 
for making predictions and detection works. These models also play a crucial role in 
the creation of digital twins. 

A service module for software like CAPP, CAM, etc. is also running at the 
shop-floor level. Here, as per the user requirement, the CAD model of the part to 
be manufactured is passed to Mastercam2020 software [101]. A custom post 
processor was developed for AMMS, and G&M codes are generated for the product 
to be machined with an efficient tool path planning. Currently, this step is done 
manually, but it can be configured automatically once the SaaS feature is available for 
this software. 

A management module acts as the managerial module in the FOG network, while 
having complete control over the FOG network and mostly resides at the factory level. 
Usually, this module is an IT module which defines the access levels for personal 
working at each level in a factory, for example an operator has access to machines 
assigned to him/her and only can access them. Also, it can be reassigned based on 
the needs of the production. Similarly, a plant head has access to all data flowing 
in the FOG network and is usually presented to him via dashboards. This module is 
further tasked with scheduling maintenance tasks, placing orders for raw material, 
scheduling shipping tasks, etc. It also takes care of cyber-security perspectives of 
the FOG network, for which SSL based authentication and secured HTTPS can be 
configured in Production Server. 

4.1.5	 Data Pre-Processing Algorithms: Unit Level and Shop-Floor Level 

Various pre-processing algorithms for selecting time and frequency domain features 
[102] are implemented in MATLAB, before writing data to the database. Table 11.4 
shows a list of time and frequency domain features. The machining parameters were 
chosen based on parameter selection algorithm (Section 4.1.7) and remain static 
for a machining cycle, so they are directly pushed to the database. Further, the data 
from motion control is also pushed to the database and are mostly used for various 
predictions, and abnormality detection applications like commanded position and 
actual position variation beyond a tolerance range, or calculating RUL for components 
like machining tools, linear ball-screw based slides, etc. For various measurement data 
like force data and energy data, critical time-frequency domain features are selected 
based on RSM based algorithms [93]. Algorithms for performing these pre-processing 
are all programmed in the MATLAB and are deployed on EDGE device. These 
features further play a key role in AI/ML modelling. The surface roughness value is 
calculated based on a custom algorithm [103], which calculates roughness (Ra) value 
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Table 11.4: List of time and frequency domain features 

 

from the confocal data. Also, tool wear is calculated from the images captured on the 
microscope, currently in a manual manner and then pushed to the database. 

4.1.6	 Information Model: Shop-Floor Level 

There are two data components static data and dynamic data. When these 2 components 
are combined, they form an information model which plays a crucial role inthe 
development of digital twins. It also reveals the capabilities of a machining centre and 
helps in maintenance related tasks. 

In the current implementation, the static data is added to MongoDB using a 
custom Net based apprunning on the FOG network at a shop-floor level which stores 
all non-changing data like CAD models, manufacturing details, purchase details, etc. 
in different document format like jpeg images, pdf documents, word documents, etc. 
in a network drive. A database was created for each shopfloor inside the factory, as 
shown in Fig. 11.9. The first database configured is ‘shop-floor1’ with a collection of 
unit level entities in it and the current implementation focuses on a collection titled 
‘AMMS’, which has various components and modules and each of them is added as 
a document to this collection. Here, only components relevant to the micro-milling 



 

 

 

233 Intelligent Cyber-Physical Production System Framework... 

(a) 

(b) 

Figure	 11.9: Screenshot of (a) MongoDB database, (b) .NET app running at  
shop-floor level. 

process are added. A static id is automatically generated for each document by 
MongoDB, and it can be used as a reference to get details about the module. Also, 
each component in the collection is given a QR code with the details shown in Table 
11.5. This .Net app also acts as an inventory management system for the components. 

The dynamic data from each component is added to the PostgreSQL database after 
applying pre-processing algorithms as defined in Section 4.1.5. Here, this dynamic 
data is pushed in a column format for all three types of data, i.e., motion data, process 
data, and sensor data. In the process data table, the process parameters selected based 
on parameter selection algorithm running in Production Server are directly pushed 
to the database. Motion data is critical in various detection and prediction tasks, so 
the variables are sent to the database without any processing. The sensor data is a 
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	S. No. Table	 	Variable 
1. Machining_process_data		 Spindle_speed, Feed, Depth_of_cut. 
2.		 Motion_control_data Xcp, Ycp, Zcp, Xap, Yap, Zap, Xcv, Ycv, Zcv, 

Xav, Yav, Zav, Xca, Yca, Zca, Xaa, Yaa, Zaa. 
3. 	 Force Fx, Fy, Fz, RMSx, RMSy, RMSz, MAXx, MAXy, 

MAXz, MINx, MINy, MINz. 
4.		 Energy raw, MAX, MIN, RMS, VAR, SKEW, KURTOSIS, 

peaktopeak, spectral_skew, spectral_kurtosis. 
5. 	 Torque Tx, Ty, Tz, RMSx, RMSy, RMSz, MAXx, MAXy, 

MAXz, MINx, MINy, MINz. 
6.		 Roughness raw, MAX, MIN, RMS, VAR, SKEW, KURTOSIS, 

peaktopeak, spectral_skew, spectral_kurtosis. 

	 	 	 	

 

 

	

	 	

  

Table 11.5: List of data variables stored in database 

Variable Details 
id Unique id generated automatically for each component by MongoDB. 
Name Name of the component. 
Group Group name for classification like axes, measurement, etc. 
Serial No. The serial number of components. 
Manufacturer Manufacturer of the component. 
Purchase Date Purchase date of the component. 
Details A URL link to network storage where all manuals, troubleshooting guides, 

bills, purchase orders, and complete details for each component is stored 
based on the groups. 

significant constituent of dynamic data, and pre-processing is required before pushing 
the data. Important critical features from the raw data are pushed to the database as 
listed in Table 11.4, so as efficiently as the information can be retained instead of whole 
raw data. This data also plays a crucial role in digital twin creation tasks. Screenshot 
of the administrator page of PostgreSQL database as running locally is shown in Fig. 
11.10. This database has six tables as can be seen in the left panel for heterogeneous 
data. Also, a list of variables under each table is listed in Table 11.6. 

Table 11.6: List of data variables stored in the database 

4.1.7	 AI/ML Model Creator: Shop-Floor Level 

The AI/ML model is designed in MATLAB using the Deep Network Designer App 
[104], which has some standard pre-train models, and these models can be customized 
based on applications, or new models can be created from scratch with basic 
building blocks. Further, there are Neural Net Clustering [105], Fitting [106], Pattern 
Recognition [107], and Time Series [108] apps in MATLAB for training models based 
on application type. Once a model is created, it needs to be updated based on the 
new data which is continuously generated, so a training algorithm is deployed in the 
Production Server which re-trains the model if the model performance significantly 
degrades. These models are further available for EDGE devices for prediction and 
detection works. 
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Figure	 11.10 Screenshot of PostgreSQL database running at Shop-Floor Level. 

Here, an anomaly  detection model  was created and deployed for detecting the tool 
breakage during the ongoing machining; this model is trained on previous machining 
data and is depicted in Algorithm  1 below. Also, a parameter selection algorithm, 
based on previous machining knowledge, considering minimum energy requirements, 
and required surface roughness value is deployed as a model in the Production Server. 
This algorithm helps in setting the optimum machining parameters considering the 
needs as referenced from [93]. The step-by-step implementation for algorithms is as 
below: 

Algorithm 1: Tool Breakage Detection: 

Step 1: Read sensor data from energy meter and dynamometer.
	
Step 2: Read the NC code currently running. 

Step 3: If motion command is given for the machining tool, then compare the air 

cutting value of voltage from energy meter with present voltage values.
	
Step 4: If the difference between present voltage values and air cutting is more than 

0.20 V, then the tool is either broken or is not touching the workpiece value. (Here 0.20 

V is chosen based on previous experimental data.)
	
Step 5: Issue a warning for the tool, not in touch and stop the machine.
	

Algorithm 2: Optimum Parameter Selection: 

Step 1: Input required surface roughness value from the customer.
	
Step 2: Input last tool wear value, last spindle speed, feed and depth of cut assigned.
	
Step 3: Evaluate the optimum parameter based on the following equation from 

reference [93], considering the roughness tolerance range of ± 5%, low power 

consumption and low tool wear values.
	

Ln (Ra) = – 3.87 – 0.094A + 0.73B + 0.27C + 0.043BC + 0.087AC 
+ 0.41B2 + 0.32C2  [93] 

Here A is spindle speed, B is feed, and C is depth of cut. 
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Step 4: Set the spindle speed, assign feed and depth of cut to a variable to be used 
during generating part program. 

4.1.8	 Dashboards: Shop-Floor Level, Factory Level and Cyber Level 

For the creation of dashboards at various levels of i-CPPS framework, Tableau 
Professional version is used. Tableau has direct connectivity to the MATLAB 
Production Server, so no additional code required [109]. Various kind of dashboards 
are created based on the access level, and relevance of data to the concerned humans, 
like the dashboard for the maintenance personal state, the running status and machine 
down status, but the factory manager has access to all the data on his dashboard and 
is concerned more about the production and its relevant data. Figure 11.11 shows a 
dashboard for the shopfloor manager with the overall equipment efficiency, number of 
parts produced, machine status and current job details. It is a simple dashboard designed 
for a shopfloor manager running locally and connected to the Production Server for 
prototyping purposes. This implementation is based on a web data connector type of 
implementation with the Production Server, and currently, no data is transferred back 
from Tableau to the Production Server but can be done in the external service interface 
option in the Production Server. 

Figure	 11.11: Dashboard of factory manager on tableau connected to FOG network. 

4.1.9	 Mobile/Web 	App: 	Cyber 	Level 

A  website was created for demonstration purposes as shown in Fig. 11.12. This 
website has a standard e-commerce type of interface. It has a provision to place an 
order for custom products, for which users need to upload a CAD model of the part 
with required specifications to be manufactured. The website is connected to the 
Google Firebase platform [92] and furthermore to the Google Cloud Storage [91] 
to get all the information entered by the customer. The CAD file with the required 
specification is stored in the Google cloud storage using the Google Firebase SDK 
[92]. After analyzing the CAD file and specifications, a human generates a quotation 
for the query. On order confirmation, the CAD file and product specifications are 
available for the factory to download. The factory downloads the files using a .NET 
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Figure	 11.12:  Web interface for customers. 

based web application running in the factory level and communicates it further to the 
MATLAB Production Server, which comes into action and starts its manufacturing-
related tasks. 

4.2  Prototype Use-Case Implementation Flow of a Smart Factory: 
A  prototype implementation flow of i-CPPS framework in a manufacturing 
organization is presented by combining building blocks as stated in Section 4.1. The 
implementation is depicted in a way to show the functions happening at each level of 
the i-CPPS framework. It starts with an order query by a customer at the cyber level 
and ends with the shipping of the product to the customer at the factory level. This 
prototype scenario combines all the steps in the previous section and showcases a 
transition towards the smart and intelligent organization. 

Figure 11.13 shows the complete prototype scenario with the data flow shown 
by the sequence numbers on it. Here, a customer queries for a custom product by 
uploading a CAD file and required specifications (step 1). Then the cyber level in 
smart factory analyses the CAD and provides a required price quotation with the 
estimated delivery time (step 2). If the customer agrees with the price quote and places 
order(step 3), a confirmation with the expected delivery time is communicated back 
(step 4). In the backend, it is the Google Firebase platform through which the data 
is stored in the Google Cloud Storage using Firebase SDK (step 5). Also, the CAD 
and specifications are shared with the factory using Firebase SDK and .NET web app 
client running at the factory level (step 6). 

Once the .NET app receives required files from Google Firebase, it further shares 
the same to the Production Server which is the backbone of FOG network (step 7). 
All the specifications and CAD drawings are stored in a network drive hosted at 
the factory level (step 8). Based on product requirements, this server checks for the 
inventory (step 9) and on confirmation (step 10) further calls the parameter selection 
algorithm (step 11), which provides three main machining parameters, i.e., Spindle 
Speed, Feed, Depth of Cut (step 12). Next, a CAM service is called (step 13), which 
generates a part program for the CAD given by the customer and stores it in a network 
drive at the shop-floor level (step 14). The parameters and G&M codes are further 
passed onto the unit level device via an EDGE device (step 15). Machining starts 
once the raw material and G&M codes are loaded in the physical entity (step 16), 
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Figure	 11.13:	 Implementation scenario of i-CPPS framework. 

and a continuous stream of data is generated (step 17). This data is filtered and pre-
processed (step 18) using models/algorithms running in Production Server and data 
is stored to PostgreSQL  database running locally (step 19). The FOG further calls 
the quality inspection module (step 20), which checks whether the part produced is 
as per the given specifications. If the part is okay (step 21), then the shipping module 
is called which packages the product and ships it to the customer (step 22), and the 
shipping details are shared with the customer using the web interface (step 23, 24). 

This prototype implementation shows the full cycle of the i-CPPS framework 
and makes the factory a smart factory by utilizing the digitalization trend. Also, all the 
data captured is stored and analyzed, which further contributes to improving the data 
filtering and processing algorithms/models and better analysis purposes. 

4.3 Applications of i-CPPS Framework 
This section briefly presents few applications of the i-CPPS framework in a production 
environment showcasing its advantages and its potential capabilities. Although these 
applications are developed for achieving the goals of Industry 4.0 but are also relevant 
in a pandemic like situation and further strengthen the needs of digitalization. Few 
factors which need to be considered during the current pandemic situation are the 
implementation of effective and safe methods to prevent the spread of COVID-19. 
These factors include use of methods acceptable to workers and are easy for them to 
adopt and putting a check on production cost because of the extensive cost rise in the 
purchase of miscellaneous items such as sanitizers, PPE kits, masks for operators at the 
shopfloor. The overall worker safety is of utmost at priority, but the production should 
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not be hampered, and costs need to be kept at a minimum level. The applications 
briefed here can only be possible by successful and efficient implementation of CPS 
in production facilities. 

4.3.1	 Predictive Maintenance (PdM) 

This application is one of the critical applications concerning the health of systems 
and its sub-systems at the unit level of i-CPPS framework. Although this term is 
not new and in industry environment,human operators do these tasks based on their 
experiences. The main requirements of PdM in a fully autonomous production scenario 
are connectivity, interoperability, information availability, and decision-making 
capabilities as listed in [110]. These all requirements are fulfilled in the proposed 
i-CPPS framework as all the data is available at EDGE devices and in the FOG network, 
with AI modelling capabilities at shop-floor level. One application of PdM is tool wear 
prediction in machining, which is directly related to product quality and production 
efficiency. If tool wear prediction is done well in advance and compensatory steps are 
taken such as choosing optimized machining parameters, then the production quality 
can be controlled, production efficiency can be optimized, and the tools are used till 
their actual life and wastage can be reduced, etc. Also, this application is much more 
relevant in a pandemic like situation as maintenance scheduling can be done based on 
health data, tool orders can be placed based on production requirements in advance, 
production facilities can be more optimized, critical jobs can be scheduled based on 
health status data, etc. 

4.3.2	 Remote Machine Control and Monitoring 

This application lays emphasis on controlling the unit level entities in a remote fashion 
as done in [111], here through OPC UA, where a robot is controlled remotely. This 
application in terms of COVID-19 requirements plays a significant role as the entities 
are controlled by operators without touching them, it can be done either through a 
voice-based control or gesture-based control or through mobile applications which 
provide the human operators access to machine tools based on their authority. This 
application does have some challenges like connectivity problems, technical glitches, 
security aspects which can be tackled and mostly have already been tackled in the 
i-CPPS framework presented in previous section. The unit level devices are connected 
to FOG network which can control them and provides a path to control them, also the 
MATLAB Production Server has an SSL based authentication and secured HTTPS 
which covers the security aspects and lastly a web-based app or mobile app can be 
easily connected to Firebase SDK and Google Cloud which based on requirements 
can provide a secure access to machine tools. Also, if an operator is available in the 
factory and in front of a unit device, it can communicate with the help of Bluetooth or 
Wi-Fi through EDGE devices. 

4.3.3	 Self-Awareness Capabilities in Physical Systems 

One of the key elements of Industry 4.0 is to impart consciousness to physical 
entities, so as to make them aware about themselves. This awareness makes them 
smarter and further pushes them to think and take decisions in an autonomous way. 
This consciousness can only be imparted by implying technologies present under an 
Industry 4.0 cloud with a tight integration of software modules and hardware systems. 
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AI and the deep learning algorithms surely will play a deeper role in achieving it and 
the neural network models need to be running on these physical elements and they 
need to process the data coming from various sources like sensors, motion systems, 
environment, human inputs, etc. One example of these bigger applications could be 
the self-repair capability, the physical entity can diagnose the fault in the servo motors, 
or by inspecting the product surface roughness can get to know itself that there is 
an issue that needs addressing. For example for surface quality, either a finishing 
tool is required to be changed if it has reached the end of its life or if optimized 
machining parameters are to be used. These capabilities can reduce the need of a 
human operator for inspection purposes thereby directly reducing the health risks of 
COVID-19. Also, as the connectivity is a key element of cyber-physical systems, and 
in cases where machine is not able to troubleshoot itself at first place, it can call 
for help by sending text messages or e-mails to the persons in charge or event to 
domain experts. This ultimately reduces the need of domain experts amid the travel 
restrictions of COVID-19 and mitigating the exposure risk. As this application will 
also include digital twin which forms a digital replica of the physical system and tries 
troubleshooting in a simulated environment before replicating the same in real time. 

5. Discussions and Conclusion 
The COVID-19 pandemic has a large impact on the manufacturing sector across the 
world. But the long-term operation of factories in a safe manner is a need in these 
difficult times. The CPS and its related technologies can be a solution to tackle such 
situations. The current chapter has proposed an Intelligent Cyber-Physical Production 
System framework for manufacturing facilities to transition towards the goal of 
Industry 4.0 and is complemented by the detailed prototype use-case implementation. 
The implementation is followed by three applications which are helpful in the 
COVID-19 pandemic situation. This framework’s key highlights include detailed 
steps with focus on individual building blocks of i-CPPS framework. 

The requirements listed in Section 2 are addressed and implemented in Section 
4. Starting from the query and manufacturing of a custom part with delegation 
of work to specific smart unit level entities and even check for the necessary raw 
materials and tools pointing towards a goal-oriented manufacturing which is what the 
requirement R1 is. Also, the deployment of smart algorithms of tool wear detection 
and optimum parameter selection satisfies the R2 as of making the CPPS elements 
self-aware and self-optimize. The various protocols utilized in the implementation 
ranging from Ethernet I/P to EtherCAT and even RS-485 shows the interconnection 
and interoperability in the framework focussing on R3. Further due to interoperability 
and the modular nature of the CPPS elements addition and deletion of elements is 
quite easy and the same was tested by addition of vibrations sensors to the CNC 
machine, partially fulfilling the requirement R4. Section 4.1.6 shows the information 
models implemented at shop-floor level which focuses on the component definitions, 
so as they can be utilized in various applications and the decision-making tasks like 
scheduling maintenance related tasks satisfying the R5. Looking at the data flowing 
in the current implementation and as elaborated in Sections 4.1.2–4.1.8, the data 
acquisition, structuring, processing, and smart AI/ML model-based inferencing was 
done with dashboards to show the results covering the requirements R8, R9, and R10. 
Also, the FOG cluster takes care of the security perspectives in current implementation 
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like a TLS/SSL based encryption and certificate/token-based authentication methods 
for various elements and databases connected to it and data flows through it in a 
secured manner fulfilling the needs of requirement R11. 

This work is targeted to contribute towards the goal of the Smart Manufacturing/ 
Industry 4.0 by implementing an architecture which can help in the transition to 
an Industry 4.0 compliant organization. After working with the implementation of 
i-CPPS framework on a single machining centre, it is understood that this framework 
is fully scalable, and the primary step would be more or less same for all unit level 
devices whether it is a robot or a conveyor. The information models would come in 
handy for judging the capabilities of the factories and real-time data, and AI based 
modelling would further help in almost all phases of the product life cycle, not just for 
the products manufactured, even for these unit level devices also. One more important 
aspect of current implementation is that all the software and hardware modules used 
are industrial compliant systems, enabling manufacturers to utilize this work as a base 
for transition of their own industries to a smart Industry 4.0 compliance industry. This 
framework contributes to a smarter and digitized future. 

Considering the danger of COVID-19 it is still uncertain when the production 
facilities will be able to work at their maximum capacities in an efficient manner. But 
this i-CPPS framework has shown some light that the digitalization trend can help in 
tackling these difficult times with ease. Although the COVID-19 pandemic will be 
over, but the lasting effects it will leave behind can be managed by this digital trend 
of transition manufacturing industries towards a bright future where batch size one 
production will be possible at minimal costs with the least wastage. 
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Online Education during the COVID-
19 Pandemic: An Indian Perspective 
for Better Planning 

Abhishek Bhatnagar* and Nomesh B. Bolia 

1. Introduction 
Coronavirus disease (COVID-19) started in the month of December 2019 and spread 
to different parts of the world within the next few weeks. The rate of transmission of 
the disease was high enough that it caused the governments of different countries to put 
restrictions on public activities that included a full or partial lockdown of the services. 
India was put under full lockdown on March 25, 2020 and certain restrictions on the 
movement of goods and people started even before the full lockdown was imposed 
in the country. Schools and colleges were shut down early in March and students 
were advised to leave the campuses (of Higher Educational Institutions, (HEI’s)) in 
order to avoid the risk of virus spread. This initiated the online mode of delivering the 
lectures/instructions to the students in schools and HEI’s [1]. The chapter contains a 
literature review on the types of online learning systems, challenges faced in online 
learning and associated barriers. After the literature survey, it lists out some problems 
faced specifically in the Indian context and certain ways to overcome these challenges 
and barriers. 

2. Literature Review 
The literature review has been classified into four broad parts, namely, (i) Online 
Education systems and its types, (ii) Characteristics of online education systems, (iii) 
Challenges and barriers in the online education systems and (iv) Impact of the COVID 
pandemic on education systems. 

2.1 Online Education Systems 
Education systems can be broadly divided into two parts (i) where the students and 
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teachers physically attend the school/college and lectures are delivered through a 
direct contact between the students and teachers and (ii) where students have access 
to the content through the use of Information and Communication Technology (ICT) 
tools [2]. The second mode of education delivery is known as online education [3]. 
Further, this can be classified in terms of the requirement of an internet connection 
(live classes/synchronous) or recorded classes (asynchronous) where the content is 
uploaded and can be viewed later upon the availability of the internet connection 
and convenience [1, 3]. In the online education setting, the content is created by the 
faculty who teaches a given course [4], the delivery is enabled through an online 
platform where students and teachers can interact with each other (synchronous), 
that is, two way communication in case of live classes or one way communication 
in case of recorded lectures (asynchronous) [5, 6]. Paulsen [5] discusses two models 
of online education, a simplistic model, named jigsaw model of online education and 
a more complex version called the hub model. The four main components of online 
education are Content Creation Tools (CCT), Learning Management Systems (LMS), 
Student Management Systems (SMS) and Accounting Systems (AS). In the Jigsaw 
model, these four systems interact CCT with LMS, LMS with SMS and SMS with AS 
[7]. The hub model is the more realistic model but a complex one to cater to a large 
number of students and faculty. In this model, Student Management Systems (SMS) 
takes the central stage (hub) and the other systems interact with it. This, is in addition 
to the four components, and also has the Prospective System, Logistics System and the 
Customer Relationship Management System. 

2.2 Characteristics of Online Education Systems 
Online learning systems can offer flexibility in terms of the delivery of content in 
a variety of ways using videos, presentation slides, boards etc. [1, 3, 8, 9]. These 
can be useful for students who prefer learning through visual tools. Furthermore, a 
teacher can cater to a large number of students at a particular time. The lectures can be 
accessed at a later stage by the students in asynchronous mode [8]. Further, this is cost 
efficient and eliminates transportation costs and can be accessed from any location 
with internet connectivity [10, 11]. These can be accessed through a variety of devices 
such as mobile phones, tablets, laptops and desktop [12]. 

Though the online system of education has several advantages, however, it 
offers certain disadvantages and several barriers to its actual implementation. The 
disadvantages of the online system of education are an increase in screen time for 
students that can cause potential health hazards for them, including being lazy and 
lethargic as they do not travel to school [13]. It can cause monotony and isolation 
for the students, as they are away from their peers [14]. Teachers need to be properly 
equipped with the required hardware and have proper training to use the teaching 
software [4]. For the synchronous mode of learning, this would require proper internet 
connectivity [15]. Further, personal cognition is another issue where each learner has 
a different way of learning. A student can find it tough to adapt to online learning 
which involves less interaction between teacher and learner as compared to a physical 
classroom setting [4, 9, 14]. One of the major disadvantages of online based systems is 
the difficulty in assessments as compared to a physical classroom [11]. Also, an online 
system may hinder the social and holistic development of an individual. 
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2.3 Challenges and Barriers in the Online Education Systems 
While there are advantages of the online system, there are many barriers to its 
implementations within a short span of time for both the teachers and students [16– 
18]. The barriers/issues can be classified in terms of (i) those faced by the faculty, 
(ii) those faced by the students and (iii) those faced by facilitators. Also, these can 
be classified in terms of (i) technological barriers, (ii) infrastructural barriers, (iii) 
pedagogical and assessment barriers and (iv) interpersonal and social barriers. 

For the faculty, the online system of education brings about a pedagogical 
challenge on how to create good quality content that can be delivered to the students 
without monotony and boredom [16]. However, with an increased number of platforms 
available with different features, it becomes difficult to decide on a suitable platform 
for delivering a particular type of topic in a course. This requires teachers to be well 
versed with multiple platforms. Further, there is an absence of eye to eye contact 
between the teacher and students as there would be in a physical classroom, hence, 
it becomes difficult for the teacher to get an appropriate feedback from the students 
of their understanding of the lesson [1]. Additionally, the evaluation part becomes 
difficult since students have different levels of connectivity, it is tough to maintain a 
consistent scheme of assessment [11, 16]. 

For the students, the main challenge is to cope up with a large amount of screen 
time that can potentially cause boredom due to much less interaction with the teachers 
and classmates. Since, different teachers prefer to use a dissimilar mode of ways, the 
students need to be equipped with the relevant software in their devices and should 
be able to use them. However, this is a challenge in India particularly in the case of 
school education in rural settings due to the digital illiteracy of the parents. Further, 
time management in online assessments is an issue where the students have to write on 
paper and then click a photo/scan and upload on the respective online system. Usage 
of a variety of devices/gadgets with variable camera quality is also a challenge. Also, 
there is a mismatch in the marks obtained and the actual calibre of the students due to 
malpractices owing to limited proctoring of assessments. 

For the facilitators, scheduling of the lectures is a major concern to ensure a 
seamless learning process for the students. Further, they need to ensure availability 
of the hardware for the teachers and students [17] and to train the teachers on certain 
aspects of technology and software packages for delivering lectures. 

2.4 Impact of the COVID Pandemic on the Education Systems 
The COVID-19 pandemic has impacted the way industries used to function. Since 
the lockdown has been imposed in different parts of the world, the education systems 
have shifted in an online mode more due to the need of the hour rather than by choice. 
Some recent practices to deal with sudden shift to online mode of education have been 
identified through few pieces of recently published literature on online education. 
Kimmel et al. [19] entails the development of multiple kinds of material for a topic 
based on providing a better learning of the subject so that the videos are not too long 
and monotonous. Further, students should be encouraged to take notes during the 
entire online class to keep themselves involved and grasp the concepts better. 

Yucesoy-Ozkan et al. [20] describe the situation in Turkey, a country that has 
limited internet connectivity for its population, and provided free internet data access 
to the students. It further, used TV channels to provide educational content for the 
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students. However, TV does not have an interactive feature which is a disadvantage 
as it creates monotony. Further, they conducted live lectures through a centralized 
portal in addition to the use of platforms like Zoom, Google Meet, Skype etc. Also, 
a centralized database of the worksheets and files were uploaded. However, strict 
evaluation practices were not followed in schools. The higher education institutions 
also shifted to live online classes as well as related materials. 

A study carried in Spanish schools and universities highlighted that students 
enjoyed online learning in terms of the content, however, missed the social aspects of 
face to face learning [21]. 

A study carried in Bhutan revealed positive experiences while using google 
classroom. However, enabling google classroom was a challenge due to the digital 
divide in Bhutan. This effort was mandated centrally by the Ministry of Education [22]. 

3. Online Education Delivery in the Indian Context 
India is a vast country with varied demographics and socio-economic backgrounds. A 
traditional classroom system of education is mostly followed in the country, and there 
is a high level of familiarity with physical classroom teaching and learning process. 
Additionally, many families live in a single room housing, which creates disturbances 
and makes it harder for the students to concentrate. Several households have far fewer 
the number of devices required for learning than the actual number of children who 
require these devices. 

However, a sudden shift to the online system without leaving time for any 
preparations and training has resulted in certain barriers. We divide the barriers to 
online learning specific to the Indian context and the sudden shift to online system 
for schools as well as for Higher Educational Institutions. The barriers in the online 

Figure 12.1: Barriers to online education and due to sudden shift to online education. 
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system of education especially during a pandemic time have been divided based on the 
literature survey and discussions with faculty and students, which can be divided into 
the following broad and sub-categories in Fig. 12.1. 

4. Solutions to these Challenges in the Indian Context 
While there are many challenges due to the sudden shift to the online mode of education 
in India, these can be better planned through the appropriate use of technology. The 
hardware challenges need to be overcome initially to facilitate the use of technology. 
In a rural setting, distribution of the hardware to individuals is very difficult due to 
the consideration of cost, as well as the difficulty on reaching remote areas due to 
movement restrictions [23]. For such areas, small learning centres can be facilitated 
with appropriate social distancing measures where large televisions/projectors can be 
installed and classes of different grades scheduled at different times for those without 
hardware availability. These can be optimally done by using mathematical models 
in public sector domains [24, 25] such as facility location models and assignment 
models [26] to assign students to these locations and scheduling models to schedule 
the lectures. These are appropriate at the school level since most of the students are 
locals and have same language preference. However, such setups are not cost friendly 
in the cases of lesser demand, as in the case of higher education where students have 
gone home and each area does not cater to a large number of students for a given 
course. In such a case, distribution of individual devices mostly facilitated by their 
institutions is a better option and relevant software can be customized based on the 
needs. This hardware distribution can be done optimally through the Vehicle Routing 
Problem (VRP). An online portal can be developed such that requirements of specific 
locations can be captured and relevant hardware need is taken care of. The schema is 
shown in Fig. 12.2. 

India is a country that has a large number of languages and dialects which makes 
it very tough for designing course content in all regional languages in a short span of 
time, especially in the case of school education. Further, different education boards 
have different content and its associated pedagogy that needs to be converted into 
effective online teaching learning material. Here, different boards can decide on a 
pre-specified curriculum and materials be made in main languages and further be 
translated using appropriate technologies and language processing softwares as in 
Fig. 12.3. 

To overcome the monotony of the online lectures, it should be ensured that 
blended learning happens which is a combination of videos, slides, games to engage 
students, online assignments to encourage collaboration that can be done through 
platforms like Google Classrooms [7]. School children are younger in age and not tech 
savvy, hence, proper training of parents to use the relevant tools should be provided. 
These tools should be easy to use and be provided in multiple languages to cater 
to parents with different backgrounds [23]. A totally online education may not be 
desirable for ever (after pandemic times), however, in the current scenario, there is a 
scope to evolve and engage in new practices. In emergencies, such prior planning and 
a totally online mode of education will work. Apart from that, a hybrid system which 
uses the best of both in-person interaction between teachers and peers, and, online 
tools will deliver the best results. 
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Figure 12.2:  Tackling hardware unavailability issues. 

Figure 12.3: Content creation in local languages 

situation normalizes, the teaching mode should be blended in ord
atest technology as well as physical classes. This will help peop
cognition levels to understand the content better. Also, the materi

Once the er 
to utilize the l le 
with different al 
developed can be further refined and utilized for a better teaching learning processes. 
Additionally, animations to show the functioning of equipment for lab courses can 
be useful, however, they can seldom replace the actual laboratory experience for 
the students that gives an hands-on opportunity for learning. For example, certain 
branches of engineering like Computer Science has comparatively fewer issues being 
taught online as much of the content can be covered online, however, core engineering 
branches that require laboratory equipment and field data find an online system 
difficult and it also hampers the research ecosystem in these branches. 

5. Conclusion 
This chapter presented the characteristics of online education which has been a reality 
amongst schools and Higher Education Institutions as a result of the COVID-19 
pandemic. Few studies/practices related to the transitions to online education were 
presented in the chapter and barriers related to the Indian context were reported. A 
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solution framework for the Indian context was offered. Mathematical Modelling 
along with language processing tools can be useful for better decision making and 
the delivering of these lectures. A concept of blended learning can be implemented 
in the future with contents suitable for online and offline learnings be identified and 
developed accordingly. 
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1. 	 Current State of the Energy Sector in the  
United Kingdom 

The United Kingdom (UK) generated 119.3TWh of renewable energy in 2019 an 
increase of 8.5% on 2018, meaning that 36.9% of the UK’s energy supply came from 
renewables. In the first quarter of 2020 alone, 47% of electricity generated came from 
renewables [1] and by 2050 the goal is for 100% of it to be from renewable sources. 
A recent analysis showed that the UK was placed to be able to deploy over 40GW of 
offshore wind generation by 2030 [2]. 

In the UK the predominant mode of production of renewable energy is through 
wind, both from onshore and Offshore wind farms [3]. However, the UK still relies on 
oil, gas and nuclear power to fully sustain its electrical demands [4]. The entire energy 
sector still requires humans to aid in energy generation, whether this is operating 
machinery on an Oil Rig in the North Sea, and monitoring systems in a control room 
for an Offshore Turbine or nuclear power plant. 

Humans are typically required for performing inspection and monitoring 
operations as well as interventions when required. These jobs are considered to be 
located in extreme environments such as areas of extreme weather [5], potential 
Hydrogen Sulphide build up [6, 7] and high-pressure equipment blowouts [8] to name 
but a few. All these issues and dangers still exist but there is now the COVID-19 
pandemic to also consider. 

All regions of the world have been affected by the COVID-19 pandemic, the 
main transmission of the virus appears to be airborne and while maintaining one’s 
safety is possible outside the risk is considerably greater when the environment is 
enclosed/confined [9]. Offices and factories have proven ideal breeding grounds for 
COVID-19 outbreaks [10, 11] showing the chance of the virus spreading indoors an 
increase in comparison to outdoors and this even extends to multiple floors and entire 
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buildings dependent on the air conditioning systems used. For this reason, the vast 
majority of countries affected by the pandemic are either in or have used one form or 
another of lockdown [12]. 

Lockdowns or stay at home regulations require workers where possible to as the 
name suggests to stay at home and work from there, this limits the possibility of viral 
spread and has reduced the overall CO2 emissions [13] however the amount of power 
used domestically has increased [14]. 

The question is how can these new dangers of a pandemic and the past dangers 
of the extreme environments be mitigated using cyber-physical systems? A Symbiotic 
System of Systems Approach (SSOSA) via bidirectional communications can ensure 
the knowledge transfer across system elements to enhance the connectivity between 
robotics, infrastructure, and environmental systems. 

2.  Trends in Industrial Asset Management  
As industry can be asset-heavy, the implementation of asset management can be 
viewed as an essential part of the effectual and efficient operation of an industrial 
organization. These asset-heavy industries can encounter over-capacity and low 
investment returns, therefore it is crucial for these organizations to implement a 
management system that allows for a continual life cycle, optimal operation and 
general equipment effectiveness through a complete asset management strategy [15]. 
It is necessary to identify what assets an organization has and to monitor and regularly 
inspect their current condition in order to effectively maintain them [16]. 

The term industrial asset management is used to describe any systematic process 
that maintains an asset throughout its lifecycle, through continuous planning and 
controlling, with the aim of maximising the reliability, lifetime, safety and value of 
assets whilst minimising costs [17]. 

Asset management is implemented through strategic policies that not only 
maintain assets but includes any actions that are required following any form of failure. 
These policies should align with the objectives and asset purpose of an organization, 
to achieve a steady operation to meet these objectives whilst maintaining a desired 
level of quality [18]. 

An established, optimized asset management strategy should be a detailed and 
thorough overview of an organization’s assets with consideration to any existing 
management objectives and performance targets. It should include a detailed risk 
management directory outlining current asset conditions with any historical and 
predicted deterioration and mechanical failures. Additionally, it should account for all 
financial and resources capabilities as well as constraints. 

The International Organizations for Standardization (ISO) have produced an 
overview of asset management along with asset management systems. These standards 
identify common asset management procedures that are applicable for implementation 
across a broad range of organizations, asset types and cultures [19]. 

Asset management ought to consist of some defined key principles and attributes 
to be successful [19]. 

• Primarily, 	 the asset management approach should be holistic rather than 
compartmentalized and identify risks with their associated costs and/or benefits 
(risk-based). 
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• Additionally, it should be systematic and be a repeatable, consistent, and 
methodical approach (systematic). 

• And it should establish the ideal value of performance and cost over an assets life 
cycle (optimal). 

• It should also consider how the asset may change and thus perform in the future 
to guarantee that there is sufficient provision made for any future requirements of 
the asset (sustainable). 

• Whilst recognizing that, to ensure success that the combination of attributes and 
all interdependencies are vital to this success (integrated). 

For these principles to be successfully implemented there are a few essential 
aspects that should be considered. The organization should have good leadership and 
be working with a clear direction. The staff should be competent, have cross-functional 
coordination and commitment to the systematic process of asset management. 

The ISO of asset management further explains that asset management required 
a coherent direction from management and actioning and implementation by 
knowledgeable and experienced employees. The ISO of asset management explains 
that lead management should show evidence of how they plan and commit to the 
execution and development of the organization’s asset management structure and 
how they will continually improve its effectiveness. This involves selecting people 
responsible for the assets and the asset system to ensure that it delivers all the outlined 
requirements of the asset management policies objectives and strategies. 

If a there is no articulated direction and outlined priorities, then the management 
of assets becomes very difficult and it is at risk of becoming inefficient and ineffective, 
which wastes resources, time, and money. Therefore, the ISO have outlined several 
enablers that are important for effective asset management and have a substantial impact 
on the efficiency and effectiveness on an asset management system. These enablers 
are described as: (i) structure, authority and responsibilities; (ii) outsourcing of asset 
management activities; (iii) training, awareness and competence; (iv) communication, 
participation and consultation; (v) asset management system documentation; (vi) 
information management; (vii) risk management; (viii) legal and other requirements; 
(ix) management of change [19]. It is evident that these enablers and key principles 
require and rely on continual human involvement and actions. 

The global, ongoing, COVID-19 (coronavirus) pandemic was declared as a 
Public Health Emergency of International concern, by the World Health Organization 
(WHO) in January 2020. Later in March 2020, it was declared as a global pandemic. 
Prevention methods were put into place by each country’s government to reduce the 
spread of the virus and to bring some level of overall protection to the population. 
These prevention methods included the wearing of facemasks, avoiding going out in 
public, social distancing as well as being advised to work (remotely) from home as a 
replacement for going to your place of work. 

The COVID-19 pandemic, when it occurred, was an unexpected and 
unprecedented situation. Throughout the world, companies and organizations had 
to adapt and conform to the new restrictions and repercussions that came with the 
situation, which brought unique challenges with it. One of these challenges was 
managing their assets, as with employees working from home it is difficult to remain 
in control and consistent with the company’s assets. 

The challenges that occur with people working remotely are, largely, due to two 
different concerns. One being that with company employees requiring equipment to 
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work at home, then a company can find it difficult to keep, literal track of their assets 
due to an increase in employee use of company devices. As to where these assets, such 
as laptops or software licences, are and who is operating them and in what capacity 
which can lead to assets being lost or becoming unaccounted for. Secondly, with 
employees not being able to frequently, if at all, work on site at a company there is 
increased risk linked with an absence of systematic asset management being conducted 
due to the necessity for human involvement. Consequently, the global pandemic has, 
further, pushed companies and organizations to reassess how they implement their 
asset management systems and how their employees can work effectively whilst 
working remotely [20–22]. 

Therefore, despite these standardizations and guidelines several industrial 
organizations have not optimized the operations and performances of their assets, 
especially in situations of exceptional and unanticipated circumstances [23, 24]. 
Industrial organizations can be challenged with insufficient and inaccurate maintenance 
procedures and money loss or interruptions to production due to unplanned outages 
and downtimes. Therefore, industrial processes are presently undergoing a digital 
transformation which is creating with it a new generation of intelligent, automated 
asset management solutions. 

The world is continually making technological advances which can often mean 
that industrial companies can find themselves without a mature asset management 
strategy, due to insufficient data, which inevitably can lead to several challenges. 
However, these technological advances intelligence have also provided large amounts 
of asset data which has proven beneficial to asset management [25]. 

Industry 4.0, frequently designated the fourth industrial revolution or the Internet 
of Things (IoT), and was first developed in 2011 with the aim of maximising the 
productivity and efficiency in industry. The overall concept of Industry 4.0 is to 
connect the physical and virtual world together to solve various issues and problems 
in industry [26]. This is achieved using the internet and with the application of cyber-
physical systems in an industrial production to achieve the Internet of services and 
the internet of things (IoT) [27]. IoT allows health monitoring of assets in real-time 
through automated data collection, which is analysed by algorithms for predictive 
maintenance (PdM). 

Two other methods of maintenance are preventive and reactive, where the asset 
monitoring is conducted as cycle based or a run-to-failure respectively. One of the 
most effective ways to avoid failure of an asset is to plan for regular maintenance to 
reduce the risk of the asset’s failure probability increasing. However, the probability of 
failure that is associated with the age of the asset, only accounts for a small percentage 
of total assets owned by an organization. Furthermore, the remaining percentage of the 
assets will fail at irregular and random intervals. This makes preventive maintenance 
an inappropriate approach for this particular group of assets as it is likely that they 
could deteriorate and/or fail between the times scheduled for maintenance. In addition 
to this, reactive maintenance can be costly for critical assets as this will involve the 
interruption of production and thus there will be a lost revenue associated with this. 

Historically, the application of predictive maintenance was fragile and expensive, 
as it involved the creation of custom programming software which allowed several 
systems to interface with each other to obtain data and deliver reports or warnings. 
However, any changes in this integration could cause the application to break. 
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Industrial Internet of Things (IIoT) platforms have made the development and support 
of predictive maintenance simpler. 

As industrial markets are asset-intensive it is evident why asset management, 
reactive and predictive, and the general optimization of assets is significant to 
industries such as oil, gas, and manufacturing. Therefore, a particular priority of 
Industry 4.0 is the optimization of the management and tracking of assets. Further, 
Asset Performance Management (APM) 4.0 enables organizations to go beyond 
merely understanding their asset structure but to develop their asset usage in a much 
more comprehensive way. The main technological enablers of Intelligent Asset 
Management (IAM) are cloud computing, Internet of things, big data management 
and cyber security. IAM systems combines asset management with digitization to 
provide effective and optimized asset management through exceptional knowledge 
exchanges and management [28]. 

Asset management can be significantly enhanced through the development of 
digital technologies, e.g. Artificial Intelligence (AI) and Digital Twins (DT). As we 
have seen, data is crucial to effective asset management. This data can be classified 
into two different categories, reference and operational data which can be explained as 
data that informs us about everything concerning asset components, functioning and 
its configuration and data that can provide a real-time status, environmental data and 
maintenance history respectively. The combination of these data sets is referred to as 
a DT. Through a combination of these digital technologies, it is possible to conduct 
predictive or prescriptive maintenance and to link current asset management systems 
with those for process control. 

An organization that has an IoT network are able to use smart assets that can 
transmit real-time data on the current condition of an asset to a central control centre, 
from which the key performance indicators (KPIs) can be calculated from the gathered 
data through the use of machine learning algorithms and AI. This automated data 
analysis can identify any trends and irregularities in the data to optimize and prioritize 
a schedule of required maintenance [29]. 

It was discussed earlier that maintenance practices can be separated into different 
categories, namely, preventive, conditional and reactive. Through the IIoT, two 
further categories have evolved, predictive and prescriptive maintenance strategies. 
Prescriptive maintenance is a multi-variate model that utilizes various equipment and 
process data to identify and resolve or repair an issue, which is especially valuable in 
diagnostic situations where advanced or specialized knowledge or skills are required. 
Predictive maintenance that utilizes machine learning or individual algorithms 
specific to pieces of equipment for automated and multivariant data collection, this 
can be particularly useful in situations where a critical asset will encounter unexpected 
downtime which can have a substantial impact on an organization. 

Sensorization is the terminology used to describe the use and integration of 
numerous sensors on a machine or device. Sensors are an effective and economical 
method for measuring and monitoring various variables such as temperature and 
vibration, therefore, sensors can enable equipment to detect any issues through an 
automated process. 

The implementation of Industry 4.0 can be achieved, in part, through sensorization 
However, before this can occur it is necessary for any existing operations to be 
digitized to allow for real-time detection of faults and problems. Real-time monitoring 
allows for immediate action should a fault or problem occur, eliminating any delays 
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which can prove to be costly to an organization. Additionally, real-time monitoring 
produces a data bank of useful and informative information regarding an asset that can 
in turn be used to optimize its operations. 

Currently, asset monitoring is heavily human dependent. Sensorization removes 
the requirement of human monitoring which can, on occasions, lead to improper 
practice or insufficient detailing. By removing human reliance from asset monitoring 
this can allow for resources to be used in other critical areas as well as permitting, as 
mentioned, auto-detection of issues and the following required actions. 

Due to the dangerous nature of the environment that requires sensorization, 
Robotics and Autonomous Systems (RAS) are becoming the go to method for sensor 
placement. They are not only being used for placing sensors but for independent 
inspection, monitoring and maintenance of any area required. The predominant use 
of robotics in the offshore sector has been in the form of Remote Operated Vehicles 
(ROVs) [30] and Autonomous Underwater Vehicles (AUVs) [31]. A comprehensive 
review of the recent developments in robotics for the Oil and Gas (O&G) sector has 
been published by Bogue [32]. 

These inspection methods can only be used periodically as they are expensive to 
deploy as all require trained operators and ships to launch from. Although providing 
essential information, they do not offer any form of real-time monitoring. 

The potential for fire or explosion on any offshore platforms can be considered 
one of the most dangerous scenarios [33], and for this reason, any potential robot that 
has to operate in this area, would need to adhere to the ATEX directive 2014/34/EU in 
the European Union, the DSEAR in Britain or obtain IECEx certification for outside 
the EU and USA regions. A method of mitigating the danger of electronic ignition 
is to remove the electronics and replace them with an integrated fluidic logic circuit 
[34]. Fluidic logic circuits are at fundamental stage of research and have therefore not 
been deployed in the field to fully test them but have seen a recent uptick in research 
development [35–38]. 

A trend in the field of robotics is the increased integration or entire migration 
away from hard rigid robotic components traditionally used towards the use of soft 
flexible systems. Soft robotic systems can be both safer for humans to be close to 
due to their compliance [39] but they can also be a lower risk to the overall working 
environment since if there is a collision the robot should just deform around the object 
and thus not damage the structure. Soft robots have been used in the field for marine 
life sampling [40] and recent developments have allowed them to dive to the depths 
required for deep-sea foundation monitoring [41]. A comprehensive review of area of 
soft robotics for marine environments has been created by Aracri et al. [42]. 

RAS are certified as safe upon their purchase from a manufacturer. However, from 
this point onwards, there is no current method to verify that a robot is safe and certified 
as fully operational for deployment. A future enabler in the trustworthy deployment of 
RAS and AI includes the servitization of these assets. This is defined as the requirement 
to inspect a robotic platform to ensure that the platform is certified as operationally 
reliable, safe and has the ability to function fully. The service procedure should be 
set out by the manufacturer and regulated by a governing body. The service schedule 
recommends specific checks and replacement parts including actuators and sensors 
at certain intervals based on a reliability model of the component. As Cyber-Physical 
Systems (CPS) are deployed in more remote scenarios, for example, deployed further 
from the shoreline in the offshore sector, an increasing requirement is to ensure the 
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reliability of these assets for Beyond Visual Line of Sight (BVLOS) operations. This 
includes the reliability of robotics which can utilize run-time reliability ontologies and 
infrastructure which employs effective asset management procedures. 

For the use of any RAS assets an operator would typically begin to learn how 
to control a robot through a simulator and once experienced on that system they 
would be training in-situ on the robots themselves. Once given operational control the 
operator would normally view a control panel and a view from any onboard camera on 
a computer screen. This view can be limiting for the operator and as asset inspection 
and maintenance has progressed and band width for robotic systems have increased 
the use of Virtual Reality (VR), Augmented Reality (AR) and mixed reality (MR) 
have also begun to be used. VR has seen an increasing use for robotic operational 
training [43, 44] while the use of AR and MR is increasing in usage when the robot is 
being controlled [45, 46]. 

It can be seen that even before the pandemic there was a shift to using sensorization, 
RAS, VR and AR, the restrictions placed upon workers for travel and office work has 
accelerated the uptake and investment in the trends which augment remote work. The 
next section explains the current asset management methodologies that are used in the 
energy industry and how they are developing to incorporate an increase in CPS. 

3.  Asset Management Methodologies  
The energy industry requires a continuous year-round cycle of maintenance which 
requires the permanent presence of a Condition and Performance Monitoring (CPM) 
system [47]. The CPM systems are designed to maximize production uptime and 
asset availability. CPM systems react to the asset managers need to continuously 
demonstrate ‘fitness for service’ and improve the understanding of an assets condition. 
This supports the decision-making process for de-rating, process optimization and 
scheduling for remedial action and maintenance. There is also an objective of providing 
evidence-based knowledge to support the extension of components Remaining Useful 
Life (RUL) where this justification ties with brown fields. 

Technological advancements have enabled oil and gas deployments to expand 
into deep and ultra-deep waters [48, 49] however, this presents challenges due to more 
hazardous weather conditions and increasing distance to the shoreline. It is therefore 
essential to improve an understanding of the numerous potential issues related with 
deployment and operation in unfamiliar environments and accept full answerability 
for the subsequent economic consequences. Subsea well system interventions and 
repairs become increasingly expensive due to longer delays because of availability 
and mobilization durations for the required intervention vessels. These costs increase 
alongside the distance from a fault to the shoreline. 

Short- and long-term success and efficiency of the management of inspection, 
maintenance and repair activities directly affect Key Performance Indicators (KPI) 
including: 

 1.	  Availability: How many assets are ready for operation? 
 2.	  Reliability:  Maintenance should be the first priority to ensure reliability. This 

has been considered a key objective in subsea operations conducted by the O&G 
sector. 

3.	 Life Cycle Costs: Neglected maintenance results in more expensive remedial 
action as failing equipment needs to be replaced which reduces the life cycle 
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costs of the equipment and increases costs. Scheduled maintenance should 
instead be optimized where the cost requirements for the life cycle  of the asset 
must be considered as the failures per equipment per time of operation. 

 4. 		 Safety:  Assets should have the capability to perform safely and must follow set 
safety standards. The safety parameters must be designed for all types of assets. 
A  measurement should be created  to measure the safety parameter per asset per 
maintenance level and repair. An asset is only available as fully operational if 
this measurement is 0%. 

 5. 	 Asset Management Satisfaction:  A direct impact on the asset manager 
satisfaction will be achieved from an effective maintenance which has been 
performed to high quality and will last a long duration. The asset manager is 
affected by the status monitoring and maintenance of the equipment. 

One method that is being used to maximize the Remaining Useful Life (RUL) 
of assets and maintain peak system-level effectiveness, is that a myriad of industries 
have been transitioning from traditional reactive condition-based monitoring and 
maintenance systems to a predictive maintenance model. This transition is essential 
to gain a Return on Investment (ROI) and reach performance targets. To manage 
KPIs more effectively and provide support for asset managers with a systematic 
work process for successfully managing technical risk and uncertainties, this section 
presents a knowledge representation framework for end-to-end intelligent asset 
maintenance systems and processes. This work also presents the groundwork in 
developing a maintenance knowledge-based model describing the O&G environments 
and similar industrial scenarios. 

3.1  Maintenance Processes in the Oil and Gas Industry 
Complex industrial assets including floating production, storage, and offloading 
(FPSO) vessels, underwater wells and pipelines require maintenance which is often 
an intricate and critical task. Maintenance activities include techniques such as on-
condition monitoring and predictive maintenance. Different types of maintenance 
outlining the flow of actions for each are displayed in Fig. 13.1 [50]. 

Standard maintenance is typically performed with respect to time. This usually 
relates to safety-critical items, including valves and Emergency Shut Down (ESD) 
systems. During this period, maintenance regimes and records for all assets must 
be kept and stored efficiently. This can be a time-consuming task unless a modern 
well system control and data gathering system is available and in place. There is also 
the problem that assets can deteriorate just as rapidly if they are being unused as 
compared to operational every day; the items which deteriorate will vary for each 
case. Condition monitoring is completed by examining the operation of the equipment 
and changing components or parts of the equipment shows signs of wear beyond pre-
set limits. On-board monitoring usually does the inspection where the data is stored 
and then downloaded for the maintenance facility. Predictive maintenance systems 
are focused on the analysis of current equipment states with the objective to expose 
emerging problems which will prevent catastrophic failure via device maintenance. 
The aim of predictive maintenance is to detect smaller problems which require smaller 
remedial action rather than large failures. Predictive maintenance can allow for the 
modification of system parameters, replacement or tuning of components and drives 
down expenses for equipment upkeep as faults and failures increase the downtime of 
an asset and can damage devices severely. 
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Figure 13.1: Types of maintenance and their succession of events [51]. 

Predictive maintenance regimes require access to the condition of assets to both 
look at data and the knowledge which can be obtained from the data. Reasoning 
algorithms within embedded decision-making agents can optimize the long-term 
management of heterogeneous assets and allow for a rapid response to events by 
autonomously coupling resource capabilities with alerts in real-time. 

A challenge represented in CPM is that these applications are mono domain, 
targeting only systems (i.e. flowlines or control systems). Therefore, it often isolates 
the platforms and restricts the potential of multiple coordinated actions between 
adaptive collaborative systems. 

In typical information flows, the main use of the data acquisition systems is to 
collect information from the sensor data. In order to embed tools which can support 
decision making and interoperability, it is required that these systems have the 
capability to deal with and understand the highly complex and dynamic environments 
they are installed in. Decision support tools are therefore constricted to the quality and 
scope of the information available. 

Shared knowledge representation is therefore required to give them the required 
common situational awareness. Knowledge from two sources can provide this 
information: the domain knowledge retrieved by the expert and the inferred knowledge 
from the processed sensor data. For these two examples, it is essential for the data to 
be stored, accessed, and shared efficiently via deliberative agents in near to run time. 

3.2  Data Flow in Maintenance Processes 
Maintenance processes depend on comprehensive and timely delivery of information 
from embedded data gathering systems to the persons performing the required 
operations. This enables for the integration of maintenance related information from 
multiple sources into an automated maintenance system in order to give appropriate 
maintenance support. The variety of data contributes to the maintenance process and 
is represented in the data flow illustrated in Fig. 13.2 which represents the typical life 
cycle of maintenance activities [50]. 
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Figure 13.2: Flow diagram of maintenance processes [51]. 

When observing the maintenance environment, knowledge is produced by 
interactions among systems, system observers, obstacles, engineering objects and 
instruments. Complex system interactions must be forwarded into infrastructural layers 
established on the knowledge of a system, which must be dedicated to human and 
data communications. For the environment which requires a large amount of problem 
solving, their collective vocabularies must be associated with the communication 
crossing the layers. The synthesis of this information would impact on the knowledge 
technologies employed for solving engineering problems encountered within the 
maintenance domain. 

3.3  Knowledge-based System for Maintenance Domain 
Maintenance, as with any other engineering process, is the human effort to alter or 
facilitate an environment to become more suitable or responsive to perceived human 
requirements. Many different physical outputs are created as a result; define, design, 
develop or maintain a system. A wide range of personnel are involved in engineering; 
engineers, managers and others who produce artefacts. The majority of knowledge 
about a system is created from a combination of human observations, designs and 
experiments as a result. This includes ensuring that a system and the relevant personnel, 
all know what they know and when they need to know it; resulting in mutualistic and 
commensalistic symbiosis. With a computing perspective, knowledge management 
must be implemented. This must encapsulate its meta-systems in whichever forms to 
show how knowledge is grounded from a level of engineering to the level of business 
organization that managed the engineering processes. 

Logical extensions can be made to integrate information in knowledge-based 
systems. Therefore, the concept of knowledge is presented within this chapter 
with attention to each details as this is considered a driving element of intelligent 
maintenance systems. This commences with the basic definition of the knowledge-
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based system where this task is abstract and extends to the maintenance domain for 
O&G. The knowledge-based system will be constructed with a number of different 
layers to represent different aspects of the systems as maintenance activities. 

A key objective which is presented in this chapter is to establish a knowledge-
based system for the maintenance domain with coherence of the interaction between 
infrastructure and data, objects, humans, systems, devices and communications to 
achieve or solve problems. This also includes software tools and all support systems 
including computers, web and data networks. 

For a coherent infrastructure all the involved interactions, and some aspects and 
system concepts need to be considered before establishing the main requirements for 
the maintenance of a knowledge-based system. 

• Models can be created in a wide range of domains—this includes a range of 
viable alternatives. The most effective solution almost always depends on the 
possible extensions and applications. 

 •  The development of a knowledge-based system is an iterative process. 
 •  Concepts in the system should be close to objects (physical or logical) and 

relationships in the domain of interest, e.g., asset maintenance domain. These 
are most likely to be nouns (objects) or verbs (relationships) in sentences that 
describe the domain. 

Going into further detail, the implementation of a knowledge-based system and 
how detailed or general the system will be designed to be will guide many of the 
decisions for the model. Among a number of options, some aspects can be determined 
or designed to work more effectively for the projected task, be more intuitive, more 
extensible and with increased maintainability. Furthermore, the knowledge-based 
system facilitates a model of reality of the world where the concepts within the system 
must reflect this reality. Once the first version of the system is defined, it can then 
be evaluated and debugged by imposing it on an application or for problem solving 
methods or by discussion with experts in the field. This would then result in the initial 
model then being revised and improved where an iterative process of design continues 
throughout the entire lifecycle of a knowledge-based system. 

3.4  Model for Predictive Maintenance 
As discussed previously, predictive maintenance for assets in the O&G environment 
is a knowledge-intensive task which tends to be performed or supervised by human 
experts. The primary objective of the predictive maintenance processes is to improve 
equipment reliability by identifying problems before they cause failure and further 
damage which will render it as a catastrophic failure and increase the lifecycle costs 
of the asset. The secondary objective is to provide advanced warning of developing 
problems before the equipment fails catastrophically during operations in production. 
In order to avoid an unexpected breakdown of the system, its goal is to predict when 
and what maintenance actions are required. Figure 13.3 illustrates all the inputs and 
outputs which should be considered in the intelligent maintenance process of a system 
for the realization of predictive maintenance. 

Embedded tools and annotated sensor data serves as an input for the prediction 
and diagnostic task to produce optimum fault detection. Diagnostic and prediction 
outputs serve as an input to the planning task involving sub-tasks such as fault recovery 
and on-line learning. For constructing a model, Fig. 13.3 describes the array of tasks 
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Figure 13.3: Inputs and outputs involved in predictive maintenance [51]. 

and their  breakdown into subtasks which are required. If a list of input/output roles 
are in place to serve as knowledge roles is created where the most important elements 
can be created by different knowledge types. These knowledge types include domain, 
concepts, relations or rules and are described as follows: 

 •  Parameter:  A  calculated or measured quantity whose value can detect abnormal 
behaviour. 

 •  Source:  An element that can be observed or detected. 
 •  Symptom:  A negative source. 
 •  Norm: Expected values of a parameter for normal condition. 
 •  Discrepancy:  A quantified difference to the norm. 
 •  Fault: Cause of symptom. 
 •  Location:  Where a symptom or fault is found. 
 •  Action:  An activity to eliminate a fault or to improve situation. 

The knowledge roles could represent the meta-concepts in the knowledge-based 
system and could be expressed in the relational task-domain (fault detection – well 
system). This can be observed as in Fig.13.3 due to the several domain knowledge 
models (i.e. ontologies [52, 53]) which can be constructed for the scenario of 
maintenance in the O&G environment. The models could be created for the wells 
where domain models could encapsulate the maintenance activities, fault detection 
and diagnostics. These domain models represent the knowledge of the domain 
independently of their own use. However, the application of predictive maintenance 
as a knowledge-based system will employ existing domain models using relations and 
concepts from these models to optimize knowledge transfer. 

The domain models are where the data is collected, distributed and measured. 
The reports are then circulated where groups can participate and communicate with 
each other. Data in a physics-based infrastructure cannot be explained merely as a 
consequence of a differing coherence of an assertion. They depend on where the 
sensors are situated, where the data is channelled, who makes the assertion, how the 
data is stored and filtered and what methods are used to understand and explain the 
observed phenomenon. Therefore, the knowledge-based system is systematically 
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constrained by the physics-based infrastructure. The prior knowledge for the model 
design must be closely inherent to understandings of the physical systems as well 
as practical experience of the systems. Therefore, the knowledge-based system is 
systematically constrained by the physics based infrastructure. The priori knowledge 
for the model design must be closely inherent to the understanding of physical systems 
alongside the practical experience of the systems. A process which completes problem 
solving for a given application can be supported by ‘content’ from the priori system 
information. Another interactive layer is human-oriented. 

For example, the maintenance of an engine, used to be a traditional event where 
an engineer would answer a repair-call with the parts and tools required to fix the 
issue. It now includes how to detect the first sign of a developing problem from the 
engine before it reaches a failure. Engineers can analyze the failure of equipment 
and utilize forecasting to assess the chance of failure of the same equipment failing 
in the same asset or other units, or proceed with data gathering, data clustering, 
testing, fault or defect diagnosis, planning spare parts, making recommendations, 
reporting major factors affecting a systems life, all in a technical and timely manner. 
All layers are meaningful and usable only when a system observer participates in a 
particular communication. Whether a maintenance engineer can exploit in an elliptical 
or anaphoric resolution is dependent on the role that the engineer has most recently 
played in the communication in the physics-based infrastructure. 

The domain model is a description of the real-world things of interest and 
consists of a set of conceptual classes, their associations and attributes modelled with 
knowledge-based class descriptions. In the O&G example, the domain model consists 
of faults which can be described by a failure event. Furthermore, condition monitoring 
methodologies are employed to trigger predictive action when failure states are 
predicted. Predictive maintenance actions can be classified as a subclass of a proactive 
maintenance type similar to a scheduled maintenance action. The possibility of a 
fault can be reduced due to proactive maintenance. In case of a failure state, reactive 
maintenance action, or on-condition, restores the system state to normal. Reactive 
and proactive maintenance actions are subclasses of maintenance actions. All these 
concepts related to the asset maintenance domain are presented in Fig. 13.4, where it 
can represent the initial knowledge model to anchor the collaborative approach in the 
knowledge model design. 

The Maintenance Type I the key concept of this model. A fault triggers the 
Maintenance Type depending on the nature of the problem (Existing Fault or Incipient 
Fault) the maintenance type is classified into two different and disjoint Corrective 
Maintenance or Predictive Maintenance. Associated to each Maintenance Type 
individual, there is a Work Order, which lists the variety of Maintenance Activity that 
are necessary to recover or repair the fault. In other words, the model deals with both 
the forecastable faults and some faults which are unknown or exceptional in their 
evolution. This trigger different classifications of responses. The main relationships 
associating these concepts are: 

 •  Fault Requires Maintenance Type 
 •  Maintenance Type has Work Order 
 •  Work Order has First Maintenance Activity 
 •  Maintenance Activity has Next Maintenance Activity 
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Figure 13.4: Initial knowledge-based domain model for predictive maintenance [51]. 

Feedback can be taken from several participants in the collaborative design 
process of the knowledge-based model. The sub-classification of the maintenance 
actions to proactive and on-condition is unnecessary. These options can be represented 
as instances of the maintenance action class. Furthermore, the maintenance schedule 
could be linked to the respective maintenance actions. 

The primary aim of condition monitoring techniques is to predict the failure state, 
but the method could not trigger any maintenance action. Failures can be prevented by 
the maintenance action where the condition monitoring is associated with a number 
of limited failures. Also, each failure state could not be associated with a condition 
monitoring method. 

In viewing Fig. 13.4, doubts could be made about the differences between the 
failure state and failure event. A fault is a possibility for or an existence of a failure 
event or state. However, an event is a state change of a system. This enables an event 
to be described with the resulting state or a state with the causing event. Events of 
interest that affect assets in the O&G domain in the shape of a Failure Mode and 
Effective Analysis (FMEA) can be seen in Table 13.1. 

3.5  System Architecture 
A number of different layers should be included in the construction of the knowledge-
based system. The layers are used to represent different aspects of the system, for 
information integrating for intelligent monitoring, which is established on a multi-tier 
architecture and a common terminology. A view of the architecture for information 
integration is displayed in Fig.13.5. From the ground up, there is an abstraction 
and aggregation process in place, which abstracts from the low-level, proprietary 
information to higher-level information. This is enhanced by the semantics which are 
embedded in the knowledge-based model. 



 

 
 

Event Effect duration Event duration Occurrence 
Fatigue Dynamic, Vibration Continuous  Continuous 
Excessive loading Static, Quasi-static, 

Dynamic 
Short or continuous  Sudden 

Shock loading Vibration Quick  Sudden 
Force monitoring Static, Quasi-static, 

Dynamic 
Change, Drift  Continuous 

Shape monitoring Static Long  Regular 
Third party Dynamic, Vibration Quick, Change  Sudden 
interference 
Fluid properties Static, Quasi-static, 

Dynamic 
Change  Sudden 

Leak Dynamic, Vibration Change  Sudden 
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Table 13.1: Characteristics of events and effects considered in the 
knowledge-based model [51] 

Figure 13.5: Layered architecture for integrating distributed monitoring data [51]. 



 

 • 		 Real-World Information: Real-world data is accessible via the lower level. This 
is gathered from sensors or the digital version which is stored in databases (for 
example in some databases of the stakeholder, in geo information systems, or on 
the internet). The predominant challenge for data acquisition and later integration 
on this layer is heterogeneity. 

 • 		 Semantic Transformation:  The second layer is where the software parsers and 
adapters are situated. These transform real-world data into a common language. 
The output of the different software parsers and adapters are kept in distributed 
repositories. Consistent descriptions between the predictive maintenance domain 
model and the semantics of the generated data (relations and properties of 
referenced objects) are important. 

 • 		 Aggregation and Persistence: Repositories, databases and distributed 
information are integrated within this layer. 

 • 		 Predictive Maintenance Domain Model:  This layer represents an XML-based 
data model which uses description logics for stipulating the terminology of the 
predictive maintenance domain as well as the O&G domain. 

 • 		 Distributed Reasoning  [54]: This layer comprises of reasoners. This can be 
described as a software-based inference engine which interprets and analyses 
information by deriving additional data by employing descriptive logic. 

 • 		 Intelligent Services:  The top layer consists of services and maintenance agents 
(software agents) which can collaborate autonomously with each other to analyse 
certain fault scenarios. This supports corresponding decision-making tasks (for 
example predictive maintenance: a maintenance working order for an asset-based 
on symptom analysis). 

4.  Offshore Energy Case Study 
One of the largest EPSRC funded UK based academic and industry collaboration for 
robotics in extreme environments  is the UK Robotics and Artificial Intelligence Hub 
for Offshore Robotics for Certification of Assets (ORCA  Hub). The ORCA  Hub is a 
four year, multi-organization project with the primary goal to use teams of robots and 
Autonomous Intelligent Systems (AIS) on remote energy platforms to facilitate cost-
effective, secure and enhanced efficient operational practices [46]. The ORCA Hub is 
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a collaboration between leading industrial companies with academic institutions. The 
creation of a fully autonomous offshore platform, being governed and inspected from 
the mainland is the ultimate goal of the ORCA Hub, as it would allow for a reduction 
in the number of workers in hazardous environments. The idealized system created in 
the ORCA Hub is comprised of the remote energy platform, related assets, monitoring 
systems, and the heterogeneous robotic systems (aerial, surface, and marine robots) 
required to ensure the platforms continuous autonomous functionality. 

To achieve the ORCA Hub’s goal of autonomous offshore infrastructure a host of 
different robotic and sensors systems are required to be able to operate independently 
and in conjunction with each other and humans. There are multiple different areas that 
are required to be sensorized for accurate monitoring on an offshore energy platform. 
For example, on a wind turbine the blades require inspection for corrosion, water 
ingress and internal damage, the internal monopile, housing and nacelle require an 
array of sensors monitoring for different environmental measurands such as structural 
vibration, machine vibration, weld strain, humidity, pressure and temperature, the 



 

 

 

  

 

 

275 The Future Workplace: A Symbiotic System of Systems Environment 

underwater foundation of the turbine requires inspection for scour, corrosion in the 
foundation and damage to the outlet pipes. 

To monitor the different areas of an offshore platform there needs to be a 
combination of permanently deployed sensors and other inspection methods that can 
be used periodically and when required. The Limpet sensor [55, 56] is a multi-sensor 
platform created to be deployed by humans or robots wherever it is required. Each 
Limpet contains a temperature, vibration, strain, humidity, pressure, and light sensor 
as well as the ability to have custom sensors plugged into it. They offer multiple 
communication modalities such as infrared, Lo-Ra, Wi-Fi and acoustic. Robot 
Operating System (ROS) is integrated into each Limpet allowing for data transfer 
between the robots used in the ORCA Hub. For inspection of wind turbine blades 
and insulated areas a Frequency-Modulated Continuous-Wave (FMCW) has been 
developed [57]. To inspect metallic sections an Electromagnetic-acoustic transducers 
(EMAT) sensor has been developed and deployed [58]. 

How to deploy and these sensors in extreme environments is a key part of ORCA 
Hub mission and there are multiple robots being used. For terrestrial requirements, the 
Husky a wheeled robot developed by Clearpath Robotics [59] and the ANYmalC a 
quadruped robot developed by ANYbotics [60] have been used. Quadruped robots can 
be used to overcome obstacles that regular tracked or wheeled robots cannot achieve 
such as stairs or uneven terrain [61]. Aerial inspections are conducted via drones 
[62]. To conduct aerial operations different anchoring and perching methods [63], 
mobile polymer repair systems [64] as well as multiple flying morphologies [65] that 
could allow a drone to also perform an underwater inspection [66] were developed. 
Underwater inspection comes from a range of different AUV’s such as the Falcon [67] 
and BlueROV2 [68]. 

To both accurately show where all the sensors and robots are located in an 
industrial site a DT [69] can be implemented. A DT will show a digital replica of 
the industrial site and can be both used for accurate simulation before robots are 
deployed and as real-time displays of the data being gathered by the different systems 
functioning at that point. 

Another key and often overlooked element of implementing robotic systems 
into remote areas is how they will interact with the humans operating them both 
remotely and potentially in the field, this area is known as Human-Robot Interaction 
(HRI). Within the ORCA Hub the MIRIAM (Multimodal Intelligent inteRactIon for 
Autonomous systeMs) [70] system was created as a way for operators to query their 
robotics in real-time and using natural language. Work was required on how natural 
language could be used to command robots and to understand the information they 
are feeding back to the operators. Trust between human and robots is essential when 
it comes to performing complex and dangerous tasks [71, 72]. The primary method is 
through the use of natural language interactions to allow for the robot’s decisions to 
be made in a transparent and understandable manner. 

While the operation of a robot remote should not demand a large degree of 
physical exertion there can be a greater mental strain placed on the operator. With 
this strain in mind researchers have also developed ways of eye-tracking [73] and 
cognitive load [74, 75] that can be combined with the remote operating system to 
create a safer working environment. 

With such a broad range of robotic and sensors systems being developed to be 
deployed together and to function for long periods of time with minimal to no human 
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interaction the entire robotic ecology/system needs to be carefully designed and 
managed. The method proposed to efficiently and effectively do this is through the 
creation of a Symbiotic System of Systems Approach (SSOSA). 

4.1 Design of the Symbiotic System of Systems 
An assessment of the top-down challenges of Robotics and AI (RAI) and Operations 
and Maintenance (O&M) allows for a digital architecture which enhances the 
symbiosis to be created, which includes planning, functional, safety and operational 
necessities to ensure foresight and resilient autonomous missions. The inclusion of 
a SSOSA results in the creation of a symbiotic ecosystem across people, robotic 
platforms, infrastructure, environment, and systems. 

Smart environments, CPS, robotic platforms and humans are all elements included 
within Symbiotic RAI relationships and are able to cooperate when performing tasks 
[76]. Mutualism, commensalism and parasitism are the three most fundamental 
forms of symbiosis. Parasitism is defined as a relationship where only the parasitic 
component benefits, while the host component is harmed. Interactions between 
one element, resulting in one being unaffected while the other benefits, is defined 
as commensalism. Mutualism defines a relationship where both elements benefit 
[77, 78]. 

Key barriers inhibiting the commercialization of autonomous systems include 
operational resilience and safety compliance in BVLOS robotics, where impediments 
in the development and deployment of state-of-the-art RAS were identified due to the 
limitations in interaction between Cooperation, Collaboration and Corroboration (C3). 
This includes the interaction with human, environment, infrastructure and autonomous 
systems. These three interactions are based on inter-intra (internal and external) goals 
and laws, for instance the envelope of a mission which has been predefined. In the 
design of a SSOSA, C3 results in collaborative governance to ensure the resilience 
of an autonomous mission, increases safety and creates a hyper enabled overview for 
the human operator. This accelerates the future ability to methodically characterize 
trusted relationships, especially as robots become resident systems and humans 
operate remotely. 

As inspired by nature, data (information) interactions and awareness of the system 
are regulated by guidelines to ensure reliable communications. The SSOSA and the 
created Symbiotic Digital Architecture (SDA) generates an upgraded environment and 
model for hyper-enabled safety and operational requirements alongside knowledge 
distribution/sharing in autonomously operated functions and isolated robotic operators. 
Collaborative governance can be reached via the implementation of an ontology 
which is driven by AI on a RAS to monitor the resilience of the vehicle in real-time, in 
conjunction with edge analytics for an improvement in holistic transparency/visibility 
for a system. This offers a continued tactical viewpoint of a remote resource, ensuring 
safety governance is always at the front and centre of a mission. 

In our roadmap, we define two steps in the advancement towards trusted autonomy, 
self-certification, and symbiosis across robotic, infrastructure and environmental 
systems. These paradigms signify increasing tiers of mission resilience and safety, 
allowing for an acceleration in effective servitization to ensure alignment of the 
conditions required for a progressively automated seaward ecosystem. This chapter 
focuses on the first tier – “Adapt and Survive” with our next objective our roadmap 
aimed at the second tier – “Adapt and Thrive”. 
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1stTier – Adapt and Survive: An autonomous mission or operation with a mission 
envelope that is predefined. The architecture of the system can assess: any effects of 
the variables within a situation from the infrastructure,robot reliability, environment 
and operator interactions; collaborating and distributing data and information with 
a remote operator; negating unknown and known risks to the safety and reliability 
of the CPS and its mission. Commensalism and mutualism are achieved to ensure 
survivability of a CPS and the completion of the objectives of a mission without 
violating safety governance [79]. 

2ndTier – Adapt and Thrive: An enhancement of the standards outlined in the first tier 
with the addition of utilizing a distribution map of knowledge which has the ability 
to recommend options for an observer on updated priorities of the multi-objective 
mission. This incorporates the RAS evaluating unanticipated variables, their outcomes 
and creating solutions for optimization of a mission. This develops the symbiotic 
relationship further where CPS are at the forefront. Resource sharing via a DT which 
has minimal elements of parasitic capabilities can make sure a CPS thrives however, 
in no way to the detriment of another RAS [79]. 

The SDA and SSOSA have been initially developed for the needs of the offshore 
renewable energy sector however, the intent is for a broader facilitation for resident 
and BVLOS RAS via shared operational and resilience requirements. Innovative 
information flows between crucial front-end systems and decision assistance across 
robot, isolated/remote operator and infrastructure created via a digital synthetic 
environment with bidirectional interaction (C3). 

4.2 Symbiotic Interactions and C³ Governance 
Symbiotic relationships and interactions include formal and informal interactions that 
operate alongside collaborative governance. Augmented learning processes,trusted 
autonomy,decision-making, and problem-solving are critical in the integration of 
RAS/I and human interaction that results in human-robot systems. Multiple types 
of technologies enable symbiosis between a human and robot depending on the 
conditions of the function. Natural language, mouse-based or gesture interaction for 
MR is included within these elements of symbiotic interaction [80]. Typically, only a 
single element of symbiosis is captured by these technologies as illustrated within Fig. 
13.6 (Previous Autonomous Systems); cooperation, collaboration, or corroboration. 
The SSOSA further develops the symbiotic interactions across systems to achieve 
collaborative governance. 

Figure 13.6: Diagram highlighting the barriers in the current state-of-the-art and the route to 
collaborative governance via a SSOSA. 
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The interrelationships between the host and symbiont represents the symbiotic 
interactions. We define a symbiont as a system that requires an interaction between 
another system’s elements. The symbiont tends to depend on the host resources for 
it to operate effectively [81]. Rudimental symbiotic interactions are represented in 
Table 13.2. When a positive outcome is reached by both symbiont and host, mutualism 
exists in the relationship. The interaction between a robot and human can be included 
under this definition as the human benefits from the RAS completing objectives and 
the host benefits as the operator has the interaction capability to advise on the CPS 
operations. A commensalistic relationship is achieved when the host is unaffected and 
symbiont obtains a positive result. An example includes improving human efficiency 
via an AI bot, yet receiving no benefits in return. When the symbiont benefits at the 
expense of the host, the symbiont is classed as a parasite. When there is a mix of 
new and legacy systems the interactions between technologies could be observed as 
parasitic due to resource competition with the host, e.g., power drain. An example 
of this includes if a robotic platform (symbiont) had the capability to connect and 
steal charge from another robotic platform (host) for the symbiont power supply to 
accomplish its mission. This could detriment the mission envelope of the host as it 
would have a reduced battery for the completion of task. Intra-inter processes and 
collaborations will always generate symbiotic competition for resources. The problem 
we propose includes: to what degree do the decisions made become detrimental to an 
objective or mission? For example, a human operator may have time limitations on the 
completion of a project which uses a RAS. If the RAS acquires a fault, depending on 
the system, the human operator could override the ontology to continue the mission 
at the detriment of the robotic platform. Therefore, the human becomes a parasite to 
the system. However, automation via the development of ontologies can reduce this 
effect to ensure beneficial symbiotic relationships and ensure predetermined rules and 
regulations are followed. 

Table 13.2: Fitness outcomes and symbiotic typology [79, 82] 

Type of interaction Fitness outcome 
Symbiont Host 

Mutualism Positive Positive 
Commensalism Positive Neutral 
Parasitic Positive Negative 

The ability to control a system remotely is defined as teleoperation. This enables 
a human to collaborate with a robot and can be achieved via line of sight or remotely 
via real-time information on a computer display. The mutualistic relationship via 
these types of technologies, where visualization supports the observer to improve the 
functionality of the robot, benefits both aspects of the paired connection. Increased 
levels of autonomy enable RAS to produce run-time maps of the operational 
environment from LiDAR sensors for path planning, where MR devices can be 
implemented to provide novel methods to visualize RAS and CPS [83–85]. 

Cooperation is often achieved via speech recognition technology which allows 
human operators to interact with CPS, often employed by sectors, which deal with 
increasingly large volumes of data [86, 87]. An information transaction hub of data 
can be created by the employing a DT which can virtualize and control assets for 
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remote monitoring, interaction, and navigation. This is a form of commensalism due to 
the human benefitting from the relationship across the systems. The cloud computing 
infrastructure handles the computational burden from speech processing, leading to 
no effect on the performance of the robot or autonomous system, whilst augmenting 
the ability of the operator. Devices can be controlled with no physical inputs via the 
implementation of ‘call out’ instructions. To ensure seamless integration of ‘call out’ 
instructions, it is paramount that they are designed to be intuitive to the operation and 
operator, however, it is difficult for all commands to be voice-based [88]. 

Continuous missions typically use input systems such as standard controllers 
due to the operations and motions to new locations, which are not determined in the 
mission plan, this is the reason why voice commands are less prominent. However, 
voice commands which allow the robotic system to autonomously move to a directory 
of predetermined locations (e.g. “home” or “generator”) are effective solutions [89]. 
Software accessibility is improved via Speech recognition, a control method only 
surpassed only by touch-based interactions for speed of operation for senior users 
[89]. Allowing for a twin to be accessible on more devices (other than a standard 
desktop) such as virtual reality headsets which have zero physical inputs, allowing for 
on-site operations to be performed. 

MR devices, including the Microsoft HoloLens, operate as a cooperative 
technology using gesticulation via a user interface. Design standards are yet to be fully 
created for this technology, however, the HoloLens offers pre-created gestures within 
its functionality. Gestures including an ‘air tap’ and ‘dragging’ allows for interaction 
via sliders and option controls within in the 3D environment, in addition to the 
capability to reposition on-screen elements. A distinctive feature these devices offer 
is the capacity to visualize the environment with the virtual robot positioned within, 
evaluating the space for safe robot operation. The processing load is on the HoloLens, 
which has a devoted processor and is represented as commensalistic collaboration. 
The gestures create benefit to the ability of the operator to interact, whilst not being 
negative to the functionality of the RAS. The operation of the HoloLens is displayed 
in Fig. 13.7, demonstrating interaction with a model by accessing the outcomes from 
the DT of an offshore asset without having an influence on the functionality of the 
wind farm array [90]. 

Undesirable and unforeseen events are minimized by ensuring operators have the 
ability to interact with a DT simulation [91]. The comparison and accuracy of outcomes 
in the digital environment compared to the deployed asset establishes corroboration. 
Integrating this methodology with resilient and different modes from input systems 
protects and maintains trust in the application. The combination of collaboration and 
corroboration is accomplished in the DT as the remote operator may terminate the 
operation of a CPS when completing any objectives during a mission in run-time. 
Actionable information ensures that an operational overview is always available 
via the DT. Mutualistic and commensalistic relationships are achieved between the 
symbiont (operator) and host (robotic platform) to ensure there is resilience to the 
mission envelope and performance of the CPS. Twins date back to the 1960sin the 
simulations of the National Aeronautics and Space Administration (NASA) Apollo 
13 mission. A physical analogue of the command module was designed to steer 
the malfunctioning mission on its return to earth following a crucial system failure 
on the vessel [92]. Recently, improvements in newly available and easy access to 
hardware have facilitated extensive use of DTs to observe and run simulations to attain 
outcomes, possibilities and incorporate training sector-wide [93–97]. 
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Figure 13.7: Spectator view from a HoloLens where the user is utilizing the HoloLens to  
interact with a model of an offshore wind farm and examine the effects on the windows [14]. 

We discover a bottleneck in the current trajectory of robotic integration of systems 
defined under symbiotic envelopes. Present systems, as discussed previously in this 
section, are restricted to reaching a single aspect of either collaboration, corroboration 
or cooperation. To further advance symbiotic relations, it is vital that the combination 
and communication between C3 is achieved in collaborative governance between 
infrastructure, people, autonomous systems and environment. 

Additional instances of symbiotic interactions are clustered into the following 
groups and presented in Table 13.3. A human collaborator can be considered as a 
symbiotic relationship and comprises of a relationship between a person and RAS. This 
adds additional safety characteristics for a robot to maintain distance from humans or 
to allow robots to work in a shared workspace. Another partnership achieved includes 
multi-platform, which can include the symbiosis between the coordination of robots or 
robotic swarms during a mission. The Internet of Things (IoT) allows infrastructural 
sensors to be paired alongside DTs of buildings and includes overview and control of 
climates, access areas and associated autonomous systems. Asset integrity is an active 
area of development for use alongside DTs and enables fault detection via structural 
health monitoring sensors to be displayed in the synthetic environment and may also 
provide systems diagnoses to an operator. The application of a SSOSA gives the 
opportunity to define and include multifaceted architectures and processes within the 
systems engineering society. 

Table 13.3: Examples of symbiotic relationships [79] 

Symbiotic relationship References 
Human Collaborator [98–102] 
Multi-Platform [101, 103–105] 
Infrastructural Sensors [106–108] 
Asset Integrity Inspection [109–111] 
System of Systems [112–114] 
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4.3	 Symbiotic Digital Architecture to Enhance Resilience and 
Safety Compliance 

Ensuring the safety of any RAS represents a specific challenge faced by human 
operators. Although many standards are considered as safe by legislators for robotic 
systems; safety criteria, including ISO 61508 and domain-specific standards including 
ISO 15066 (collaborative robots), ISO 10218 (industrial robots), or RTCA DO
178B/C (aerospace), and even ethical aspects (BS8611), none of which consider 
fully autonomous systems capable of handling important decisions which are critical 
to safety. 

Within this subsection, the limits of the present system of system approaches 
and symbiotic systems are highlighted. A SSOSA consists of a variety of widely 
recognized symbiotic interactions, with the inclusion of the author’s specific 
innovative relationships, which further develop the state-of-the-art symbiosis and 
are presented within the sliced portions shown in Fig. 13.2. The advancement of 
DTs has fuelled the advancement of different symbiotic relationships. A DT allows 
a human operator to C3 interactively with the synthetic environment and real-world 
platform as represented in Slice A. Majority of symbiotic system methods are widely 
recognized as multi-platform; symbiotic methods is accomplished via the cooperation 
or collaboration of several robots (Slice B). Infrastructural sensors provide an 
opportunity for corroboration as in Slice C. The devices are often used for localization 
to validate (corroborate) the position of a robot relative to its environment. Asset 
integrity inspection is represented by slice D and represents a symbiotic relationship 
under rapid developed and is discussed within this chapter. Cooperation with a DT 
ensures that asset integrity data is shared for an accurate representation of faults to the, 
often remote, end-user. Lastly, we create a novel symbiotic relationship represented in 
System of Systems (Slice E), where symbiosis is achieved between systems onboard 
an RAS. The approach uses bidirectional communications for assessment of mission 
updates/status and certification of a RASs own systems via a run-time reliability 
ontology. With this perspective, present “Symbiotic systems” can be described as 
symbiotic partnerships between a pair of sub-elements, for example, a DT and sub-
element as in portions A-C. These usually also simply feature a single element of 
corroboration, cooperation or collaboration. This enables the designed SSOSA to 
represent all symbiotic partnerships to achieve C3 governance, as displayed by the 
hatched area in Fig. 13.8, with connections to a single, shared DT acting as the SSOSA 
boundary. Bidirectional means of communication between each symbiotic relation to 
the symbiotic ecosystem controlled via the DT ensures full symbiotic digitalization is 
achieved. A SSOSA is transferrable to ensure the integration of a range of RAS and 
infrastructural devices and sensors under the same framework. This work, and the 
relevant case study conducted by the ORCA Hub, has allowed Mitchell et al. [79] to 
construct the theory around the hypothesis and to show whether safety and trust is to 
be created via self-certification to work in an autonomous mission evaluation. 

This section presents a SSOSA to ensure resilient autonomy as defined in Fig. 
13.9. Symbiosis is achieved across systems within a RAS and via a DT utilizing 
bidirectional communications for run-time data interaction and representation. A 
symbiotic system is defined as the co-evolution and lifecycle learning with shared 
knowledge for mutualistic gain. We also describe a set of systems or system aspects 
which work together to provide a unique capability that none of the fundamental 
systems can achieve on its own as a system of systems approach [79]. This 



 282 Cyber-Physical Systems: Solutions to Pandemic Challenges 

Figure 13.8: Symbiotic digitalised ecosystem highlighting the implementation of symbiotic 
interactions within the SSOSA. 

Figure 13.9: SSOSA definitions highlighting the challenges, solution, benefits  
and mission evaluation variables. 
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methodology is motivated with the perspective that an improvement in operating 
awareness can be accomplished via bidirectional exchange of knowledge from a DT, 
to enhance execution and promote life cycle advancement. The aggregation of data 
from across the RAS, environment, infrastructure and human operator will ensure this 
is completed. 

The barriers which symbiotic systems will encounter include the creation of 
collaborative governance via a DT interface which creates confidence and trust for the 
human operators and the provision of an improved DT to classify system certification, 
operations report and shared data across systems without inducing information 
overload for the operator. Within the SSOSA, the DT elements are created to perform as 
the base of command-and-control for a mission which creates functionality, increases 
autonomy, enhances human trust, resilience during operations and compliance 
certification. A SSOSA secures several advantages due to the platform agnosticism 
within the SDA which is adaptable and scalable, featuring the bidirectional network 
for enhanced visibility or data-driven solutions during autonomy. This enables the 
architecture to be utilized to any commercial off-the-shelf robotic platforms, such 
as SPOT from Boston Dynamics. The SDA and system implementation process 
is modified appropriately depending on the sensors and actuators specific to the 
robotic platform. 

Mutualism and commensalism is captured under the first tier, ‘Adapt and 
Survive’, of the SSOSA as defined at the start of the previous section. The utilization 
of a real-time ontology for reliability allows the symbiotic architecture created to 
assess the effects of a situation from variables across environment, infrastructure, 
RAS reliability and interaction for a remote operator. The incorporation of shared 
data from numerous deployed devices allows for data collected to be routed to the DT 
to allow collaboration and an overview for a remote human-in-the-loop. This allows 
for mitigation of unknown and known hazards and threats to the resilience and safety 
of the autonomous mission. A mission can be evaluated due to the closing of goals 
within the mission envelope whilst confirming safety compliance of the RAS under a 
survivability viewpoint. 

In the future development of our SSOSA, we include a roadmap to tier 2, ‘Adapt 
and Thrive’, where a number of RAS employ a map of distributed knowledge to 
create recommendations for the human-in-the-loop on new mission priorities which 
have multi-objectives. This newly created information can be shared for many CPS 
autonomously and seamlessly integrated for mutualistic, commensalistic or parasitic 
advantage, however, by no means at the detriment of another CPS mission envelope. 
An example of this parasitic gain could include the data sharing of battery state of 
charge, where a RAS (symbiont) could deprive a host robotic platform of battery 
charge, but where the symbiont leaves enough charge for the host to still complete 
its planned mission objectives. We include the definition of a ‘Thriving’ SSOSA in 
our future objectives, where a robotic platform can overcome unforeseen events, 
necessitating autonomous departure from the mission objective, yet still achieving an 
optimized mission profile. The system can autonomously suggest solutions to threats 
to ensure mission permanence and continuity. 

The creation of a run-time reliability ontology via edge analytics improves the 
visibility to present and imminent signs of failure. The quick evolution of different 
types of failure requires different revival strategies and should be designed into a 
reliability ontology. In the design of our ontology, this includes a recovery element 
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that instructs the RAS to proceed to an accessible and safe area in the event of a 
warning fault or future failure. This can become important as discussed in “Confined 
Environments” implementation, where humans may not be able to access a zone to 
recover a robot. Therefore, if a robot can make itself safe in a designated recovery 
zone, this may be a more effective option when compared to a robot stranded in an 
area inaccessible to humans. 

Mutualism is achieved for safety compliance as the human and robot may 
communicate and interact via bidirectional communication systems. This is 
accomplished via human access to the DT for the assessment of mission status, whilst 
the RAS simultaneously prompts the human operator with fault diagnoses in real-
time. The operator can terminate the mission at any point however, the reliability 
ontology gives the robotic platform the capability to make autonomous decisions to 
ensure a successful and safe mission envelope. 

To verify the successful implementation of a SSOSA, demonstration variables 
must be fully considered and are listed under functional, operational, safety and planning 
of Fig. 13.9. A successful testing of our SSOSA within a confined space autonomous 
inspection evaluation is shown in the pilot studies section. Functional variables include 
ensuring run time data collection and bidirectional communications for a completely 
synchronized system architecture, precisely matching the representation within the DT. 
Operational variables are addressed via the system self-certification, which increase 
the autonomy and resilience onboard a robotic platform. Safety is a key variable in our 
SSOSA due to the requirement to support localization of humans, route planning and 
execution in opaque/challenging environments and operational verification reporting. 
Lastly, the design of a plan ensures that the reliability ontology is accurate to the 
deployed CPS. The ontology represents the decision-making hierarchy for the CPS 
and for reporting the status of a mission to the DT. 

Our SSOSA incorporates a system integration process which is displayed within 
Fig. 13.10. The illustration presents the aspects of the sub-elements of the system and 
focuses on the symbiosis and resilience across the layers due to the C3 of data. The 
colour coding included in the figure is also utilized in Fig. 13.11 and Fig. 13.17 and 
provides a common differentiator between the different elements of the symbiotic 
architecture and robotic platform. The links between all subsystems are displayed 
within each layer and represent the addressed mission variables. The human interaction 
layer represents the human operator with the capabilities to interact with the mission 
via the DT. The DT user interface comprises of the functions for the operator to 
increase their operational overview of the deployed CPS. The data gathered from the 
FMCW radar is fed to the DT. The sensor represents a non-destructive asset integrity 
inspection payload employed on the robotic platform and can be used for surface 
and subsurface evaluation of materials. The Planning Domain Definition Language 
(PDDL) is the decision-making layer of the ontology and is connected to the software 
packages onboard the RAS. The Simultaneous Location and Mapping (SLAM) stack, 
ontology and motion planning are linked with the decision making as identified in 
the system integration process. Diagnostics from the actuators and internal sensors 
onboard the RAS and is processed by the ontology where the data collected from 
the cameras and LiDAR sensors is fed to the SLAM stack. The mobile base and 
manipulators receive the commands calculated from the motion planning element. 
The system integration process improves the resilience of each element, as each 
when functioning independently would have been unable to determine the required 
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Figure 13.10: System integration process for the RAS utilized in the autonomous  
mission envelope. 

Figure 13.11: SDA representing sub-elements from RAS to the remote human operator  
via bidirectional knowledge exchange. 

answer. Therefore, with an applied SSOSA, mutualism via knowledge sharing and C3  
is achieved across all systems. 

With a focus on addressing the top-down requirements, alongside ground-
up capability challenges, a SSOSA supports reliability in autonomous missions. 
To ensure actionable and time-critical information, the top-down requirements are 
mapped onto an architecture for reliable and trustworthy systems through the SDA 
(Fig. 13.11), which captures planning, safety compliance, operational and functional 
requirements of the SSOSA. The SDA also enables resilient intra symbiosis (within 
the robotic platform) and inter symbiosis (across robotic platforms and other systems). 
This includes the systems engineering with the incorporation of up to 1000 different 
sensors and architectures to be included under the same architecture. 

The SDA is initiated by the user via the human-in-the-loop symbol. This 
permits the user to utilize the synthetic environment provided by the DT to gain 
actionable information from the resident CPS via the Graphical User Interface (GUI), 
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demonstrating bidirectionality. The DT has been designed to ensure knowledge can be 
obtained from MR devices, producing improved operational reporting, also available 
via a standard laptop. The asset data and all the information are presented within the 
digital environment of the real-world asset. Logical colour coding enables information 
such as components which present defects, to be displayed easily and identified by the 
human operator quickly. 

The ghosting function is a meta-function of the DT and reduces the associated 
risks with any robotic arm operations by increasing safety. A visualization of the 
arms is accessible via the interface, where the arm trajectories can be simulated in the 
synthetic environment prior to operational deployment. This builds confidence across 
the SDA, as the human operator may identify any risks within the simulation via the 
visualization of the manipulation task prior to executing the planned path to the real-
world robot. This leads to increased assurance for effective operation. 

We include a novel radar sensing payload on-board the robotic platform which 
is included in our SDA. The FMCW radar sensor features the ability to distinguish 
humans through barriers which include walls and doors, thereby expanding the 
operational awareness of a robotic platform. The payload also provides support 
in opaque environments or when poor visibility impedes localization and where 
collision avoidance sensors become less capable. The sensor can also be utilized 
for asset integrity inspection, specifically when the sensor is used for the analysis of 
air to material interface, in addition to internal properties. This has been applied to 
integrity inspection of wind turbine blades, detection of corrosion precursors (with or 
without insulation) and inspection of metals within low dielectric civil infrastructures 
[57, 111]. 

The run-time reliability ontology block within the SDA supports adaptive mission 
planning which enables robustness, diagnosis, decision making, and prognosis. For a 
human observer who is remote to the field, this is useful as an improved understanding 
of the remaining useful life and state of health of important subsystems is provided, 
both at the mission planning stage and during run-time. To ensure effective operation 
of the ontology, front-end data and edge analytics is fed into rear-end functions via 
the DT. Bidirectional communications, supports connectivity and awareness via these 
data streams. The data collected from actuating systems and associated sensors are 
converted into actionable data when passed through the ontology to be presented 
to the human-in-the-loop. Actionable information includes recommended remedial 
action for the human operator to solve the problem. This could include stopping the 
mission or replacing components upon failure. 

A diagnosis automaton within the AI-driven ontology is constructed for each 
critical element in the robotic platform including motor, batter, wheel, motor driver, 
integrated devices or single component. This includes components which are sensed or 
non-sensed. Distinct states can be designed for each segment of a system as displayed 
in Equations 1-4. C3 governance is outlined via the full adherence of the robot to the 
rules set in the ontology which minimize risk [41]. 

States = {sensed, possible, normal} (1) 
Sensed states = {low current, high temperature, ...} (2) 

Possible states = {broken, aging, degrading, abnormal behaviour, ...} (3) 
Normal states = {on, off, ready, working, ...} (4) 
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Event transitions are scenarios or events which changes the state of a component 
or system. These include temporal, internal, external or spatial events (each with 
differing degrees of probability). These transition events are: 

Events = {internal, time-driven, space-driven, external} (5) 

Hierarchical relationships are utilized to convey the reliability ontology models, 
which include: ‘is-linked-to’ and ‘is-type-of ’ or ‘is-connected-to’ relationship. For 
example, ‘x is-connected-to y’ [115].

       Binary relationship = {causality, implication, prevention, hierarchical, 
composition, aggregation, optional} (6) 

The defining logic within the ontological binary interrelationship enables the C3 

across all sub-elements and systems under the SSOSA. Zaki et al. express a detailed 
formalism in [115]. 

Three types of binary relationships are linked to display the level of confidence 
in the relationship. These are: ‘causality’, ‘implication’ and ‘prevention’  [115]. E.g. 
‘x must-cause y’, ‘x might-cause y’. Modalities combined with those relations include 
the following verbs: 
	 •	 could	 (less possible) 
	 •	 might/may	 (possibly) 
	 •	 should (very likely) 
	 •	 would	 (really certain) 
	 •	 must	 (absolutely certain) 

Each segment attains its own distinct properties, each having an influence on 
the inter- intrarelations within the system, such as: ‘reusability’, ‘dependency’, 
‘availability’ and ‘validity’. E.g. x (is) reusable, x (is) stand-alone, x (is) available  
and x (is) valid [115]. 

A summary of these steps include: 

A. Creation of an automaton for diagnosis,as built for each key segment of the CPS. 
B. A description of the transitional connection across the states. 
C. A description of the binary relationships across the states in differing elements. 
D. Creation of the hierarchical model of the specified CPS. 
E. Creation of a standard model of elements of the CPS. 

5. Pilot Studies 
The following section covers examples of cyber-physical implementation applicable 
to the energy sector. The pilot studies are confined environments, an onshore wind 
turbine test dock and nuclear storage tank decommissioning. These pilots showcase 
the SSOSA, and its components depicted in Fig. 13.17. 

5.1	 Confined Environments 
Confined space environments present significant challenges to personnel and robotic 
maintenance regimes. A confined space typically has restricted access, leading to 
increased safety concerns; potential noxious fumes, reduced oxygen levels or risk of 
fires and more. Vigilance is paramount for both personnel and deployed autonomous 
systems [116, 117]. 
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The piloting of the SDA to enhance safety compliance and resilience a physical 
onshore training facility was arranged to present similar challenges as an offshore 
substation platform. The environment included complex arrays of cabling and piping 
which included large elements of infrastructure such as a high-capacity transformer 
or offshore generator as in Fig. 13.12 seen here with a robotic platform deployed in 
a BVLOS confined space inspection mission. To ensure reliable communications a 
wireless base station was combined alongside a pair of wireless transceivers integrated 
with the robotic platform to mitigate wireless communication challenges. 

The transit area includes a narrow corridor with a small amount of clearance on 
each side for the RAS, which resulted in an area of increased risk of collision. The 
confined space operational area consisted of a minimal area for manoeuvrability for the 
robotic platform. Path parameters were modified to enable for increased functionality 
during the navigation through the confined space whilst preserving safety via the 
avoidance of collisions. The case study discussed utilized an environment to replicate 
the highly challenging environment for sensors and accuracy of the path planning 
(SLAM) functions. 

Figure 13.12: Photo of the mission environment with the RAS during run-time  
on route to enter the confined space. 
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To demonstrate autonomous confined space asset integrity inspection and how 
the SDA services symbiotic collaboration across the cyber-physical elements (robotic 
platform, sensors, reliability ontology and the DT) readers are encouraged to view the 
videos available through Mitchell et al. [118–120]. 

An autonomous inspection mission can be divided into eight phases, with each 
phase having distinct objectives. They are: 

A. Pre-mission planning 
B. Mission start at base point 
C. Transit to asset integrity scan 1 
D. Perform asset integrity scan 1 
E. Transit to asset integrity scan 2 
F. Perform asset integrity scan 2 
G. Return transit to base point 
H. Mission end 

Three major system issues were generated on the CPS to simulate symbiotic 
collaboration dynamics. This would ensure the assessment of whether the RAS 
reassess the mission symbiotically via intra-inter system certification and adhere to 
rules which ensure their safety during a mission. The autonomous mission evaluation 
aimed to demonstrate ‘Adapt and Survive’ where the run-time and dynamic conditions 
imposed on the CPS enable the AI-assisted ontology to diagnose a fault and ensure 
the correct decision is made or fed to the human operator via the DT. This ensures 
commensalistic collaboration with the designed reliability ontology to ensure the 
robot can complete the following: 

 •  Detect hazards or obstacles to accomplishing the mission via on-board sensing. 
 •  Detect risks or obstructions to ensure safety of the RAS within the surrounding 

environment and nearby human presence detection via integrated sensing 
mechanisms. 

 •  Support real-time C3 with the DT to pass on obtained asset integrity management 
data and advise the human operator and other robotic systems and software 
packages during run-time via knowledge sharing which is enhances via 
bidirectional communications. 

 •  Trusted autonomy and corroborated decision making via low latency, wireless 
communications through both the AI and/or the human operator. 

A  significant component of this case study is to display resilience and reliability 
during autonomous operations whilst maintaining a mission envelope within safety 
compliance. Success is created through C3 in the SSOSA methodology to provide 
collaborative governance between the systems that enable the robot to operate safely 
and autonomously and provide an increased awareness for a remote human operator. 

The run-time reliability ontology enabled symbiotic assessment of the RAS for 
certification of its own systems where in the case of potential significant deterioration, 
the mission could be autonomously terminated. Each autonomous mission aspect was 
evaluated and in this section, we focus on the robustness and resilience of the robotic 
platform and its run-time reliability ontology. The mission plan is illustrated in Fig. 
13.13, highlighting the main stages of the asset integrity inspection and induced faults 
on the robotic platform. The applied methodology is presented within Fig. 13.17 and 
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Figure 13.13: 3D model of a mission plan within an industrial facility stressing the key stages 
of the mission scenarios and route taken by the autonomous system. 

displays the operations, symbiotic decisions, and interactions between systems. The 
resulting flow chart is discussed throughout the following subsections. 

A. Pre-Mission Planning 
An essential event to ensure a safe mission includes pre-planning. Reconnaissance is 
first conducted to map the mission area to establish the working environment. Cyber-
physical sensing is provided by both 2D and 3D LiDAR to assist the human operator 
to navigate the autonomous system around the infrastructure and environment for 
the creation of a map which can then have waypoints assigned to it (Fig. 13.14). 
Therefore, under COVID-19 requirements, personnel do not have to be on-site to 
complete the autonomous missions. The cooperation between robot and human 
operators establishes low obstacles and raised surfaces such as pipework. A schematic 
displays the resulting reconnaissance map layered on the 3D model as in Fig. 13.13. 
For asset integrity inspection of corrosion, the FMCW radar was used. 

For the autonomous mission evaluation, the Robotic Operating Software (ROS) 
planning and navigation stack was implemented on-board the autonomous system. 

To achieve the assigned objectives of the autonomous mission, the robotic 
platform acted upon tasks assigned to it by the human operator. The decision making in 
these tasks was based on PDDL associated relational sequential system actions [121]. 
This represents the future remote working conditions as engineers can access missions 
remotely in a COVID-19 climate. Waypoint goals are positioned and received at the 
navigation stack from the planner. Simultaneous Location and Mapping (SLAM) is 
used for the navigation. A DT provided both graphical interface and dashboard for 
the operator/planner to create the waypoints. The integration of computation, data 
and process analysis ensures the selected robotic platform can complete the required 
mission. From the point of the mission being initiated, the RAS actively certifies its 
on-board systems. This is achieved through watchdog nodes, which are subscribed to 
fault and warning diagnostic data from the robotic platform ontology. 
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Figure 13.14: Husky A200 with a pair of UR5 manipulators alongside annotations  
for the onboard payloads. 

B. Mission Start at Basepoint 
The autonomous system will remain inactive at an authorized home position until 
the robot is initiated by the human-in-the-loop. A resilient wireless connection is 
required between the DT  and CPS to ensure mission start. Intra-system corroboration 
is achieved by the system continuously self-certifying its systems from the mission 
start. This network is a central feature of cyber-physical systems that ensures the 
human operator has an overview that the robot is fully deployable and operational. 
Watchdog nodes have been implemented to provide another level of autonomous self-
certification. The most efficient routes are calculated by the autonomous navigation 
and mapping systems. 

C. Transit to Asset Integrity Scan 1 
A low-level path planner is utilized in conjunction with SLAM for transit to the first 
waypoint. The costmap represents the map generated to ensure collision avoidance 
and path planning between waypoints is achieved; this is created from the onboard 
LiDAR sensors (Fig. 13.15). The PDDL produces a waypoint action including x, y and 
θ locations and are utilized for autonomous navigation by feeding this information to 
the ROS move_base. 
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Figure 13.15: A local costmap emphasising waypoint positions set by the human operator and 
the possible routes for the robot to complete. 

D. Perform Asset Integrity Scan 1 
For this pilot, the K-Band FMCW  radar sensor was utilized as a non-contact asset 
integrity inspection method for the detection of corrosion. The challenge for this 
inspection pertains to the safe manoeuvre of the robot and the FMCW payload whilst 
avoiding collisions with infrastructure. The CPS provides information to the remote 
human observer with data from the physical environmental sensing to the DT to 
ensure C3. 

E. Transit to Asset Integrity Scan 2 
The transition to the second asset integrity inspection begins the confined space 
mission. The infrastructure has a narrow corridor and a space with minimal room 
for manoeuvrability of the robot. To ensure accurate manoeuvrability, autonomous 
navigation of the confined space was setup through the motion planner. Maintaining 
the ability to avoid collisions allowed the robot to adapt with the dynamic mission 
space where personnel could be within the workspace for certain areas. This ensured 
a safe mission envelope. 

F. Perform Asset Integrity Scan 2 
At this point, the second waypoint has been reached by the autonomous system. The 
system is now ready to carry out the second asset integrity inspection for corrosion 
precursors. The parameters of this inspection are comparable to the first inspection 
highlighted in stage D. 

G. Return to Base Point 
Upon the return to the base point, three faults were induced via simulation on-board 
the autonomous system through code which was initiated within the robotic platforms 
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hardware on this phase of the mission. The fault severity levels increase upon each 
induced fault. 

The goal of the run-time reliability ontology is to discover or detect invalidities 
or anomalies within the autonomous system whilst it operates and under stress. This 
system can corroborate the CPS behaviour relative to the required specifications and 
ensure performance is as expected. 

Several semi-automated mission envelopes were implemented in the confined 
space asset integrity inspection including: 

 •  A  potential warning or fault within an element which is not sensed, for example, 
a tyre failure. 

 •  A low battery voltage prediction. 
 •  Root cause evaluation for a third module affected by a failure in a pair of other 

modules. 
 •  Predictions for elevated temperature within the driver of the motor. 

The implementation of the ontology prioritizes fault thresholds over warning 
thresholds (Fig. 13.17G) in all instances to safeguard the reliability of the CPS. Figure 
13.17G represents the final stage of the autonomous mission where the methodology 
of the decision making is displayed to highlight the connections of the SSOSA across 
systems within the architecture. 

The remote operator is notified of the mission status in real-time though the DT 
with a precise estimation of the system status via diagnosis and prognosis. This ensures 
a SSOSA due to the systems engineering from the SDA to ensure the resilience of 
the platform and allow the remote operator to have an operational overview of the 
robotic platform. 

H. Mission End 
This case study of an autonomous mission evaluation demonstrates the advantages 
of a real-time reliability ontology. The induced warning indications were accurately 
detected by the run-time reliability ontology as expected alongside the anticipated 
decisions as designed within the ontology. These warnings allow the operator to make 
decisions as to terminate or continue the mission and is another layer of protection 
and interaction for the human-in-the-loop. To ensure obedience to the safety rules, 
the robot would still continuously evaluate its capacity to function efficiently after 
each subsequent warning, ensuring the survivability of the RAS. From the perspective 
of symbiosis, the DT serves to corroborate human-in-the-loop actions with respect 
to real-time mission status and fault prognosis. The twin presents representation and 
descriptions of data, which is transformed into selected ontology updates. These 
updates are presented as human readable text describing hardware and system faults 
and warnings. A red colour is used on the text to highlight the presence of a warning or 
fault. In the evaluation of the autonomous mission discussed in pilot study, a watchdog 
node linked to oversee battery state of health alerts detected a low battery fault. The 
fault during the autonomous mission evaluation is pictured as in the DT within Fig. 
13.16, where the system was created to ensure the human operator is aware of all 
red high ranked alerts. The DT also describes operating information and diagnostic 
information including battery status and motor parameters. The integration, decision 
making and coordination of all system subcomponents and operator objectives are 
achieved via collaborative governance as within the SSOSA. 
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Figure 13.16: Error message displaying a low battery within the DT. The section marked 
colour change on the base of the robotic platform indicates the health status of the platform. 

The motor temperature symbiotic safety compliance modes of the RAS are 
presented in the taxonomy structure in Table 13.4. This identifies the levels of safety 
compliance modes corresponding to the collaborative governance aspects of operation, 
provision, and outcome and system awareness corresponding to the following 
relationships: Mutualism, Commensalism and Parasitism (MCP). MCP  is critical for 
the SSOSA for the creation of exchanges across or between the autonomous systems 
(DT, ontology, robotic platform) and operator. The capability for the CPS to create 
system awareness enables the RAS to monitor self-preservation without disturbing the 
human operator unless necessary. In this case, although the mission could be terminated 
by the human operator, self-certification ensures the integrity of the robotic platform. 
Mutualism is moderate whereas parasitism is low, and commensalism is high in the 
mission envelope as the autonomous system continuous with its list of objectives with 
a low chance of adverse consequences to state of health of the RAS system. 

Table 13.4: Taxonomy of symbiosis to achieve safety compliance and autonomous  
systems temperature of the motors 

Collaborative Safety compliance modes 
governance (C3) Mutualism Commenalism Parasitism 

System Awareness Moderate High Low 
Human-in-the-loop High Moderate Low 
Provision 
Operation Self-certification Augmentation Instructional 

(Implication) (Causality) (Prevention) 
Outcome Positive Anticipation Indeterminacy Negative 

Anticipation 
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Figure 13.17: SSOSA methodology during the autonomous constrained space environment asset 
integrity inspection highlighting the system of system interactions, decisions and operations. An 
identical colour coding has been employed to pinpoint elements as also displayed in Figure 

13.10 and Figure 13.11. 

Human miscalculations are reduced within a mission due to the implementation 
of run-time reliability ontology. Under human-in-the-loop provision as in Table 13.4, 
Parasitism is low as fault thresholds for all problems that may risk the integrity of the 
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RAS are established such that the system automatically ceases all operations of the 
real-world robot if any hazardous operational conditions are discovered. Mutualism 
exists due to the SSOSA due to knowledge shared throughout systems which could 
previously not have been feasible without the augmentation of subcomponents at 
both data and information levels. For this example, the human operator is updated 
via warning messages (information), and a new threshold for fault detection 
(data) is triggered which causes an emergency mission stop. Commensalism and 
parasitism includes a balance between the alteration of fault and warning thresholds 
which should be minimized during the planning phase. To minimize parasitism, an 
experienced operator should only alter the thresholds. If they are altered too leniently/ 
inappropriately, deterioration of the robotic platform (host) could occur resulting in a 
benefit for the human operator (symbiont). This results in the priority of the mission 
at the detriment of the robot. Commensalism is achieved when faults are adjusted 
by a proficient operator. This results in a mission termination,in the case the risk the 
thresholds present have a minimal impact on the mission. This is corroborated by the 
reliability ontology. The robot can therefore still complete its mission where there 
is a benefit to the human due to the increased safety of the robot or less restrictions 
on performance, hence commensalistic. However, there is a fine line between 
commensalism and parasitism in this scenario when altering ontology warnings and 
faults. Therefore, an experienced and trained operator should be certified to do this to 
ensure the safe operation of robot over the mission priorities. 

5.2 Digital Twin 
A DT is identified as “digital replications of living as well as non-living entities that 
enable data to be seamlessly transmitted between the physical and virtual worlds” 
[51]. A “stage 4” DT was utilized within this work with extensive simulation abilities 
and data analytics, in particular influencing edge-processing during run-time for the 
prediction of forthcoming behaviours (Fig. 13.18). Positive interdependencies across 
external and internal functions of the DT allow the combination of run-time processes 
from sensors and payloads with operational AI services. Legitimacy is supported 
within and between existing technologies by following this paradigm. 

5.2.1 Ghosting Function for Dual Manipulators 

The creation of run-time evaluation and collaborative functions of the robotic arm 
manipulators was achieved via the DT interface, allowing for the user to observe and 
command the manipulator operations onboard the robotic platform during run-time. 
The reliability ontology can generate messages and are displayed in a similar manner to 
as previously discussed in Fig. 13.16 where the user can intuitively command the arms 
on the CPS to mirror their real-world condition in real-time. Run-time connectivity 
between the client machines and robot is achieved via a DT server package which is 
utilised onboard the ROS core of the robotic platform. A key advantage of the DT 
discussed includes the interchangeability between operating devices as the user is 
not tied to using a ROS based system. The SDA allows the user to connect to the 
DT via a mobile, tablet, MR device or standard laptop from anywhere whilst remote 
to the CPS. The Graphical User Interface (GUI) of the DT offers the visualization 
and interaction required to demonstrate the SSOSA for manipulation of processes. 
Run-time prognostics verify the significance of the implementation of bidirectional 
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Figure 13.18: Stage 4 DT identified as the current DT presented within this chapter  
alongside descriptions of other DT models. 

interaction and communications. This is enabled by a physics-based operational view, 
which encourages trustworthy interactions with the DT and system health status via 
C3 governance. 

The synchronized robotic platform in the real-world and DT is displayed within 
Fig. 13.19. The ROS core provides the data necessary for the DT to position the robotic 
arms to reflect the real-world platform. Synchronization of all system parameters is 
achieved upon mission start, which is maintained for the duration of the mission. 

The preview function integrated in the DT allows the remote human operator to 
plan and control the manipulators as displayed in Fig. 13.20. Planned positions and 
trajectories of the arms are rendered as translucent ‘ghost’ models. This allows the 
operator to preview and analyse the requested operations. The use of sliders within 
the DT GUI enables intuitive control of the ‘ghost’ manipulator arms by simulating 
each axis of the manipulators. This allows for verification of safe robotic arm motions 
via simulations for remote operators, before executing the movements to the field 
robotic platform. This increases the trust levels for the human that the manipulators 
will operate as planned. 
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Figure 13.19: Left: Robotic arm as displayed in the DT. Right: Synchronized with the  
real-world robotic arm during the mission. 

Figure 13.20: Meta ghosting function of the robotic arms within the DT, displaying the desired 
trajectories of the arms. Also displayed are the axis controls within the user interface. 

Run-time fault prognosis was also evaluated within the DT. Figure 13.21 shows 
a scenario in which a motor fault is induced upon the robotic arm within the ROS 
core. The location of this fault is shown in the DT  by colour coding the arms red (Fig. 
13.21). Colour coding in this manner allows for the rapid identification of an arm 
which has a diagnosed fault. 

5.3  Mixed and Augmented Reality 
Utilising MR and AR devices, such as the Microsoft HoloLens, allows for prompt 
evaluation of the health status or a RAS, whether the operator is on-site or working 
remotely. The AR interface presented in Fig. 13.22 highlights the health status where 



 299 The Future Workplace: A Symbiotic System of Systems Environment 

Figure 13.21: Meta warning function of the DT. Arms are colour coded,  
with a colour change showing a motor fault. 

Figure 13.22: QR codes are recognized by an MR device and enable human-readable health 
status information to be overlaid on the robotic platform. 

natural language indicates the RAS state of health using the information from a Quick 
Response (QR) code. The colour coding as presented in Fig. 13.23 highlights the 
health status of the component within the autonomous system. In this scenario, the 
base is depicted red to enable rapid visualization of a fault when viewed through the 
headset. Customization of the displayed colour coding is possible to reflect different 
systems and fault types. 
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Figure 13.23: A demonstration of a defect warning within the AR interface. Top: Live diagnostics 
of the robotic platform. Bottom: Colour coded defect warning displayed upon detection of defect 

within the robotic platform. 

6. 	 FMCW Radar Sensing for Integrated Offshore 
Environmental Sensing 

6.1  Asset Integrity Inspection 
Sensing with Frequency Modulated Continuous Wave (FMCW) is reliant on the 
interaction of transmitted microwave radiation with a material. The properties of the 
reflecting surface can be obtained from analysis of the reflected electromagnetic (EM) 
wave, which are a result of the scattering, emission, absorption and phase change, and 
are unique to the reflecting object. Microwave sensing offers rapid measurements for 
edge analytics, high resilience to ambient environmental conditions and non-invasive 
evaluation of materials. The hardware is low power and a solid-state electronic device 
which is certified as ATEX compliant. Millimetre-wave radar technology, in both 
the X and K bands, have tuneable EM outputs and have proven harsh environment 
capability,which include high temperature or high pressure operating conditions [122– 
130]. In addition to having the capability to operate resiliently in opaque conditions, 
such as mist, fog, smoke and dust. 

This case study demonstrates the capability of the FMCW system for asset 
integrity inspection and was utilized as a run-time device on the deployed CPS, a 
Husky autonomous ground vehicle [131]. The demonstration of the sensor in this role 
returned critical asset integrity information in real-time to our DT and represented the 
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inspection of an asset in a simulated offshore environment. We discuss in detail the 
successful deployment of two use cases: corrosion inspection on steel infrastructure 
targets and integrity monitoring for wind turbine blades via a specially developed 
Asset Integrity Dashboard (AID). The FMCW sensor was utilized for both mission 
profiles. The implementation of this inspection device further advances the SSOSA, 
where information was relayed to the DT and represented to achieve C3 governance. 

Improved manoeuvrability of the FMCW radar sensor for asset inspection was 
achieved via the gripping of the sensor as a payload within one of the dual UR5 robotic 
arms, as pictured in Fig. 13.24, allowing raster scanning motions for a wide area of 
fault assessment, while the other robotic arm may be used for manipulation and asset 
intervention manoeuvres. 

Figure 13.24: Dual UR5 husky A200 with the FMCW millimetre-wave sensor  
in the gripper during a corrosion inspection. 

6.1.1  Structural Corrosion 

Steel structures in the offshore environment are prone to surface corrosion, reducing the 
operational lifetime of the infrastructure. The quantification and detection of corrosion 
on the surface of structures is therefore essential to ensure efficient and effective O&M 
schedules [132]. The robotic platform was used during an integrity inspection of the 
steel sheet for corrosion and is pictured in Fig. 13.24. The observed reflected wave 
amplitude response for different concrete and metallic targets, at a consistent sensor-
target separation of 10 cm, are shown in Fig. 13.25. Distinct contrasts in the return 
signal amplitude are observed for the lightly corroded and non-corroded steel sheets, 
in addition to substantial differences when comparing the polished aluminium and 
different areas of the concrete floor. 
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Figure 13.25: Reflected wave amplitude responses observed for multiple concrete and  
metal targets. The peaks observed at bin 9 represent the targets responses at 10 cm from  

the sensor tip. 

A  DT  facilitates a remote perspective for asset health management and customized 
O&M scheduling  as data from an inspection device can be fed to the DT, where the 
human operator gains an increased understanding of the asset. This allows for an 
enhancement of C3 with an increase in corroborative compliance, as the data from the 
inspection device can be viewed in the synthetic environment alongside historical data 
and past decisions on maintenance. 

6.1.2 Wind Turbine Blades and the Asset Integrity Dashboard 

Wind turbine blade defects can be categorized into distinctive types, as detailed 
in Table 13.5. This includes delamination, water ingress and cracking. The use of 
high-resolution cameras via UAV platforms (visual and infrared) represents current 
state-of-the-art in the inspection of wind turbine blades and requires post-processing 
from experts to identify/infer regions with notable damage. The FMCW radar sensor 
may be deployed as a handheld device or as part of a robotic platform mounted wider 
sensor suite. This subsection presents the FMCW radar sensor for inspection of a wind 
turbine blade removed from operations, exhibiting an internal delamination defect 
(type four), where the defect is situated within the structure of the blade, as displayed 
in Fig. 13.26A, and where the FMCW radar was positioned external to the blade 
facing the target as illustrated in Fig. 13.26B. The technology evaluates the ability for 
the millimetre-wave sensor to detect defects which can accelerate asset degradation in 
adverse weather conditions. The subsurface faults within the wind turbine blade used 
for this study are highlighted in the Asset Integrity Dashboard (AID), as displayed in 
Fig. 13.27. A remote operator can access key information from the offshore inspection 
via interaction with the synthetic. Colour coding aids easy identification of faults, 
with green representing a healthy baseline area and red identifying an area of the 
blade containing a defect. Interaction is achieved by clicking on the defective area, 
revealing layered information blocks for the user to interrogate. Within the synthetic 



 303 The Future Workplace: A Symbiotic System of Systems Environment 

environment, the operator can view further information, including graphs of the radar 
response, which is displayed within Fig. 13.27 within the AID tool but also as a clearer 
illustration in Fig. 13.28. The graph displays the FMCW response to the following: 

 •  An undamaged baseline area of the wind turbine blade structure. 
 •  A type four delamination defect 
 •  The inclusion of 3 millilitres of fresh water within the same type four defect at 3 

minutes and 40 seconds into the experiment duration. 

A summary video presented by Mitchell et al. [133],  highlights the interaction 
between the layers of the AID. 

Table 13.5:  Wind turbine blade failure modes listed by description [111] 

Type	 Description 

1.	 Adhesive layer failure and growth in the bond joining external structure and 
main spar flangers (debonding) 

2.	 Adhesive layer failure in the external structure along leading/trailing edges 
(adhesive or joint failure) 

3.	 Failure at the interface between external and core sandwich panels in external 
structure and main spar 

4.		 Internal failure and growth in laminated structures comprising skin and/or 
main spar flanges, under tensile or compressive loading 

5.	 Laminated external structure and main spar debonding of fibres (fibre failure 
in tensile load conditions; laminate failure in compressive loading conditions) 

6.	 Buckling of external laminated structure due to debonding and growth in the 
external structure and main spar bond under compressive load 

7.		 Formation and growth of cracks in the external protective layering resulting in 
detachment of the gel-coat from the laminated external structure 

Figure 13.26: A  – Wind turbine blade section end elevation view highlighting the internal 
delamination defect. B – Elevation view of the wind turbine blade section detailing the 

external inspection area. 
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Figure 13.27:  AID indicating the synthetic environment of the sandwich composite blade, 

where a cross indicates a defective area, while providing a human operator with  


options to view or extract detailed fault information.
 

Figure 13.28: Observed signal return amplitude of 3 ml water added within an  
area of internal delamination. 

An improvement of C3 is generated from the AID post-processing tool via data 
collected from the FMCW sensor. This helps wind farm operators to gain an operational 
overview of O&M data collected from the real-world asset, leading to easy detection 
and localization of problems which occur on wind turbine blade structures. 
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This application demonstrates the capabilities of millimetre-wave radar sensing, 
via the edge analysis of non-destructive evaluation sensors in the offshore environment, 
and their role in the wider integration of data to DTs via robotic deployment. This 
integration capability also extends to foresight monitoring for RAS to ensure safety 
compliance and trust. 

6.2 	 Foresight Monitoring of Safety and Mission  
Environment Conditions 

Service robots are intended to be deployed in difficult situations, which include 
hazardous and complex scenarios, such as visually opaque and GPS denied areas with 
restricted communications. To overcome these challenges, the use of accurate sensors 
and payloads are crucial for RAS to ensure they can ‘Adapt and Survive’ by having 
the capability to assess a scenario rapidly and effectively. Sensors must therefore 
have extended capabilities to localize infrastructure and environment (current state
of-the-art such as LiDAR), but also to identify differing types of surface condition, 
materials and variables that affect external mapping, such as the detection of hazards 
through solid, low to medium dielectric structures, such as walls (future state-of-the
art capabilities). This allows safety precautions to be followed by a robotic platform 
for a range of surface conditions, or if an engineer enters the same workspace. 

Humans can rapidly lose trust in RAS if a major fault occurs in a system, CPS 
enables assurance due to the data-driven approach. Regulators require defence in-
depth, resulting in trusted autonomous services and a high level of foresight in 
autonomy, alertness with intervention strategies to mitigate unanticipated threats to 
the CPS, ensuring health and safety requirements are preserved. Within the SSOSA, 
the FMCW radar sensor ensures that foresight monitoring ensures safety governance. 
Due to this approach, risks are reduced in the operation of AS around humans as 
humans can be detected when deployed offshore. This leads to an increase in C3, 
allowing RAS to action decision making at an earlier stage, depending on the scenario. 

6.2.1 Surface and Waypoint Condition Analysis 

Inherent risks are associated with the surface of the ground which autonomous vehicles 
will have to overcome. The FMCW radar sensor enables non-contact monitoring 
and analysis of surface waypoints, ensuring compliance to safety requirements and 
to prevent failure in areas where surface ice, oil are present or are unstable. This 
capability forewarns a wheeled robot or vehicle of areas which have less traction. 
The millimetre-wave sensor was tested on a section of hot rolled asphalt, following 
the application of a brown salt brine solution at an ambient laboratory temperature of 
24.8°C. The peak interfacial reflection at 10 cm from the sensor was extracted via fast 
Fourier transform (FFT) from time-domain data and is displayed within Fig. 13.29. 
Iterative applications of brown salt brine solution of 20% weight by volume were then 
placed in the field of view of the radar sensor, where a sufficient duration of time was 
allowed for the solution to fully evaporate before reapplying the same volume (30 
ml/m2) and concentration of salt solution. Residual salt in the field of view was seen 
to accumulate during the four applications of brine. The brine solution concentration 
was mixed to the same standards stipulated for highway maintenance during winter 
operating conditions between –7 and –10°C [134–136]. The deposition of the initial 
brine solution provides a return signal baseline. The subsequent applications show 



 

 

 

 

  

306 Cyber-Physical Systems: Solutions to Pandemic Challenges 

Figure 13.29: Return signal amplitude for applications of 20% brown salt liquid brine mixture 
onto hot rolled asphalt surface in a laboratory environment and subsequent evaporation. 

increases in amplitude response, which are consistent with the presence of increased 
residual salt following the deposition of the previous brine solution within the 
sensor field of view. The observed deterioration in signal response over time links 
to the evaporation of water content in the brine solution, leaving residual salt levels 
incrementally higher than the previous application [137]. 

Symbiosis between an environment and robotic platform improves as a robotic 
platform could scan nearby waypoints to assess the terrain conditions on a given route. 
This information would then be relayed to a DT and distributed between local robots 
to ensure paths are planned to avoid areas which are unstable or with traction issues 
that could impede or harm the mobility of the robotic platform. This symbiosis would 
represent multi-platform mutualism in a fleet of autonomous ground vehicles acting 
in unison. 

6.2.2 Safety in Low Visibility or Opaque Environments 

When deploying RAS, two key factors for consideration are resilience and safety 
compliance. Autonomous systems are created for deployment in dangerous situations, 
such as opaque or severely restricted visual conditions. Limitations in state-of-the-art 
sensing, such as LiDAR etc., mean that robots experience difficulty navigating in areas 
where steam, smoke, or misty conditions are prevalent. Therefore, systems solely 
reliant on visual spectrum sensors lack the resilience to operate fully autonomously 
in the oil and gas sector, offshore renewable energy sector, search and rescue or 
mining sectors. RAS requires supporting or secondary navigational payloads which 
can guarantee the robustness of operations during a mission to ensure that an ‘Adapt 
and Survive’ framework provides the required safety of the resource, as outlined in 
the SSOSA. 

The FMCW payload is a critical and promising radar sensor to ensure the 
resilience of robotics in challenging operational conditions. The following subsections 
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present the application of the FMCW to detect and distinguish humans within shared 
workspaces and to ensure a robot can comply with safety procedures and rules via low 
to medium dielectric detection of human targets through walls or doors. 

6.3 Human Proximity Alerting 
The investigation of human proximity alerting took place in the following evaluation. 
This enabled the autonomous platform to detect and distinguish between a human and 
an autonomous system or structure. This demonstrates improvements in the situational 
awareness of the platform, which ensures safe robot proximity to infrastructure and 
humans in adherence to safety compliance requirements. This represents a significant 
enhancement of SLAM in the presence of humans, where safety compliance is 
maintained via C3 governance. This application summarizes the utilization of the 
millimetre-wave sensors to differentiate between a human and a metallic target over a 
range sensor to target distances. Figure 13.30 shows the FMCW amplitude response 
for both targets as a function of range. 

Figure 13.30: Return signal amplitude versus distance for human and metal sheet targets. 

The human test subject was positioned in the centre of the sensor field of view 
and moved from 1 metre to 4 metres from the sensor in one-metre  increments. This 
procedure was repeated for the aluminium metal sheet, which measured 700 mm 
by 500 mm. Relevant annotations have been made to Fig. 13.30 to more effectively 
present the findings from the data collected. The diagram firstly presents an empty 
reference signal via the solid blue line and blue rectangular block at 6.5 m for when 
no objects are in the field of view of the antenna. The metal sheet has been represented 
in the diagram via yellow blocks and solid lines, where humans are represented as 
human silhouettes and dashed lines. The results shown indicate a clear contrast in 
the return signal amplitude of a human when compared to a metal sheet. The peaks 
collected within the data were passed through an algorithm to calculate the reflection 
magnitude relative to the set baseline, which was taken to be the laboratory wall 
at 6 metres from the sensor. The calculated reflection magnitudes are presented in 
Table 13.6 [138]. Note: the distance calculated does not account for the length of the 
waveguide, resulting in target distances increased by 0.5 metres, as shown in Fig. 
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13.30. The application of the FMCW radar sensor for human detection results in 
increased symbiosis between a robotic platform and its environment. 

Table 13.6: Calculated reflection magnitudes for contrast identification between 
aluminium sheet and human targets 

Target type and distance from sensor Relative magnitude 

“No Target” Reference (or Lab Wall at 600 cm) 1 

Human at 100 cm 1.54709657 

Human at 200 cm 1.875306979 

Human at 300 cm 1.519923948 

Human at 400 cm 1.322427315 

Aluminium Sheet at 100 cm 14.92893924 

Aluminium Sheet at 200 cm 10.79030341 

Aluminium Sheet at 300 cm 7.516517468 

Aluminium Sheet at 400 cm 13.51913174 

6.3.1 Through-wall Detection 

This case study investigates the unique application of the FMCW radar for through-
wall detection of a target. The challenge addressed by this work is whether the FMCW 
sensor can improve the operational awareness of a RAS to signal contrasts which 
indicate whether a human or robot has entered the mission space or is blocking a 
doorway, while unseen from the other side of that doorway or wall. Constricted high 
foot-traffic areas would benefit from this type of situational assessment mapping, as 
it promotes enhanced safety compliance of the CPS. A specific example is where a 
human is in close proximity to a door, through which a robot requires passage. If 
the robot unknowingly operates the door in close proximity to the human, this could 
result in an accident. Therefore, if the FMCW radar was employed, the radar could 
detect the human whilst obscured by the door and advise the robot to utilize another 
entry door. This increases the safety compliance by reducing the chance for collisions 
to occur during transit through doors and avoiding getting stranding between doors 
which would render it unusable. 

An illustration, where the sensor was situated 10 cm from a partition wall 
within the laboratory, is presented in Fig. 13.31. The human test subject held a 30 × 
30 cm copper sheet on the far side of the concrete partition wall. Consequently, the 
copper sheet was completely obscured from the sensor by the partition wall during 
this test. The copper sheet was then moved from position A to position D whilst the 
radar continuously scanned. The results are displayed in Fig. 13.32, where an empty 
reference baseline was taken, represented by the space between the wall 1 and wall 2. 
The human test subject positioned their back to wall 2, while holding the copper sheet 
in the field of view of the sensor. This correlates to Position A (solid black peak). As 
the human test subject and copper sheet advanced towards wall 1, peaks are observed 
at Position B (solid grey peak), Position C (dashed black peak) and Position D (dashed 
grey peak). Each peak represents the return signal amplitude from the interface of the 
copper sheet to the radar. This is represented as a distance to the target. 
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Figure 13.31: Through wall detection using FMCW radar highlighting positions of the  
human test subject and copper sheet relative to the sensor. 

Figure 13.32: Return signal amplitude responses for the metal sheet at positions A-D. 

Robotic manipulator arms represent “ground-up” technology and are 
progressively being used to operate entrance/access points autonomously. The Boston 
Dynamics SPOT  Arm [139]  has an inbuilt LED and 4K camera, which can be used 
for inspection, however, the arm has no mechanism to detect key contrasts through 
a door. Therefore, if the arm were to push a door, this could result in an injury to a 
human in close proximity to that door or if an unseen object was leaning against the 
door. This represents a new challenge in the safe transition of robots into unmapped 
workspaces. Current autonomous systems are not required to assess whether areas 
beyond obstructions are clear, such as behind a doorway. This is due to the limits 
imposed by current, visual spectrum SLAM systems. The application of FMCW 
radar in this role facilitates improvements in safe operating procedure when a robot 
is required to pass through visually opaque doors. Symbiosis is accomplished via 
commensalism as the robotic platform can interact with the human or obstruction 
without the need to inform the human. 
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6.4 Search and Rescue 
Search and rescue environments are often represented as harsh and highly variable 
conditions, often with extreme thermal contrasts, low visibility, constrained spaces, 
noxious fumes combined with the threat of significant infrastructural failures. 
These are often major contributing factors in human disorientation. In the previous 
subsections, we discussed the capability of the FMCW sensor to detect static and 
dynamic measurands for human detection through walls in the built environment. The 
FMCW system evaluated within this chapter has demonstrated operational proficiency 
when in environments known to cause severe impediments to conventional SLAM 
technologies, including LiDAR systems and visual or thermal spectrum imaging. 

We identify applications where millimetre-wave sensing may be further developed 
to improve symbiotic relationships across systems used for search and rescue. 
These are: 

1. Differentiation 	between infrastructure and humans, allowing for the 
implementation of vital rescue strategies in zones where standard communications 
are rendered ineffective, such as obstructive terrain, GPS-constrained locations, 
and situations with communications dead zones. 

2. Detection of humans obscured by collapsed infrastructure or in low visibility 
situations within a search and rescue mission area, including opaque or extreme 
environments. 

 3.  Detection of crucial vital signs for rapid review of casualties [140–143] and real-
time communication of casualty data to medical facilities. 

 4.  Accurate real-time situational reporting and incident area mapping to support 
navigation of dynamic disaster areas. 

7. 	 A Systems Approach to Real-World Deployment of 
Industrial Internet of Things 

Deploying CPS’s, specifically, sensors in a real industrial setting are often hampered 
by unpredictable challenges that are not encountered in a controlled environment. 
Using a bottom-up systems approach to identify, integrate, and install an IIoT system, 
the challenges can be mitigated [144]. 

7.1  Challenges in IIoT Deployment 
Every industrial site has a set of unique challenges; however, the majority of these will 
be the same across sites and sectors. 

 1.  Current IIoT  systems are often inflexible in their data acquisition which can 
prove difficult to adapt to the range of industrial sites they are required for. 

 2.  Industrial sites are dynamic, they go through periods of upgrades and repairs, 
and the IIoT  systems are required to be robust enough to handle these upheavals. 

 3.  Network connectivity can vary unpredictably on industrial sites, whether this is 
due to wireless communication being protected with firewall systems, the range 
of materials used to construct such site blocking wireless signals or the distance 
a signal is required to cover. 
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7.1.1  Bottom-up Approach 

Step (1) High-Level Abstraction: Identify the critical assets, then assign them to  
two classes: 

 a.  Class-1: Passive Assets (e.g., crates, walkways, and walls) 
 b.  Class-2: Active Assets (e.g., power generators, wasteducts, air conditioners) 

The aforementioned generalization is essential as in order to be able to apply 
the bottom-up approach in a generic way to other situations which share a set of  
common features. 

Class-1 assets do not generate continual vibrations or high-frequency movements, 
while Class-2 assets do. The measurements gathered from the assets via the sensors 
need to be transmitted to a central repository stationed in a secure location. A secure 
area was created with the receiver and edge equipment, allowing for the readings from 
each of the asset’s sensors to be stored. If the asset is within a close proximity to the 
secure location (sub 100 m), Bluetooth, Zigbee, and Wi-Fi can be employed. If the 
asset is located further than 100 m, either LoRa (Long Range) [145] or Long-Term 
Evolution (LTE) is required. If communicating using LoRaan area ideally with a line 
of sight to the sensor platforms or assets to be monitored should be setup as LoRa 
signal quality is greatly reduced by obstructions. 

Often the assets that are of interest are remotely located, and thus the battery 
life of the CPS should be in the order of months to years in length. LoRa provides a 
method of long-distance communication and which has a lower power requirement 
than other wireless methods of communication. However, it has bandwidth restrictions 
and cannot be deployed where high-sample and communication rates are required. 

Because Class-1 assets do not generate high-frequency measurements, each asset 
is ideal for using LoRa as its mode of communication. However, with Class-2, assets 
are more varied and thus, so are the required communication methods. Additionally, 
the assets surface materials determine how the unit can be mounted, which can also be 
configured into the asset description. 

Step (2) Module Selection: Typically, an IIoT system consists of multiple discrete 
active and passive elements such as sensors, communication devices, batteries, 
encapsulations, etc. The Step (1) classification determines the modules to be used. 
For example, a Class-2 could use a Hall effect sensor to record its magnetic field, 
determining the communication module needed. 

7.2 System Components 

7.2.1 Sensing Platform 

To monitor the structures at this industrial site, the Limpet platform [55] was 
deployed. Every Limpet has an array of sensors that include optical, temperature, 
sound, magnetic field, distance, pressure, humidity, and IMU. ROS is integrated into 
each Limpet, allowing joint operations with a broad range of robotic systems. As the 
assets to be monitored were spread over an expansive area (over 100 m), LoRaWAN 
was used to overcome the range and power issues. 

To enable the Limpet to take advantage of the extended range of LoRaWAN, a 
LoPy4 expansion board was added. As offshore platforms are the desired environment 
for the Limpet to be deployed, data security is essential. Therefore, a local LoRaWAN 
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communication system was deployed. Deploying such a communication system also 
removes any reliance on existing or commercial communication connectivity. 

The local communications system integrates the LoRa Server project developed 
by CableLabs [145]. The Limpet transmits its sensor data over a UART connection 
to the LoPy [146], then data packets are transmitted to the securely located data hub 
via the LoRaWAN wireless protocol. To provide an adequate power supply for the 
deployment duration, a 5 V lithium polymer battery was integrated with the Limpet. 
To allow a concise reference to the complete system, each combination of Limpet, 
LoPy, and a battery is designated an L-node. Figure 13.33 shows a complete L-node. 

Figure 13.33: The Limpet V1, (A)  The LoPyBoard and antenna, (B) Limpet V1 mounted on 
the LoPy expansion board connected to a rechargeable battery, (C)  External antenna hole and 

watertight O-ring, (D) Complete Limpet V1 encapsulation [144]. 

The Limpet is both required to be able to adhere reliably to multiple surfaces and 
to withstand harsh environmental conditions. For this reason, the outer encapsulation 
is 3D printed with an infill of 95% in Polylactic acid before a coat of acrylic spray paint 
is applied, followed by an epoxy sealant, all gaps are compressed sealed with O-rings. 
During lab tests, the encapsulation achieved the targeted level of IP54 rating [147]. 
The adhesion for the Limpet came from an arrangement of five to six neodymium 
magnets arranged as required for the surface it was fitted to or via a steel strap. 

7.3  Data Acquisition, Visualization, and Querying 

7.3.1  Data Acquisition 

The L-nodes were installed at distances up to 100 m away from the secure area. As 
LoRaWAN was the predominant method of communication, the data hub system 
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was composed of a Sentrius™ RG1xx series LoRa-Enabled gateway from Laird™, a 
NETGEAR® Nighthawk R7000 Wi-Fi router, and an Intel® NUC. 

The gateway operates a packet-forwarder software that forwards the incoming 
packets to a network server via a User Datagram Protocol (UDP). The LoRa gateway 
and network server are given IP addresses by a local Domain Name System (DNS) 
server. Typically, an IIoT generates a constant stream of data, in prestigious amounts 
and in an unstructured format. Relational database methods are the standard in 
data storage for many applications. However, they are deemed inadequate for IIoT 
applications due to the restrictive computational rates and steep storage expansion costs 
[20]. Therefore, MongoDB, a NoSQL (Not only SQL) database, was used to store the 
data received from the sensor nodes. Creating the optimal schema for the deployment 
scenario is fundamental for future scalability. A schema is away the unstructured data 
is sorted in the database. Each L-node was sending data every five seconds, an average 
of 12 data packets per minute during this scenario. The data schema wrote 720 packets 
to a single document over an hour. This schema has a considerably fewer number of 
reads than one that writes a separate document for every data packet received. As large 
amounts of data queries are expected of an IIoT system, the optimization of the read 
rate is crucial, especially for high scalability. 

7.3.2 Data Query and Visualization 

The primary purpose of data aggregation is the smooth retrieval and visualization 
of critical information. A dashboard-with-query processing engine that visualized the 
status of the sensors for the L-node chosen was created. As the dashboard is limited 
and only able to illustrate a finite amount of information, it incorporated a drop-down 
interface to question previously recorded data. The dashboard-with-query engine was 
created using a Python library called Dash running as a service app. The app was 
hosted on the data hub and could be viewed via a secure URLngrok7 was used [148]. 

7.4 On-Site Deployment 
The data acquisition system was deployed alongside the L-node in locations visible in 
Fig. 13.34. Each L-node was placed on a different type of machinery or infrastructure 
within the LoRa’s range and had the required line of sight to guarantee optimal LoRa 
data transmission. Across the whole site and on multiple different types of asset, a 
total of seven L-nodes were deployed. To optimize each L-node location, the Signal 
to Noise Ratio (SNR) was used. During this deployment, the LoRa SNR stayed in 
the range of –10 dB and +10 dB. A positive and significant SNR reading indicated a 
suitable location with sufficient signal strength. As every data packet sent via LoRa 
carries an SNR value as a complement with the actual data requested, the appropriate 
location of each L-node was straight forward to find and monitor. Due to the L-nodes 
being deployed with the expectation to operate for extended periods, uninterrupted 
reliability is a key element. Preliminary tests were run on the L-nodes once they were 
mounted on each asset to assess their ability to stay mounted and test and record their 
delay in transmission, SNR and signal reading. Once the initial testing was completed, 
each L-node was calibrated against the recorded values. 

7.5 Results 
The core idea from the work conducted was the development of a straight forward 
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technique that could help in the integration and installation of multiple heterogeneous 
units within an IIoT system. 

The bottom-up flowchart shown in Fig. 13.35 illustrates the process to follow 
from asset identification through categorization of the asset to the module selection 
finishing at the endpoint of integration into an IIoT  system. An example wind turbine 
is selected as the desired asset to be monitored, and the flow of the decisions is shown 

Figure 13.34: Each pin marked L-(X) designates the installation location of an L-node  
and their corresponding number, while the location of the secure area is labelled separately 

[144]. 

Figure 13.35:  A bottom-up flow chart visualization of the demonstrated technique [144]. 
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in the bold text. The first stage is to categorize the wind turbine into a suitable class. 
From this classification, the sensors required, and the communications modalities are 
found. Typically wind turbines should be a passive infrastructure and thus require a 
low sampling rate. As wind turbines can be situated far from the control centre, often 
offshore or on mountainous terrain, the only usable form of communication would be 
LoRaWAN. Predominantly wind turbines towers are of a steel structure, and therefore 
a magnetic adhesion can be used. After all the low-level modules are chosen, the 
required layers can be extracted and then combined and installed as a complete and 
functional IIoT system. 

For ease of data understanding and access, a dashboard-with-query application 
was created. Initially, a Dashboard application was developed, shown in Fig. 13.36, 
allowing for an efficient and concise view of the status of the L-nodes and the 
relevant sensors. 

Figure 13.36: Real-time sensor database dashboard [144]. 

Using a radio-style button (shown in Fig. 13.36), the users can pick the 
corresponding desired asset, and a visualization of the previous hour of data recordings 
from each sensor of the selected L-node will be displayed. 

Only using a dashboard can limit the volume of data that can be shown. The 
ability to see the historical data of an asset is critical. So, a second interface was 
created, where once the user inputs the relevant L-node ID, time and date, the desired 
information will be displayed. 

Data is often shown graphically; however, other representations can also be 
applicable, as mentioned in previous sections. If a user is required to consult the 
database frequently, a mouse-oriented interface can be clumsy. To compensate for 
this clumsiness, a chatbot was added and configured to interpret questions aimed at 
the databases. The chatbot was built using RASA8 [149], an open-source machine 
learning framework to develop contextual chat assistants. An example question and 
answer from the chatbot is shown in Fig. 13.37. 

Over the whole of the industrial demonstration, data was collected. To evaluate 
the capability of each unit used, data from each sensor on each L-node was analysed. 

As an example, vibration monitoring is an essential part of industrial asset 
monitoring. Figure 13.38 shows readings from the gyroscope (X, Y, Z) gathered 
during the operation of a diesel pump (Class-2 asset). Noise is often generated in 
industrial environments, and to compensate for it and smooth it,a moving average 
filter with a ten-second period was applied to the raw data. 
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Figure 13.37: RASA chatbot interface for the sensor database [144]. 

Figure 13.38: Structural vibrations monitoring and filtering using a moving average [144]. 

7.4.1  Problems in IIoT Deployment 

 1. 	 Accessibility: Industrial sites can be heavily restricted due to heavy machinery 
operating and other health and safety risk. During the installation of the L-Node, 
finding qualified personnel to provide aid was an issue. 

 2. 	 Line-of-sight: LoRa wireless communication signal degrades when passing 
through dense infrastructure, which can be the typical setup in industrial areas. 
Thus, it is essential to find a secure site that is ideally visible to the location of 
interest to be monitored. 

3.	 Adhesion: Different shapes, materials and biofouling can prove problematic for 
magnets or steel-straps to be used in conjunction with. 

4.		 Site Access Time: All sites were active and carry out other activities from regular 
maintenance to new installations, and therefore the time allocated to test external 
3rd party systems is restrictive even when deployed by external parties. 
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7.4.2  Solutions 

To be to adapt and overcome the challenges faced in the deployment of IIoT systems 
in an active site a number of solutions were generated and given next: 

 1. 	 Accessibility:  Advanced planning and negotiation with the facilities staff can 
avoid unnecessary delays and issues. 

 2. 	 Line-of-sight:  Pre-mapping of the site and locating areas for optimal line-of-
sight and locations where signal repeaters could be installed if required. 

 3. 	 Adhesion:  Where possible, pre-cleaning any biofouling would aid in the 
adhesion or the application of drilling or welding for a more permanent method. 

 4. 		 Network Connectivity: Deploying a secure network separate from the facilities 
owner’s network ensures a connection and reassures the owners there is no data 
at risk. 

 5. 	 Site Access Time:  As with accessibility, advanced planning and negotiation can 
reduce this risk. 

Applying all the previous solutions and the bottom-up systems approach shown 
in Fig. 13.35 to the process of designing of an industrial deployment of one or more 
CPS allows for the following: 

 •  Problems to be spotted and neutralized before they occur (poor line of sight – 
repeaters required) 

 •  Optimize the in-situ data (Recording frequency and length, visualization, and 
query method) 

 •  Planned avoidance of human interaction to minimize viral transmission risk. 

8.  Connect-R 
Decommissioning structures, for example, gas platforms or nuclear storage tanks, 
is challenging and the cost of the dismantling, as well as the effect and impact of 
the surrounding environment, are among some of the factors that must be included 
and anticipated on an asset management system as these can be extremely costly and 
environmental conservation standards must be met. 

There is pressure for oil, nuclear and gas, and similar industries to increase their 
profitability whilst growing the business. Here, the correct IAM strategy will maintain 
and service their equipment in a time-effective manner whilst increasing equipment 
lifetime and maintaining low costs as it is essential that they keep their critical assets 
working efficiently whilst being effectively serviced. 

These types of industries are filled with heavy-duty assets and they can be often 
sizable or located at great distances from the other, hence remote and accurate real-time 
data is essential in these circumstances for effective and adequate asset management. 

As mentioned previously, technological advances, through the digital transition, 
have enhanced maintenance operations. Some of these technologies include 3D 
scanning, mapping and predictive maintenance, which allow for much-improved 
monitoring and maintaining industrial assets. 

In these industries, in particular, the working environments can often be hostile 
and extreme. Such situations and environments create challenges in maintaining 
monitoring assets as they can often pose health risks to personnel and therefore should 
not be performed by personnel. This is particularly true in the nuclear industry due to 
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the risk of personnel being exposed to high radiation levels as well as unstructured 
environments. Operating in an extreme environment can have an effect on asset 
management structures and management strategies due to risk to human life and the 
increasing cost of operations. However, this can be mitigated through the use of robots 
and in-situ sensor technology. 

Connect-R is an industrial sized self-building modular robotic solution that 
provides access to hazardous environments on industrial work sites through a multi-
robot system (MRS). The system is a resilient and robust autonomous robotic system. 
This modular robot is a structural robot that can form into a variety of, required, 
physical structures to allow access to an extreme environment without the requirement 
of a human. The structure that is formed by the modular robots creates a path for other 
robots to traverse regardless of the unstructured environment surrounding it. Once 
in the environment, these smaller robots are able to perform a number of tasks such 
as repair and diagnostics to provide real-time data and mapping through the use of 
various, suitable sensors and end effectors [150]. 

9.  Future Challenges 
While some future challenges can be predicted, such as dealing with an increasingly 
large number of ageing and failing industrial assets coming to the end of their predicted 
life, others such as the COVID-19 pandemic could not have been foreseen. However, 
it can be observed throughout this chapter that the greatest challenge is still to keep 
humans safe, whether that is from a virus, storms or radiation. To keep them safe the 
continued deployment of CPS is essential, but it must go further, as at present humans 
are still required to deploy the robots and to retrieve them. Two different methods can 
be used to separate humans further from danger, (1) Resident Robots and (2) Fluidic 
Logic Systems. 

9.1 Resident Robots 
Instead of a robot being stored and then deployed manually by a human, resident 
robots are already situated “in residence” close to or on the asset itself. A simulation 
can be seen in Fig. 13.39. These robots can be autonomous but also can be operated 
from the shoreline remotely. Minimal human interaction either with the asset or robot 
is required unless remedial action cannot be completed by a robot. Resident robots 
would also provide enhanced operational overview due to DTs, therefore an allowing 
for a greater understanding of what status is and what is going on with an asset. Within 
these expansive DT asset management methodologies are built-in as well as robot 
fleet integration. 

9.2 Fluidic Logic Robots 
An issue when deploying RAS in areas of radiation can be the degradation or 
failure in the performance of the on-board electrical control systems and thus the 
entire robot itself. While sensitive systems can be shielded and often are, they will 
still degrade and will also become contaminated and un-retrievable. One approach 
to dealing with this degradation issue is by removing the electronics in their entirety. 
As mentioned previously, there are groups working in the area of fluidic logic where 
typical electrical systems are replaced with a functional fluidic analogue. If the fluid 
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Figure 13.39: Resident robots deployed on offshore platforms and turbines, (A) Hugin and 

BlueROV, (B) Boston Dynamics Spot, (C) Crawler Robot and Intel Falcon 8+, (D) Crawler 


Robot and Intel Falcon 8+ and (E) ASV Global C-Worker 7 and Intel Falcon 8+. 


and structural material were non-ionizing in nature, this would alleviate one aspect of 
the degradation problem [153]. 

10.  Conclusion 
It can be seen from the trends that the incorporation of RAS and CPS into industrial 
asset management was progressing. However, the COVID-19 pandemic has driven 
this deployment to rapidly advance the approach for CPS (due to the requirement to 
work remotely) in achieving the roadmap to trusted and safe autonomy within robotics 
and asset management methodologies. 

At the start of the chapter, a question was posed “How can the new dangers of a 
pandemic and the past dangers of the extreme environments can be mitigated using 
cyber-physical systems?” A theoretical SSOSA and multiple pilot studies were given 
as examples of ways in which these dangers can be reduced if not mitigated fully. 

The SSOSA acts as the theoretical model, which ensures the mutualistic approach 
enhancing the interaction across human, infrastructure, robot and the environment. 
The SDA represents system engineering to enable the interaction via bidirectional 
communications with knowledge sharing across the system elements, which are 
required to be integrated for advanced CPS. This can encompass asset management 
methodologies, O&M, deployment and fleet management which can be seen in an 
operational overview within a DT. 

The bottom-up systems approach provided a foundation for how to assess 
potential issues and pit falls on industrial sites, which can be easily modified to 
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incorporate COVID-19 specific restrictions allowing for straight forward deployment 
of CPS with minimal risk to the operators. 

Both of these implementations featured CPS be they robots or sensors being 
used for scanning and monitoring of infrastructure, while the third implementation 
discusses the work being done on how to use MRS in areas where humans cannot 
tread, and standard robots require help to allow for an adaptable robotic structure to be 
custom fabricated made of itself for other robotic systems to traverse. 

The system engineering discussed display how both current and future work 
environments can be created with the idea in mind of minimal to no human intervention 
being required. This reduces the risk of accident or injury coming from dangerous 
environments or viral transmission from COVID-19, or future pandemics. 
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Transforming a Standalone Machine 
Tool to a Cyber-Physical System: A  
Use Case of BEMRF Machine Tool to 
Tackle the COVID-19 Restrictions 

Faiz Iqbal, Zafar Alam, Madhur Shukla, Jitin Malhotra and Sunil Jha* 

1. Introduction 
Ball end magnetorheological finishing (BEMRF) is a nanofinishing technology 
developed by Singh et al. [1] at the beginning of this decade. It is a variant of magnetic 
field assisted finishing processes that make use of smart magnetorheological polishing 
fluid to smoothen the roughness peaks in a controlled manner [2]. BEMRF process 
has the capability to finish plane, nonplanar and free form surfaces up to the order of 
nanometers [3]. Since its inception, this technology has been employed by various 
researchers to finish a list of materials having a ferromagnetic nature like mild steel 
[4] to those with a nonmagnetic nature like additive manufactured polylactic acid 
(PLA) workpiece [5], copper mirrors [6], polycarbonates [7], etc. The capability of 
the BEMRF process to finish free form complex surfaces of a variety of materials 
can be attributed to its unique tool design with an electromagnetic core mounted on 
a five axes CNC machine tool. Further, it is controlled by a customized controller 
developed by Alam et al. [8] with the capability to control in-process finishing forces 
by changing the electromagnet-based tool’s input current values. Archival literature 
shows the potential of the BEMRF process established by various reported works 
[9–13]. 

Recently engineered products need a precise finish (up to the order of nanometers) 
due to their enhanced surface characteristics in high-tech applications such as 
aerospace, biomedical, laser, optical etc. Since the demand for these types of products 
are increasing rapidly, the machines that manufacture these products are in the 
spotlight to cater to these demands. The BEMRF process is a breakthrough technology 
in the field of nanofinishing because of its ability to finish the free form surfaces of a 
variety of materials. A five axes CNC BEMRF machine, developed by Iqbal and Jha 
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[14], is fully capable of nanofinishing precise and complex parts all automatically as a 
standalone system and is an industry ready prototype. However, with the current rise 
in Industry 4.0 and requirements of enhancing digital manufacturing there is a need 
for cyber-physical systems in the nanofinishing sector as well. 

2.  Cyber-Physical Systems 
The term cyber-physical systems (CPS) was coined in 2006 by Helen Gill of USNSF 
(United States National Science Foundation) [15]. This term is basically a combination 
of two different worlds i.e., cyber (software world) and physical (mechanical world), 
further with a joining layer of communication and control in between them [16]. These 
systems are responsible for supporting the critical infrastructure by founding the basis 
for establishing the links in between two different worlds and further improve the life 
quality in almost all the areas starting from healthcare to smart cities, smart grids, smart 
manufacturing, etc. CPS is an engineering focused discipline with an aim to solve 
the problems by providing the next generation systems utilizing varied technologies, 
modeling techniques and mathematical abstractions. CPS is about adding the modern 
computing elements, sensors to the physical actuators and monitoring the big data 
generated through those sensors, analyzing them, and taking the respective control 
actions based on them [17]. 

The CPS is a similar concept to various other terms like Internet of Things (IOT), 
Industrial Internet of Things (IIOT) etc. sharing the common idea behind them i.e., 
adding cyber to physical components. CPS has a very wide application area like the 
automotive sector, manufacturing, electric power grids, healthcare, city infrastructure, 
aircraft domain and smart buildings. Focusing more on the smart manufacturing 
sector, this sector has seen the new industrial revolution i.e., 4th industrial revolution 
which is focused on the development of the technologies to boost the productivity of 
the goods manufactured, delivery of the services, the mass customization concepts 
and manufacturing in the batch size of one [18]. 

CPS plays a key role in the manufacturing sector starting from the design phase 
of a product to its manufacturing, maintenance, and further disposal. The CPS spans 
from a small component of a machine to complete production systems and its main 
aim is to make the components self-aware and self-predict; and self-compare; and 
production systems self-configure, self-maintain, and self-organize. All of these can 
only be achieved by merging the cyber parts with the physical systems and giving them 
a self-awareness, self-comparison, self-predicting, self-configuring, self-optimizing, 
and self-organizing capabilities to make them more independent and more efficient 
both in terms of power and production with minimum wastage [19]. 

Few researchers have previously developed and demonstrated the concepts of 
CPS in the manufacturing sector like Lee et al. [20] who presented the first CPS 
architecture called 5C architecture for CPS targeting the manufacturing sector. 
The first level is the Connection level which has a job of acquiring raw data from 
individual machines and their sub-systems which is transferred to its second level 
called a Conversion level, where the acquired raw data is converted to useful 
information by intelligent algorithms. The third level is a Cyber level which pretends 
to be a central hub among various levels inside and outside the factory and transfers 
data between heterogenous networked machines. Fourth level is the Cognition level, 
where the useful information is presented to users and experts in a graphical form for 
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further analysis and decision making. The last level is the Configuration level which 
generates supervisory commands from the Cyber level to Connection level and acts in 
a commanding role to make machines self-configure and self-adaptive. 

In another report Lee et al. [21] proposed an architecture for a cyber manufacturing 
system, in which the data from machine tools and the environment is transferred to 
cyber space for analysis and feedback through a cyber-physical interface. In addition 
to analysis and feedback, the useful information is also visible on mobile and web. 
Some design challenges for implementation of CPS are also presented like the lack of 
standards, huge raw data and disconnected analytics, cyber security, etc. A comparison 
among cyber and E-manufacturing is also presented in this article. 

Morgan and O’Donnell [22] presented a cyber-physical process monitoring 
architecture and implementation for CNC turning machine tools. The process 
monitoring system acquires spindle current, spindle acceleration and cutting forces 
data from three sensors and are passed on to a computing unit which is connected 
to the cloud through a router. Also, a database client, and a signal pre-processing 
unit is connected to this computing unit. On the second computing unit the complex 
event processing units are connected which then does the time and frequency domain 
signal extraction and decision making and shows the results on a connected HMI 
screen. Some cutting patterns for a CNC machine are also shown in the end by 
analyzing the data coming from the connected sensors and extracting the features. 
Furthermore,various initiatives are running in the world for virtual representation of 
the types and instances of objects. These components need to be depicted in a form of 
reference architecture as shown in [23]. 

This chapter shows the transformation of a standalone CNC BEMRF system into 
a cyber-physical system in line with the concepts of Industry 4.0 providing an example 
for cottage industries and micro-SMEs to act in a similar manner to tackle challenges 
enforced by the COVID-19 crisis. 

3.  Materials and Methods 
To transform a standalone CNC BEMRF machine tool into a cyber-physical system 
it is required to develop an advanced connection between machines and the cloud for 
ensuring a real time data transmission from physical devices to cyberspace and to 
get information feedback from it. The cyberspace performs smart data management, 
detailed analytics, and computation on raw data. It also stores machine data, which 
is to be analyzed so that uncertainties arising and/or resulting in the degradation of 
product quality can be eliminated. A user interface (UI) is also to be developed for 
easy access of the machine and machine data remotely and to integrate the customer 
in the process. 

3.1 Understanding of the Subsystems Involved 

3.1.1 Physical System: Motion and Process Controls 

The CNC BEMRF machine tool has the following specifications as listed in Table 
14.1, the motion and process controls of the physical system are standardized and 
governed by one of PLCopen frameworks. For Industry 4.0, an administration shell 
as shown in Fig. 14.1 is defined, where the physical aspects of all assets are defined 
in e-Class. These PLCopen specifications imparts a detailed list of functionalities, 
covering the basic range. 



 

  •		 Footprint: 1000 mm × 1000 mm, Height = 1500 mm. 
  •		 Axes designations and respective travel limits: 
    X: 150 mm. 
    Y: 150 mm. 
    Z: 300 mm. 
    B: +45º to –45° (software limit). 
    C: 0º to 360º. 
  •		 5 axes CNC interpolation (TwinCAT software). 
  •		 Confocal sensor for in-situ roughness measurement. 
  •		 Intel i3 processor-based IPC system with Windows operating system and 12-inch 

multitouch screen. 
  •		 BEMRF tool with temperature measurement sensors at three levels. 
  •		 Range of spindle speed: 300 RPM – 3000 RPM 
  •		 Range of electromagnet current: 0-10 A. 
  •		 Polishing fluid preparation and fluid delivery system. 
  •		 Workpiece cleaning system. 

333 Transforming a Standalone Machine Tool to a Cyber-Physical System... 

Table 14.1: Specifications of CNC BEMRF machine tool 

Figure 14.1:  Administration shell defined by PLCopen. 
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In addition to the above, there is an open source framework defined by 
PLCopen which has the details about the function blocks with a special focus on 
defining user specific libraries. With this framework, higher levels of integration with 
larger functionalities in machine tools can be easily done. This framework further 
expedites the engineering of new machines with ease and provides a modular and 
reusable structure to software making it easier for future additions. For facilitating this 
framework, PLCopen even started a new working group to prepare a proposal on how 
to map the existing PLCopen functionalities to the Industry 4.0 administration shell, 
which was to be submitted to the Industry 4.0 initiative. Previously, PLCopen had also 
standardized the behavior of axis-state diagram as shown in Fig. 14.2. 

Figure 14.2:  Axis state diagram. 

There are several software systems available for motion controllers like Codesys, 
TwinCAT  etc. Each software is different in using the same concept or logic. The 
CNC BEMRF machine tool also uses TwinCAT  for motion and process control as 
the hardware in the machine tool is compatible to TwinCAT. It has a very interesting 
feature the “ADS (Automation  Device  Specification) over MQTT  (Message Queue 
Telemetry Transport)”. ADS details a field bus and device-independent interface for 
governing the type of access to various ADS devices.  

The ADS interface permits: 

 •  communication with other ADS devices 
 •  implementation of an ADS device 

The TwinCAT  system is a software-based controller whose framework permits 
individual modules, i.e., TwinCAT  PLC, user HMI, etc. to be served as independent 
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devices. The messages among these modules are interchanged through a robust 
and responsive ADS interface via the message router which helps to manage and 
distribute all the in/out messages present in the system and is available over the TCP/ 
IP connections. 

ADS over MQTT means the same ADS commands are communicated over 
MQTT as other communication protocols. For this the TwinCAT router needs to 
establish a connection to a broker for sending and receiving ADS protocol commands. 

3.1.2 Cyber System: The Cloud 

To successfully develop a cyber-physical system of a machine an understanding 
of the basic principal components of the internet of things (IoT) is required. These 
components are: 

Big Analog Data 

Big analog data is big data derived from physical analog world. Everything in 
industrial internet of things is analog phenomenon such as vibration, sound, location, 
acceleration, moisture, and speed etc. all these phenomena must be digitized. The data 
collected is huge (big) and is sensor acquired which is further digitized via analog to 
digital conversion. 

Perpetual Connectivity 

One of the main ideas of Industry 4.0 is to perpetually connect to products or customers. 
If one can monitor the condition and usage of products, devices, people in marketplace 
or industry, one can control things and devices to push upgrades, fixes, patches, and 
management and one can compel an employee or consumer to take some action,buy, 
accessorize, etc. By this one can avoid risk, discover more about the consumer, 
become more efficient and generate more revenue. Figure 14.3 schematically shows 
how data is captured and relayed to cloud. 

Figure 14.3: Data capture and transfer to the cloud. 

Cloud Services 

There are various organizations that are providing cloud services viz. Microsoft 
Azure, Amazon web services, IBM Bluemix, things Board etc. Some of these services 
are paid and some of them are open source. Preliminary experiments were performed 
to verify machine to cloud connectivity on the Intel cloud platform, IBM Bluemix 
and Firebase (Google mobile platform). An embedded control board (Intel Edison) is 
exclusively used to upload and collect data and interact with the cloud. 
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Communication Protocols 

Most of the cloud services use MQTT which is a connectivity protocol for machine-
to-machine communication or Internet of Things. It is a lightweight client/server 
transfer protocol which works on the publish/subscribe architecture as shown in 
Fig. 14.4. It is extremely dense with a small footprint on the device making it preferable 
for constrained devices. 

Figure 14.4: MQTT transfer protocol. 

3.2 	 Establishing Communication between the Controller and 
Cloud Services 

An embedded controller (Intel Edison) is integrated with the standalone CNC 
BEMRF system as a bridge between the machine PLC and the cloud services. Initial 
communication is setup between the two. The CNC BEMRF system has temperature 
sensors embedded into the BEMRF tool head, these sensors read the temperature of 
the tool and provide real time values to the PLC controller. The PLC is programmed 
through TwinCAT has this data in the form of volts which is calibrated and converted 
to temperature with help of code in Intel XDK. A  two-way communication of PLC 
to the embedded controller and the embedded controller to the cloud server (IBM 
cloud services) is done in which the temperature readings are available to the PLC in 
the form of volts. These values are calibrated and converted to temperature readings 
in the embedded controller program. For cloud communication testing the readings 
from sensors are uploaded to the cloud in both volts as well as temperature. Figures 
14.5 and 14.6 show the volt vs time plot and temperature vs time plots received by the 
cloud server with time stamp. The uploading of data to IBM cloud services is done 
with the help of the API key generated by creating an application in IBM Watson. 

Figure 14.5:  Temperature data uploaded to the cloud. 



 337 Transforming a Standalone Machine Tool to a Cyber-Physical System... 

Figure 14.6:  Voltage data uploaded to the cloud. 

3.3  Webpage: A UI for User and Customer 
A  webpage is developed that acts as the UI where interaction between customers 
and manufacturers occurs. Through the website (shown in Fig. 14.7), the customer 
is required to provide essential inputs so that manufacturer can obtain the target 
parameters of products. The customer orders the product or services and manufacturer 
provides service for the same. Inputs required from the customer are the CAD model 
of their product, target roughness parameters and other miscellaneous information. 
After all the desired information from the customer has been uploaded the web portal 
will generate a financial quotation for the order placed. The customer will pay for the 
services as per the terms and conditions laid, once the payment is confirmed the order 
is confirmed and the order number is generated with a QR code (shown in Fig. 14.8) 
corresponding to each product. The customer through this web portal gets continuous 
updates for his order and can track the delivery of the products after completion. 

Figure 14.7: Website developed as a UI for customers. 
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Figure 14.8: QR code generated. 

For safety purposes a login interface as shown in Fig. 14.9 is created  for machine 
users as it should technically only be accessed by someone who is an expert of the 
machine. For that the SQL  database is created which contains the login credentials of 
the authorized users. After a successful login from an authorized user of the machine 
the machine menu (Fig. 14.10) appears which guides the user to the next pending 
order for the machine. 

Figure 14.9: Login window. 
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Figure 14.10: Machine menu. 

The menu has options viz. read QR code, download NC file, run machine, and 
quit. Since the machine is a nano-finishing expert the products that are to be dealt with 
are already manufactured and must be sent by the customers to the manufacturer with 
a specific QR code attached to it. 

Once the product is received the read QR code option is selected. QR code is a 
type of matrix barcode which uses four encoding nodes for efficiently storing data, 
which in this case is read with the help of an imaging Webcam integrated with the 
BEMRF panel PC. The QR code containing details required for downloading NC 
file for the finishing of the product, is to be read to extract details, a windows form 
application is made with help of which the read QR code extracts further information 
stored on the cloud (Google drive). The QR code thus read is transferred to a Windows 
form application which downloads file the from google drive with the help of Web 
Client library in C#. File which is stored in a predefined path given in code. Figure 
14.11 shows a successful QR code being read and Fig. 14.12 shows a successful 
attempt at downloading the NC file from the information extracted from QR code. 

ADS communication is established between a Windows form application and 
the TwinCAT motion controller. ADS commands are communicated over MQTT 
like other communication protocols, where the TwinCAT router setups a connection 
to the broker for sending and receiving ADS protocol commands. The end point of 
such broker is further configured on the respective local device. The result of this 
exercise is a creation of the one to one relationship between an ADS route and the 
matching broker. Successful communication in ADS depends on the right certificate 
exchange and port number given in code of windows form application and TwinCAT 
motion controller. The file stored is read from the TwinCAT motion controller which 
is programed to perform the required motion described in NC code. It also transfers 
status of motors into the cloud. Figure 14.13 shows a screen grab from the TwinCAT 
program used for extracting the .NC file from the Windows form application and 
performing a motion control according to the NC file. 
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Figure 14.11: QR code read by a Webcam. 

Figure 14.12: NC file successfully downloaded. 

Once the machine has a .NC file and related process parameters the finishing 
process can start after the product is mounted on the machine fixture. The machine 
conducts a closed loop finishing of the product as per customer requirements [closed 
loop]. After the successful completion of the finishing process the machine indicates 
the same and the product can proceed further for dispatch. 
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Figure 14.13: Twin CAT program for .NC file extraction. 

3.4  Prediction of Machining Time and Cost 
One of the main applications of Artificial Intelligence (AI) is Machine Learning 
(ML) that provides a system with prowess to autonomously learn and improve from 
experience without any need for explicitly programming it.  Machine learning  targets 
the development  of smart models (computer programs) that can access and learn 
from data collected automatically. A ML trained model is developed for predicting 
machining time and cost for the orders placed by customers, this enables the quick 
billing for the customer at the time of check out. Labelled data is collected which 
is having the values of Ra and process parameters. This data is stored in Microsoft 
Azure Blob storage in Comma Separated Values (CSV) files. The trained model for 
the prediction of machining time and cost is generated with the help of Microsoft 
Machine Learning Studio. Figure 14.14 shows a schematic of the trained ML model 
for the prediction of machining time and cost. 

4. Results and Discussions 
In the physical world, methodology described can be implemented in lab experiments 
or for manufacturing. According to the methodology described in the previous section, 
the machine will come closer to both the customer as well as the manufacturer. 
Customers can customize their product and the manufacturer will have enhanced 
insight during the manufacturing process. From the website a customer can place an 
order and schedule its time on the machine remotely, receive the predicted time and 
cost of machining generated from the past experience of the machine i.e., algorithm 
generated in the Microsoft Machine learning studio from the time machine (data 
collected from runs on the machine in the past). 
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Figure 14.14:  Trained ML model for cost-time prediction. 

For the manufacturer it is the deal to increase its productivity by reducing 
setup time, maintenance time, human errors etc. The machine is independent of 
human interventions only major decisions are to be made by the operator otherwise 
the machine is capable of thinking and interacting with the ecosystem and to work 
efficiently. With the help of this methodology the manufacturer can make different 
products in same run rather than making different products in different runs which 
increases the cost of product for the customer because of the increased setup cost 
every change brings. Moreover, manufacturers will have the enhanced insight into 
the working of the machine, as data from all sensors will be available to conclude the 
important results by performing analytics on the data collected. Concluded results 
could be predicting machine failure, predicting optimal parameters for finishing, etc. 
By converting the machine tool into a cyber-physical system, the manufacturer can 
keep records like the operation conditions for past products, maintenance records 
etc. to make the machine learn from its past and gain experience which will help the 
machine in decision-making. 

5. Conclusions 
The work in this chapter described the transformation of a standalone CNC BEMRF 
machine tool to a cyber-physical system. The following points conclude the work: 
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1. Transformation of standalone systems to cyber-physical systems is required for 
the Industry 4.0 and post COVID-19 survival of existing setups, the same is done 
in this work for the standalone CNC BEMRF system. 

2. An embedded controller (Intel Edison) is integrated with the standalone CNC 
BEMRF system as a bridge between the machine PLC and the cloud services. 

3. Standards like PLCopen, MQTT have been used to ensure reliability. 
4. A web-based user interface is developed for customer interaction. 
5. The customer can monitor the whole process throughout its journey from the start 

and back to the customer. 
6. Acost-time prediction algorithm based on machine learning concepts is developed 

to give the customer an estimate of the two entities. 
7. More sensors can be included to the newly transformed cyber-physical system to 

develop a digital twin of the same. 
8. This transformation work can be used as a guide for small scale enterprises to 

do the same to their stand-alone systems and stay in business when Industry 4.0 
completely takes over. 
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