


  

 

 

 

 

 

Emerging Trends for Securing 
Cyber Physical Systems and the 

Internet of Things 
In the past decades, cyber-physical systems (CPSs) have been widely applied to fields such 
as smart grids, environment monitoring, aerospace, smart transportation, and industrial 
automation. Great strides have been made in CPSs to improve the computing mechanism, 
communication, and quality of service by applying optimization algorithms. Currently, 
these efforts are integrated with the applications of machine learning (ML) and artificial 
intelligence (AI). To maintain system reliability and stability, CPSs such as smart grids face 
numerous challenges, including large-scale Internet-of-Things (IoT) device adaptation, 
ever-increasing demands of electrical energy, and the rise of a wide range of security 
threats. These challenges bring forth the need to find sustainable and advanced solutions to 
guarantee reliable and secure operations in these systems. 

The goal of this book is to foster transformative, multidisciplinary, and novel approaches 
that ensure CPS security by taking into consideration the unique security challenges 
present in the environment. This book attracts contributions in all aspects pertaining to this 
multidisciplinary paradigm, which includes the development and implementation of Smart 
CPS, Supervisory Control and Data Acquisition (SCADA) systems, CPS for Industry 4.0, 
CPS architecture for IoT applications, and CPS forensics. 

This book: 

• Discusses concepts including wireless sensor networks (WSNs), CPSs, and the IoT 
in a comprehensive manner. 

• Covers routing protocols in sensor networks, attacks, and vulnerabilities in WSNs, 
the Internet of Cyber-Physical Things, and CPSs for industrial applications. 

• Highlights technological advances, practical solutions, emerging trends, and 
prototypes related to privacy in CPSs and the IoT. 

• Presents a pathway and architecture for proactive security schemes in CPSs to 
counter vulnerabilities, including phishing attacks, malware injection, internal 
stealing of data, and hacking. 

• Discusses the most recent research and development on the enabling technologies 
for IoT-based CPSs. 

Owing to the scope and diversity of topics covered, the book will be of interest not only 
to researchers and theorists but also to professionals, material developers, technology 
specialists, and methodologists dealing with the multifarious aspects of data privacy and 
security enhancement in CPSs. The book will provide these professionals an overview 
of CPS security and privacy design, as well as enlighten them to promising solutions 
to research problems such as cyberattacks in CPS, risk identification and management 
in CPS, ML-based trust computational models for CPSs, nature-inspired algorithms for 
CPSs, and distributed consensus algorithms for event detection in CPSs. The secondary 
target audience of this book includes legal practitioners, hackers, cyber law policymakers, 
cyber forensic analysts, and global security consortiums who may use it to further their 
research exposure to pertinent topics in cybersecurity. 
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With the evolution of future generation computing systems, it becomes necessary 
to occasionally take stock, analyze the development of its core theoretical ideas, 
and adapt to radical innovations. This series will provide a platform to reflect 
the theoretical progress, and forge emerging theoretical avenues for the future 
generation information systems. The theoretical progress in the Information 
Systems field (IS) and the development of associated next generation theories is 
the need of the hour. This is because Information Technology (IT) has become 
increasingly infused, interconnected and intelligent in almost all context. 
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Preface 

A cyber-physical system (CPS) refers to an emerging generation of systems with 
integrated physical and computational capabilities through communication, com-
putation, and control. CPS facilitates bringing forth new applications and services 
in various fields through its automated decisions and tight interactions. In the 
past decades, CPS has been widely applied to fields such as smart grids, envi-
ronment monitoring, aerospace, smart transportation, and industrial automation. 
Interconnected sensing devices in CPS sense data from the surrounding and send 
them through the network to the interested nodes. This integration of physical and 
computing elements in order to create a CPS has opened up numerous potential 
security problems. Security attacks in CPS may have disruptive consequences and 
lead to significant economic and social losses. Owing to the variety of attacks that 
might be launched against these physical components, building a secure CPS is a 
challenging task. CPS blurs the lines between personal and infrastructural spaces, 
and this blurring is engineered into the Internet-of-Things (IoT). Advances in 
CPSs and IoT bring forth the need to find a unified view of security and safety. In 
order to design an advanced CPS, integration of wireless sensor actuator networks 
and IoT is of utmost importance. Communication links in such complex, hetero-
geneous systems must meet stringent requirements on range, latency, and through-
put while adhering to the constrained energy budget and providing high levels of 
security. The goal of this book is to foster transformative, multidisciplinary, and 
novel approaches that ensure the CPS security by taking into consideration the 
unique security challenges present in the environment. These security challenges 
include the full gamut of faults, ranging from an adversary successfully leak-
ing private information to achieving complete control over the system. This may 
be due to boot process vulnerability, hardware exploitation, chip-level exploi-
tation, backdoors in remote access channels, software exploitation, and a resource-
constrained nature. This book attracts contributions in all aspects pertaining to this 
multidisciplinary paradigm, which includes the development and implementation 
of Smart CPS, Supervisory Control and Data Acquisition (SCADA) systems, CPS 
for Industry 4.0, CPS architecture for IoT applications, and CPS forensics. 
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Chapter 1 

Transforming Connected 
World with Cyber-physical 
System for Smart Life 

P Divyashree and Priyanka Dwivedi 

1.1 INTRODUCTION 

A smart way of living has been incorporated into this new technological era. The 
entire world is virtually shrinking with the advent of advancement in technology. 
Thus, massive interconnections in digital space help in the creation of a smart 
world. One of the gold standard technologies that help in transforming the con-
nected world for smart life is the cyber-physical system (CPS). This chapter intro-
duces the core components of CPS that make up the complete solution for smart 
life applications. Additionally, various technologies are also merged with CPS, 
which enhances the utility and performance of deployed smart solutions for real-
life applications. The hybrid combination of technologies includes the integration 
of CPS, Internet-of-Things (IoT), cloud computing (CC), and artificial intelli-
gence (AI). These technologies and the intelligent methodology to combine them 
in order to reach the target of smart living are emphasized. Moreover, in the con-
nected world scenario, vulnerability to hacking is abundant. Therefore, a secured 
CPS system is essential. The necessary components for CPS are secured connec-
tivity, confidentiality, data integrity, and availability. In reality, there are several 
threats in CPS-based technology infrastructure, such as cyber threats, physical 
threats, and hybrid threats, which need to be addressed judiciously to have a safe 
system. Finally, the combination of technologies for a secure environment with 
CPS to build real-world solutions, such as smart healthcare, smart transportation, 
smart home, and smart agriculture, is presented in this chapter. 

Furthermore, the chapter focuses on an introduction to gigantic technologies 
such as CPS, IoT, CC, and AI that can transform lives to be smart with intelligent 
systems. The components of technologies and their ability for interconnection to 
serve a specific purpose in real life are the theme of the entire chapter. These are 
the next-generation techno innovation for the connected world scenario. 

To provide an inclusive understanding of the aforementioned notion of 
transforming the connected world with CPS for smart life, this chapter is orga-
nized as follows. Section 1.1 is the introduction that deals with the general idea 
of all technologies that can be integrated with CPS for the creation of smart 
life applications. Section 1.2 elaborates on the CPS technology and its core 

DOI: 10.1201/9781003474111-1 1 

https://doi.org/10.1201/9781003474111-1


 

 
 
 
 
 

 
 
 
 

 

 
 
 
 
 

 
 

  

 
 
 

  

  

 

  

2 Emerging Trends for Securing Cyber Physical Systems 

components. Section 1.3 discusses emerging technologies such as the IoT, CC, 
and AI. Moreover, the fusion of advanced technologies such as the CPS and 
digital twins for the next-generation smart solution is presented. Therefore, the 
path toward achieving a connected world for smart life applications with CPS 
is emphasized. Section 1.4 is dedicated to the smart life applications realized 
using the blends of technologies with CPS. The smart life applications dis-
cussed in this chapter comprise smart healthcare, smart transport, smart home, 
and smart agriculture. Furthermore, Section 1.5 will introduce the security 
aspects of having a safe connected world for the real-time deployment of smart 
life applications. Finally, Section 1.6 presents the conclusion for the enhanced 
smart life using CPS. 

1.2 CORE COMPONENTS OF CPS 

CPS was coined in 2006 by Hellen Gill at the National Science Foundation 
(NSF) in the United States [1]. This term is closely related to cyberspace. Both 
these words originate from the root word “Cybernetics,” which was coined by 
Norbert Weiner in 1948 [2]. Cybernetics deals with the entire theory of control 
and communication. “Cyber” in CPS indicates the computation in cyber space, 
and “Physical” in CPS signifies the tangible end actuators for smart automa-
tion. CPS is the conjunction of physical processes, computation, and commu-
nication. It involves multidisciplinary domains, such as computer engineering, 
electronics, and mechanical engineering, to realize a real-life solution. CPS is 
the dynamic and tight integration of physical processes with the virtual environ-
ment, such as software, computation, and communication capabilities, to per-
form a specific smart application [3,4]. Figure 1.1 illustrates the infrastructure 
in CPS to build applications for smart life. The engineering models and meth-
ods are fused with computer science intelligence for the building of CPS-based 
smart life applications. Through CPS, the quality of life at city standards can 
be transformed in rural and remote places as well. The following are the core 
components: 

1. Sensor network: The set of sensors that are responsible for the capture 
of useful data from the real world forms a framework of sensor network 
architecture. 

2. Data transmission and storage: The humongous real-time data collected is 
transferred to a storage service for further processing. 

3. Computation to gain intelligence: Computation is the crucial require-
ment to acquire intelligence to take a decision on operations for real-time 
applications. 

4. Communication: The useful information needs to be communicated to the 
right person at the right time to take the correct decision at the required 
instance. Hence, communication is crucial for smart system development. 
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Figure 1.1 Infrastructure for CPS-based connected world applications. 

In CPS, there are numerous applications; some of them include smart healthcare, 
smart transportation, smart home, smart city, smart agriculture, smart military, and 
Industry 4.0 [4]. The CPS is one of the hybrid technologies with the heterogeneous 
integration of various technological platforms. Standard communication protocols 
need to be defined for the integration of various technologies. CPS is expected to 
have intelligence concerning analyzing the sensor data and communicating the 
decision. In this component, computation is involved to process the data and inter-
pret the useful information. The end goal is to attain data sharing among vari-
ous systems integrated to enhance the performance of target action. This aspect is 
achieved with the collaboration component in CPS. The essential characteristics of 
the CPS are collaboration, integration, and intelligence [5]. Figure 1.2 graphically 
represents these characteristics for CPS. The CPS architecture consists of three 
major parts: the cyber part, the physical part, and the network part. The cyber part 
is the core element for the computation of data. The physical part is the component 
responsible for the control of operations to take smart actions. The network part 
acts as an interface between the cyber and physical parts to efficiently transfer 
the processed information. Typically, CPS involves the fusion of software-based 
mathematical analysis to efficiently control physical processes. Each hardware 
component in CPS is embedded with specific software for performing the purpose-
ful task. The connectivity among all the heterogeneous components is established 
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Figure 1.2 Characteristics of CPS. 

using networking protocols such as Bluetooth, wireless local-area network, and 
global system communication. Being adaptive to real-world conditions is one of 
the requirements for complex CPS systems. Further, the man—machine interface 
should be strong with an advanced feedback control algorithm. Moreover, for 
large-scale complex systems, security and reliability are the key factors for effi-
cient CPS system design to deploy in real-life applications [4]. 

1.3 EMERGING TECHNOLOGIES 

The connected world is realized with emerging technologies. CPS is one of the 
core technologies that involve the integration of the virtual and physical worlds. 
CPS, AI, IoT, and CC are the major technologies, which are discussed in further 
sections. The importance of a connected world and these technologies is graphi-
cally illustrated in Figure 1.3. 

1.3.1 Internet-of-Things 

Kevin Aston, in 1999, coined the term “Internet-of-Things” (IoT) at MIT Auto 
ID, which is the concept of connected devices [6]. The efficient coupling of cyber 
world with physical world is the essence of CPS. IoT is included in this frame-
work to establish connections [7]. Numerous technologies are emerging with the 
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Figure 1.3 Technologies for the connected world. 

idea of connected devices such as Machine to Machine (M2M) frequently used in 
the telecom industry. In this, there is a one-to-one connection established. Indus-
trial IoT consists of interconnection of machines where human interventions are 
not required. Internet on small scale connects only humans. The Web of Things 
has a narrow scope that only involves software architecture. The Internet of every-
thing is an emerging technology where the entire ecosystem of smart living can 
be accomplished. IoT is a broader system of integration with connected machines 
as well as humans through wearable devices. It is the core technology that has 
potential utility in many real-world applications. IoT is constructed from three 
layers, which comprise hardware, communication, and software. The hardware 
layer consists of chips, sensors, and embedded system. The communication layer 
possesses a wireless network for transferring information. The software layer is 
responsible for storing, processing, analyzing the sensor data, and developing 
front-end applications. Thus, for the development of the specific application in 
smart living, this IoT architecture forms the basic building block [8]. 

1.3.2 Cloud Computing 

Cloud computing (CC) is a pay-per-use model for enabling available, conve-
nient, on-demand network access to a shared pool of configurable computing 



 

 

 
 
 
 
 
 
 
 

 
 
 
 

 

 
 
 
 
 

 
 
  

 

  
  

 

 

6 Emerging Trends for Securing Cyber Physical Systems 

resources such as networks, servers, services, applications, and storage. These 
on-demand computing services are provided under the umbrella of cloud ser-
vices by companies such as Google, Microsoft, and Amazon. CC offers facilities 
for computation, storage, and software as a service. Typically, CC consists of 
three layers as per the abstraction level of services delivered to service seekers. 
These layers are infrastructure as a service, platform as a service, and software 
as a service. Among these layers, the bottom layer of CC systems is considered 
to be infrastructure as a service. This layer manages virtual resources such as 
computation, communication, and storage when demanded by the end user. A 
higher level of abstraction is attained from the platform as a service layer. This 
layer offers developers to build and deploy applications without explicitly know-
ing the memory or resource requirements. Software as a service includes, for 
example, Google’s G Suits application interfaces where end users access their 
resources through a web portal [9]. Therefore, the cost-effective, on-demand 
access to required resources in CC is an energy-efficient and resource-optimized 
model for smart applications. 

1.3.3 Artificial Intelligence 

Artificial intelligence (AI) does not mean a technology; perhaps, it comprises a 
set of technologies continuously emerging to enhance computation capability. AI 
deals with huge data to get meaningful analysis through its computation. There 
exist numerous sub-technologies in the umbrella of AI for humongous real-world 
applications to make life smarter. A few of the AI sub-technologies constitute 
computer vision, neural networks, speech recognition, image recognition, auto-
nomics, deep learning, virtual agent, chatbot, machine learning (ML), machine 
reasoning, knowledge representation, natural language processing, and many 
more [10–12]. These technologies need to be judiciously combined to realize 
smart applications. 

1.3.4 Integrated Technologies 

The amalgamation of advanced technologies enhances system integration across 
diverse smart actions. CPS targets the unification of the cyber and physical worlds 
with a closed-loop feedback control with seamless integration. Digital twins are 
another emerging technology that aids CPS integration and focuses on the cre-
ation of high-fidelity virtual models for physical entities. This simulation of real-
world behavior provides more information for the computation of real-time data 
to control physical processes. The fusion of these giant technologies – that is, 
CPS and DT – with IoT opens a new avenue for interfacing physical and virtual 
worlds. Further, the connected world scenario can be realized, as shown in Figure 1.4. 
Moreover, technologies such as IoT and digital twin–based CPS can be simu-
lated in virtual space. A few of the software tools to develop digital counterparts 
of physical models using the IoT and digital twin–based CPS models comprise 



 

   

 

 
 
 

 
 
 
 
 
 
 
 
 
 

  
 

 
 
 
 
 
 

  

7 Transforming Connected World with CPS for Smart Life 

Figure 1.4 Integrated technologies for the connected world. 

Auto CAD, MATLAB, and ADAMS. The results of digital simulations can be 
transferred to the physical world. The human–machine interface or direct process 
control protocols can be provided to carry out physical processes. This way, the 
control of physical equipment with digital computation is realized with the advent 
of combining IoT, CC, and CPS with digital twin [7]. 

1.4 TECHNOLOGIES INTEGRATED WITH CPS 
FOR SMART LIFE 

1.4.1 Smart Healthcare 

Secure smart healthcare solution is the emerging demand of the present day. 
Early disease prediction and continuous monitoring of health conditions are the 
key components of smart healthcare infrastructure. As graphically illustrated in 
Figure 1.5, the wearable sensor that can monitor the human body’s vital biosig-
nals is integrated into gigantic technological frameworks such as IoT, CPS, and 
AI to provide a smart solution for healthcare predictions. L.K. Ramasamy et al., 
in their research contribution, proposed an AI-enabled IoT-CPS architecture to 
predict diseases such as diabetes, heart disease, and gait disturbances in elderly 
people with reliable results in accuracy, precision, recall, and F1 score [13]. In 
the healthcare sector, disease diagnosis and severity estimation are the two major 
goals. These are achieved with the utilization of advanced intelligent models in 
the domain of AI computing. The connectivity among the various platforms 
such as wearable healthcare sensors, data storage, processing, AI algorithms 
and computing are incorporated in CPS and IoT frameworks. Y. Zhang et al., 
in their research, introduced the Health-CPS model for managing big data as 
well as cloud computing. The major issue of handling heterogeneity in health-
care sector is resolved by technology integration. The emerging technologies 
in the healthcare domain comprise an amalgamation of giant technologies such 
as big data, IoT, CPS, and AI with wearable healthcare sensors for real-time 
continuous monitoring of health conditions [14]. The robot-assisted surgeries 
are operational through these technologies [15]. Thus, complete remote health 
monitoring can be achieved with the integration of all these technologies for 
smart healthcare. 
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Figure 1.5 Smart healthcare with emerging technologies. 

1.4.2 Smart Transport 

The person’s state of mind and productivity, the country’s economy, and the 
environment’s pollution are all influenced by the transportation condition. 
Smart transportation involves continuous monitoring of vehicular traffic and 
computing a smart decision for providing quick routes where traffic congestion 
is low. This intelligent decision also helps in controlling pollution. The police 
patrolling can be efficiently monitored remotely to take proper control mea-
sures. Additionally, road transportation details can be shared with authorities 
to perform cleaning or sanitization actions to experience safe and smart trans-
portation. To achieve these objectives, the necessary details required are the 
number of vehicles, the vehicles’ locations, the average speed of vehicles, and 
individual vehicle speed. Thus, this data is acquired through suitable sensory 
infrastructure. Computation is the key to any smart system; in this context, M. 
M. U. Rathore et al. in their research developed a graph-based approach in CPS 
for smart transportation. The proposed system used the integration of Apache 
Spark GraphX and the Hadoop ecosystem, which gives promising efficiency 
for smart transportation [16]. Figure 1.6 depicts the pictorial representation of 
smart transportation with CPS. 

Transportation CPS (TCPS) is a technological innovation in the application 
of transport systems using CPS. In the realm of TCPS, there exist three major 
instances: 

1. Infrastructure-based TCPS: This module is responsible for real-
time infrastructure monitoring and traffic control with TCPS. This is 
achieved with the employment of sensors such as cameras, computa-
tional components, and wireless communication interfaces for smart 
traffic management. 
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Figure 1.6 Smart transportation with CPS-integrated technologies. 

2. Vehicle-infrastructure coordinated TCPS: This module involves both vehi-
cles and corresponding sensors like Global Positioning Systems, traffic 
signals, and computational devices with wireless communication. This has 
applicability in determining the transit signal priority of traffic signals to 
smartly guide vehicle movement in the traffic. 

3. Vehicle-based TCPS: Prevention of accidents is very important to save 
human lives from dangerous accidents. The vehicle-based TCPS contains 
sensors, computational units, and actuators like gears, brakes, and ignitors. 
The electronic control unit is deployed with the wireless communication 
network. This system can be used for proximity detection and black ice 
recognition, which can effectively prevent accidents. 

Smart transportation with TCPS will try to address major concerns related to the 
reduction of travel time with smart traffic control, congestion management, moni-
toring road safety, automated self-driving cars, and prevention of accidents [17]. 
Therefore, smart living can be attained with the deployment of smart TCPS. 
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1.4.3 Smart Home 

Smart home with CPS is a new technological innovation. Smart living is possible 
with the transformation of smart homes through advanced technologies. Usually, 
people spend their relaxing time at home. Thus, the creation of a smart home that 
is personalized for life will affect cognitive and physical well-being. There are 
a variety of applications for the smart home environment, as pictorially repre-
sented in Figure 1.7. R. Raj et al. proposed a raspberry pi-based sensor-integrated 
embedded system to identify the voice commands and the intent. A smart home is 
equipped with automatic light switching, environment monitoring with tempera-
ture and humidity measurements, and an air quality monitoring system through 
interactive voice commands. The diverse integration of CPS, IoT, and real-time 
data analytics is combined with voice-assisted control system in the smart home 
[18]. For a smart home, security is an important factor, especially when connected 
to the Internet. In this scenario, there is a high chance of unauthorized access. 
M. Alshar’e et al. researched ML techniques for face recognition that can con-
trol the door locking system. Hence, secured access to an authorized person can 

Figure 1.7 Smart home environment developed with advanced technologies. 
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be provided in the smart home [19]. In smart living, our home needs to be sur-
rounded by various automatic robots to perform smart actions in the home. In 
this context, D. Lee et al. proposed various smart home robotic companions that 
emerged and are commercially available. Special robots such as iRobot Roomba, 
AIBO, Phyno, and Nuvo were employed for cleaning, entertainment, etc. Smart 
robots were developed for interaction and to perform house-related activities with 
elderly people to enhance their standard of living [20]. H. M. Do et al. developed a 
robot-integrated smart home and monitored elderly people’s activities [21]. Assis-
tive technology aids in performing smart actions at home. However, the environ-
ment of the home should also be set at an optimum level for comfortable living. 
W. W. Shein et al. built a thermal comfort controller for the available hybrid tem-
perature control system with CPS technology. The air conditioner, window, and 
curtain were used to maintain the required temperature with efficient consumption 
of energy [22]. T. Yang et al. proposed cost-effective indoor air management in 
the smart home. To maintain good indoor air quality, a technological model to 
control temperature and levels of O2 and CO2 at an optimum range was modeled. 
Further, the external conditions are correlated and mapped to the internal home 
conditions, effectively regulate energy consumption, and hence save power and 
money. Markov’s decision process and control algorithm were formulated with 
reinforcement deep learning. The author proposed a novel deep Q network with 
a prioritized experience relay. This model showed a reduction in average energy 
cost toward attaining compact indoor air quality and temperature control for smart 
home deployment [23]. L. Burton et al. developed a smart way of gardening with 
the monitoring of soil nutrients from a nitrogen-doped polypyrrole ion-selective 
electrode-based sensor array sheet. The data is communicated through ZigBee 
to the cloud server, which can be accessed through a smartphone. The proposed 
system utilizes gardening IoT soil sheets to monitor nitrogen and apply the right 
quantity of fertilizers in the garden and avoid excess consumption. This in turn 
improves productivity and reduces the cost of gardening in a smart home environ-
ment [24]. Thus, with the utilization of advanced and emerging technologies, a 
smart life can be accomplished in the smart home environment. 

1.4.4 Smart Agriculture 

Agriculture is the major sector that plays a substantial role in the growth of the 
nation. The economy and health of individuals as well as society are influenced 
by the quality and quantity of food products that are yielded in the agricultural 
sector. In this era of massive growth in population, with the constraints of the lim-
ited land available for agriculture, there is an enormous need for improvement in 
agricultural yield. The revolution of advanced technologies lends a helping hand 
that acts as an assistive tool for enhancing the performance of agricultural pro-
cesses, which in turn gives better yield. A multidisciplinary approach is involved 
to achieve precision agriculture with technology. The various fields such as infor-
mation and communication technology (ICT), wireless sensor networks, robotics 
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AI, big data analytics, CC, and IoT are combined to get the high-value crops [25]. 
The inclusion of precise farming in traditional agricultural practices will revolu-
tionize the agricultural sector [26]. Precision farming is an information technol-
ogy–based system that manages crops at the right time and in the right way to get 
a good yield from minimal resources. 

Typically, the smart agriculture process comprises modeling high-value crops 
with diverse agriculture assistive technologies. Figure 1.8 shows the graphical 
representation of major aspects of smart and precision agriculture. It is a well-
known fact that the right amount of water level in the soil is the major reason for 
the efficient growth of the crop. If water is in excess, then it will affect the nitro-
gen absorption in roots. Hence, the moisture level in the soil can be monitored 
by employing relevant sensors. Moisture measurement and analysis can further 
guide the autonomous system for demand-oriented irrigation of the crop, which 
sustains the required water level for the crop. This smart irrigation will provide 
the right amount of water to the crop to enhance productivity and save a lot of 
water from being wasted. Ibrahim Mat et al. proposed a wireless moisture sensor 
network combined with IoT having a feedback control logic in greenhouse crops 
to provide precision irrigation [27]. 

Automation is the key to unlocking massive and fast processing of agricultural 
activities. The speed of harvesting can be drastically magnified with the use of 
agricultural robots. Driverless tractors can be utilized for smart harvesting in 
agriculture. Drones employed in the field will monitor the crops. The inspection 

Figure 1.8 Various applications for smart agriculture. 
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of weeds can be performed with a drone equipped with a camera. Weeds are 
one of the reasons that negatively affect crop yield, and there is a prime need to 
control them. I. Rakhmatulin et al. proposed a compact and cost-effective weed 
control mechanism using a laser. A neural network architecture is utilized to 
recognize the weeds, and a laser-guided system to estimate the coordinates of 
the weeds. Further, a laser with different intensities, which include 0.3 W, 1 W, 
and 5 W, was used to kill the weeds. Parameters such as the intensity of the laser 
and time of exposure were computed considering the size of the weed. A long 
exposure time is required for the exposure of low-intensity laser. On the other 
hand, if high-intensity laser is used, it requires less time to kill the weed. How-
ever, it may affect the healthy crop if the laser is split during the weeding process. 
Therefore, optimal laser intensity should be employed in an efficient weeding 
process [28]. In the future, the pinpoint firing of weeds with laser should be 
done autonomously from the data acquired by the drone’s camera and image rec-
ognition using computer vision algorithms. Weeds can be accurately identified 
with image recognition. Thus, precise and target-oriented weed control actions 
can be taken. Therefore, selective weed elimination can be achieved. Fruit and 
vegetable picking in the agricultural field is one of the most tedious jobs that 
consume a lot of time and effort. This delay will significantly increase the time 
to market. However, automation and CPS networking can speed up the process. 
Z. Wang et al. reviewed various robotic systems for the task of picking fruits and 
vegetables. The harvesting time can be reduced with automation through agri-
cultural robots and fastening processes to improve the efficiency of crop yield. 
The vision system, combined with robotic functioning, will guide the picking 
process. Various techniques such as shear forces and suction are involved in the 
mechanism of grasping and placing the product. The complete robotic system 
for smart harvesting includes sensors such as a camera, IR, and proximity. The 
mechanical robotic system performs the smart actions of plucking, picking, and 
placing the agricultural product [29]. 

Monitoring of crops can improve the efficiency of production as necessary pre-
ventative and control actions can be taken at the appropriate time to preserve the 
quality of crops. Disease prediction at an early stage can help the farmer control 
its spread and save the crop. A. Verma et al. proposed a deep convolution neural 
network–based novel architecture for the detection and classification of disease 
in maize leaves. The disease-attacked leaves of maize consist of blight, common 
rust, and gray leaf spot. Thus, the disease of maize leaves was identified at the ini-
tial stage. Then relevant disease control actions can be taken to prevent the further 
spread of the disease [30]. 

The incorporation of advanced technologies in agricultural processes yields 
a better product that needs to be effectively stored and managed in the ware-
house to reach consumers. N. Zhang et al. proposed an intelligent storage strat-
egy with deep computing, controlling, and communication protocols for logistics 
and transportation applications. In IoT and CC-based storage, ant colony-based 
algorithm was used for path optimization in efficient logistics management [31]. 



 

 

 

 

 

14 Emerging Trends for Securing Cyber Physical Systems 

Thus, these techniques can also be incorporated for smart logistic management in 
agricultural product storage, i.e., for efficient warehouse management. 

The evolution of CPS has transformed the entire agriculture processing cycle 
into smart precision agriculture. W. An et al. presented the applications of agri-
cultural CPS that encompass soil moisture monitoring, smart scheduling of irri-
gation, monitoring the minerals in the soil to have smart fertilization supply, 
weather monitoring, crop growth monitoring, and disease prevention. Moreover, 
unmanned aerial vehicle-based Agricultural CPS (ACPS) and geographic infor-
mation system-based ACPS manage and analyze spatial information about agron-
omy and production. ACPS has humongous potential to be used for surveillance, 
real-time monitoring, tracking, and process management [32]. A healthy life for 
large masses is achieved by the enhancement of food quality through ACPS. 

In this section, various smart life applications with the CPS are discussed. In 
recent times, the advancement of digital twins has revolutionized the future pros-
pects of technology. The virtual environment created with the sensor hub, IoT 
connections, CC, and AI will aid in the development of any physical, real-life 
problem. A prototype of a virtual environment can be created for any complicated 
task. This enables the optimization of designed models before deploying them 
in the physical world. Thus, cost minimization and resource optimization are the 
key advantages of the digital twin–integrated CPS models. The future aspects of 
any technological innovations are to have an end-to-end solution. This target can 
be achieved with the heterogeneous integration of advanced technologies through 
the CPS platform using digital twin–based virtual models. Thus, cost-effective 
solutions can be realized through virtual simulations. 

1.5 SECURITY IN THE CONNECTED WORLD 

The approach to revolutionize the interconnected world is possible by integrating 
technologies in CPS for smart life applications. With this approach, an attempt 
was made to limit the accessibility of useful and analytical information for any-
one, at any time with the unified data access. Since data sharing is global, there 
exist various security issues that include cyber as well as physical attacks. In the 
connected world, the major triode essential components for a secured system are 
confidentiality, integrity, and availability, often referred to as C-I-A. Preserving 
confidentiality is a required attribute in the connected system to sustain privacy. 
This feature ensures that data is accessible only to authorized users, which include 
interconnected systems, processes, applications, or persons. With confidentiality, 
data access is restricted to unauthorized users. However, data manipulation is lim-
ited to integrity. Additionally, often the denial of service imposed by the hackers 
and the required data are not available to the concerned person. Thus, for the real-
time utilization of the smart system availability of the resources and data is very 
crucial [33–35]. Hence, careful control and monitoring of security are very much 
essential in CPS systems for secured smart life applications. 
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There are several kinds of security threats in CPS infrastructure, like cyberat-
tacks, physical attacks, and hybrid attacks. Cybersecurity comprises numerous 
aspects. These include Centering Information, which will protect data across all 
phases of storage, transmission, and processing. Oriented function integrates all 
the cyber-physical components in the CPS architecture. The oriented threat affects 
confidentiality, integrity, availability, and accountability. These issues make the 
CPS vulnerable to wireless exploitation, jamming, reconnaissance, disclosure of 
information, unauthorized access, interception, and Global Positioning System 
exploitation that exist under the umbrella of cyber threats. The domain of physical 
threats in CPS includes physical damage and attack on sensors, computing com-
ponents, communication devices, and feedback devices [36,37]. Technology to 
secure this CPS has been researched extensively. Emerging technologies such as 
cybersecurity and AI can assist in having an authentic and secured CPS-integrated 
smart life application. K. Sravanthi et al. examined the role of ML in the field of 
cybersecurity to prevent cyberattacks in CPS-based smart applications [32]. Thus, 
the transformation of a connected world with CPS for better and smart living can 
be achieved with secured real-time applications. 

1.6 CONCLUSION 

In summary, CPS integrated with advanced technologies aids in the develop-
ment of smart life applications to enhance the quality of life. Various smart 
life applications with CPS were presented. The smart applications discussed in 
this chapter comprise smart healthcare, smart transport, smart home, and smart 
agriculture. Additionally, the chapter presented security threats and measures 
to safeguard CPS-based smart life applications. Therefore, a complete over-
view of transforming the connected world for smart life applications with CPS 
is presented. The current state of the art lacks an end-to-end implementation 
of virtual model creation for smart real-life applications. A virtual replica of 
the real-world models can be developed through digital twin–integrated CPS 
for next-generation smart applications. Therefore, the transformation of the 
connected world with CPS for smart life could be efficiently developed at an 
optimized cost. 
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Chapter 2 

Lightweight Encryption 
Algorithms for Resource-
constrained Devices for 
Internet-of-Things Applications 

Sheena N., Shelbi Joseph, and Shailesh S. 

2.1 INTRODUCTION 

2.1.1 Overview of IoT 

The Internet-of-Things (IoT) is a cutting-edge technological paradigm that 
envisions a global network of interconnected technologies and objects. Kevin 
Ashton first used this rapidly growing technology in this era in 1999 [1]. The 
physical and digital worlds are connected; everything can be connected any-
time, anywhere, with any network service. IoT has many applications in vari-
ous fields, including environmental [2], industrial, commercial, infrastructural, 
smart city [3], and healthcare [4,5,6]. IoT features a three- or five-layer archi-
tecture [7], as depicted in Figure 2.1, in contrast to the ISO-OSI seven-layer 
network design. 

The perception layer controls the system’s intelligent gadgets, which can col-
lect, accept, and process data over the network. The network layer connects all 
the perception layer’s devices to servers and other network hardware and man-
ages all the devices’ data transfer needs. User interaction occurs at the application 
layer, where users receive services tailored to their particular application. In the 
five-layer architecture, the functions of transport and processing layers do the 
functions of network layer in the three-layer architecture. The processing layer 
processes the data throughout the network, and the transport layer controls data 
transmission. 

2.1.2 Requirements and Challenges of IoT 

According to the report of [8], connected devices in the IoT are growing exponen-
tially, as shown in Figure 2.2. IoT connects heterogeneous devices like RFID tags, 
sensors, actuators, smartphones, computers, and servers for data communication 
via communication protocols. 

Adopting open standards and deploying heterogeneous devices and appli-
cations create several challenges, such as security, interoperability, energy 
consumption, adaptability, and scalability, as illustrated in Figure 2.3. Some 
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Figure 2.1 Architecture of IoT. 

Figure 2.2 Number of connected devices in the Internet-of-Things (2015–2025) [8]. 
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Figure 2.3 Challenges of IoT. 

heterogeneous devices are referred to as resource-constrained because they have 
limited resources, such as low memory, low computing power, low battery power, 
small physical area, and fast real-time response. The abundant data flow between 
IoT devices may result in security lapses. Before sharing, data must be encrypted 
to handle the IoT’s security concerns. Conventional cryptography algorithms 
have trouble dealing with IoT devices due to their limited resource availability, as 
shown in Figure 2.4. Lightweight cryptographic protocols are used to address this 
challenge. This chapter discusses the lightweight cryptographic protocols com-
monly used for resource-constrained devices, mostly in IoT, FPGA, and wireless 
sensor networks. 

2.1.3 Major Contributions 

Depending on the number of resources used and security issues, in this chapter, 
we categorize the lightweight protocols as standard, ultralightweight, hybrid, and 
multilevel. We performed an extensive survey under each category and further 
classified the normal lightweight algorithms into key-based, installation-based, 
cipher-based, and structure-based. A detailed elaboration of protocols under each 
category gives a better understanding of the classification. As these protocols are 
vulnerable to various security attacks, we discussed the various types of security 
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Figure 2.4 Cryptographic challenges of IoT devices. 

attacks and how lightweight protocols provide security to these acute attacks. The 
main highlights of this chapter are as follows: 

1. A classification of the lightweight protocols according to resource utiliza-
tion and security. 

2. A comprehensive analysis of lightweight protocols under each category. 
3. A detailed explanation of various security attacks and how the lightweight 

protocols can defend against serious attacks. 
4. The issues and challenges of lightweight cryptography are discussed, along 

with their potential solutions. 
5. We proposed a novel, secure, and lightweight protocol to overcome the cur-

rent shortcomings of lightweight cryptography. 

The organization of this chapter is as follows. An extensive discussion of the 
various categories of lightweight cryptographic protocols is described in Section 
2.2. Section 2.3 goes over various security attacks against lightweight encryption 
systems. The issues and challenges of lightweight cryptography are mentioned in 
Section 2.4, followed by the conclusion and future directions in Section 2.5. 

2.2 LIGHTWEIGHT CRYPTOGRAPHIC PROTOCOLS 

There are four categories of lightweight algorithms for cryptographic methods on 
devices with limited resources: normal, ultra, hybrid, and multilevel algorithms. 
Ultralightweight algorithms were created to accommodate devices with substan-
tially fewer resources than standard low-weight algorithms. Compared to normal 
and ultralightweight algorithms, hybrid and multilevel algorithms provide greater 
security through the combination of normal and ultralightweight algorithms. Fig-
ure 2.5 shows the classification of lightweight cryptographic algorithms. 
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Figure 2.5 Classifcation of lightweight cryptographic algorithms. 

2.2.1 Normal Lightweight Encryption Protocols 

Normal lightweight encryption algorithms are classified based on their structure, 
the types of keys used, where they are installed, and the type of cipher. Table 2.1 
lists the key size, block size, number of rounds, and structure of various normal 
lightweight cryptographic algorithms. 

2.2.1.1 Key Based 

Lightweight cryptographic algorithms are categorized as symmetric and asym-
metric based on the key used in the cryptographic process, just as traditional cryp-
tographic algorithms [36]. Symmetric key encryption is where the sender and the 
receiver utilize the same secret key for encryption and decryption. Security risks 
result from using the same pair of keys in symmetric algorithms. But asymmetric 
encryption offers a very safe approach for data encryption and decryption by pro-
viding a different pair of keys, i.e., private and public keys. While the public key 
can be given to anyone upon request, the private key can only be stored securely 
by one party and cannot be leaked. The public key is used in asymmetric encryp-
tion to encrypt data, whereas the private key is needed to decrypt it [37]. 
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The majority of lightweight cryptographic algorithms such as TEA [9], 
HEIGHT [21], PRESENT [38,39], AES [18,19,20], RC5 [40,41], and LWE [22] 
are symmetric algorithms. TEA [9] and its variants such as MTEA [10], XTEA 
[11], XXTEA [12], and MXXTEA [13] all have the same key length of 128 bits, 
and only the number of rounds differs. LEA [14], AES [18], RECTANGLE [25], 
I-Present [26], Speck [31,32], Simon [31,32], and Shadow [35] have varying key 
sizes. Asymmetric lightweight encryption algorithms are less common because 
they require larger key sizes and more memory consumption. RSA [42,43] and 
ECC [44–47] are the most commonly used in this category. The key generation 
steps in RSA [43] are as follows: 

1. Generate any two large prime numbers, say p and q 
2. Compute the modulus as n = p×q 
3. Calculate Φ = (p−1)×(q−1) 
4. Select an integer e such that 1 ≤ e ≤Φ and gcd(Φ(n),e) = 1 
5. Compute d = e−1 mod Φ(n) 
6. Public key is [e,n] and private key is [d,n] 

RSA keys are very long, typically 1024 or 2048 bits. ECC achieves the same 
level of security compared to RSA using a smaller key size. In ECC [45], the 
private key is a cryptographically secure large random number. The public key is 
a point with x and y coordinates over a certain ECC curve. The degree of security 
will vary between curves. 

2.2.1.2 Installation Based 

Hardware or software only or hardware and software installations of lightweight 
cryptography are available. Hardware lightweight cryptography systems strive 
to deliver the desired functionality while using the least amount of hardware 
real estate possible. The complexity of the design, power, and energy consump-
tion, and throughput determine the efficiency of hardware implementation. The 
difficulty of the implementation is one of the most important variables influenc-
ing the design approach. It is defined by the logic gates necessary to construct 
encryption. The related measure is known as “gate equivalent” (GE). The pri-
mary objective of software implementations is to maintain memory and CPU 
requirements as minimal as feasible to reduce power consumption and device 
costs. MTEA [10] has only hardware implementation using 0.35 µm CMOS 
technology and VHDL description language. The compact hardware implemen-
tation of SEA [48] consumed 2562 GEs. I-Present [26] required 2467/2783 gate 
equivalent (GE) for the most compact hardware implementation. The hardware 
and software performance of the described LWC algorithms such as SFN [33], 
PRESENT [38,49,39], QTL [50,51], Rectangle [25], SIMON [31,32], SPECK 
[31,32], SCENARY [34], AES [18,19,20], I-Present [26], HIGHT [21], and LEA 
[14] was assessed on systems based on 0.09/0.13/0.18/0.35 µm technologies 



 

 

 

Encryption Algorithms for Resource-constrained Devices 25 

Table 2.1 Comparison of Lightweight Algorithms 

Algorithm Key Size Block Size Structure Number of Rounds 

TEA [9] 128 64 Feistel 1–255 
MTEA [10] 128 (for each 64 Feistel 1–255 

round) 
XTEA [11] 128 64 Feistel 64 
XXTEA [12] 128 64 Feistel 5

6 + 
n

M-XXTEA [13] 128 Multiple of 32 
(minimum 64) 

Feistel 5
6 + 

n
LEA [14] 128/192/256 128 Feistel 24/28/32 
Modifed-LEA [15] 128/192/256 128 Feistel 64 
SEA [16] 96 96 Feistel 93 
DESL [17] 54 64 Feistel 16 
AES [18,19,20] 128/192/256 128 SPN 10/12/14 
HEIGHT [21] 128 64 Feistel 32 
LWE [22] 64 64 Hybrid 
RC5 [23,24] 128 32/64/128 ARX 12 
RECTANGLE [25] 80/120 64 SPN 25 
I-Present [26] 80/128 64 SPN 30 
PRESENT-GRP [27] 128 64 Hybrid 31 
IDEA [28,29,30] 128 64 ARX 8.5 
SPECK [31,32] 64/72/96/ 32/48/64 ARX 22/23/26/27/ 

128/144/ /92/128 28/29/32/33/34 
192/256 

Simon [31,32] 64/72/96/ 32/48/64/ ARX 32/36/42/44/ 
128/144/ 92/128 52/54/68/69/72 
192/256 

SFN [33] 96 64 Hybrid 32 
SCENERY [34] 80 64 Feistel 28 
Shadow [35] 64/128 32/64 ARX 16/32 

(hardware implementation) and 8/16/32 bit microcontrollers (software imple-
mentation). Table 2.2 compares the hardware implementation of various light-
weight protocols at the state-of-the-art level. 

2.2.1.3 Cipher Based 

When plain text is converted to cipher text, it is categorized as a stream cipher, 
block cipher, or hash function depending on whether it converts the plain text bit 
by bit, in blocks, or with an indeterminate data length [52]. The input parts are 
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Table 2.2 Comparison of Hardware Implementation of Lightweight Block Cipher 

Speed Logic Process 
Algorithm Key Size Block Size Area/GE (kbps@100 kHz) (µm) 

SEA [48] 96 8 2569 3.29 0.18 
PRESENT [38,49,39] 64 80 1570 200 0.18 
QTL [50,51] 64 64 1026 200 0.18 
SFN [33] 96 64 1877 200 0.18 
RECTANGLE [25] 80 64 1467 246 0.13 
SIMON [32] 128 64 1751 145.45 0.13 
SPECK [32] 128 64 2014 237.04 0.13 
SIMON [32] 128 64 1751 145.45 0.13 
SCENERY [34] 80 64 1438 228.57 0.18 
I-Present [26] 80 64 2783 - 0.18 
HEIGHT [21] 128 64 3048 200 0.25 
LEA [14] 128 128 3826 - 0.18 
TEA [9] 128 64 2355 100 0.18 
XTEA [11] 128 64 2355 100 0.18 
Shadow [35] 128 64 1688 0.18 

continually processed bit by bit (or word by word) in a stream cipher, whereas 
both encryption and decryption occur on a fixed-size block (64 bits or more) at 
a time in a block cipher [52]. Claude Shannon introduced confusion and diffu-
sion as two fundamental characteristics of cryptography to make the cipher more 
effective. Diffusion diffuses the statistical structure of plain text over most cipher 
text using permutation. In contrast, the confusion uses substitution (S-box) to 
make the relationship between the cipher text and the key as complicated as pos-
sible. As opposed to the block cipher, which has a more straightforward design, 
and both confusion and diffusion properties than the stream one, the stream cipher 
merely makes use of the confusion attribute. 

TEA [9], MTEA [10], XTEA [11], XXTEA [12], HEIGHT [21], LWE [22], 
I-Present [26], PRESENT-GRP [27], RECTANGLE [25], IDEA [28,29,30], SFN 
[33], and SCENERY [34] are normal lightweight algorithms with block size 64 
bits, whereas LEA [14], Modified LEA [15], and AES [18,19,20] use 128 bits. 
M-XXTEA [13], SPECK [31,32], SIMON [31,32], and RC5 [23,24] all allow 
varying sizes of blocks, but M-XXTEA allows for a multiple of 32. PRESENT 
[38], SPECK-R [53], QTL [50,51], and DDR-based RC5 [54] are ultralightweight 
algorithms which have 64-bits block size. Hummingbird [55] has the smallest 
block size, which is 16 bits. 

2.2.1.4 Structure Based 

Lightweight protocols are divided into SPN (Substitution Permutation Network), 
FN (Feistel network), ARX (Add-Rotate-XOR), and hybrid categories based on 



 

 
     

     

 
 
 
 

  

 
 

 
 
 

 

  

 

  
 

Encryption Algorithms for Resource-constrained Devices 27 

the structure that the plain text takes on throughout the cipher text generation pro-
cess. SPN transforms plain text by processing it via a sequence of consecutive sub-
stitution and permutation boxes, which prepare the data for the following round. 
S-box performs a one-to-one substitution, which means that a block of input bits 
is substituted by another block of bits called the output. The lengths of input bits 
and output bits are the same. The permutation box takes all the S-box output from 
one round and performs permutation of every bit. The ability to spread the output 
bits of any S-box to as many S-box inputs as possible is a characteristic of a good 
P-box. AES [18,19,20], RECTANGLE [25], and I-Present [26] lightweight cryp-
tographic algorithms are under the SPN structure. 

For the Feistel structure, plain text is split into two equal-sized blocks. One 
half is given the round function using a subkey, and the other half is XORed with 
the output. After that, the two halves are swapped with one another [56]. TEA 
[9], MTEA [10], XTEA [11], XXTEA [12], M-XXTEA [13], LEA [14], Modified 
LEA [15], SEA [16], DESL [17], HEIGHT [21], and SCENERY [34] are light-
weight algorithms with Feistel structure. 

ARX is an abbreviation for Addition/Rotation/XOR, and it was created using 
only three simple operations: modular addition, bitwise rotation, and exclusive OR. 
They generate quick and compact implementations, but security features need to be 
better researched compared to FN and SPN. ARX concepts include RC5 [23,24], 
IDEA [28,29,30], SPECK [31,32], SIMON [31,32], and Shadow [35]. The hybrid 
structure integrates ARX, SPN, and Feistel cipher structures to enhance the per-
formance metrics such as throughput, energy, and GE. SFN [33] and LWE [22] 
have a unique structure that combines an SP network with a Feistel network. In 
contrast, PRESENT-GRP [27] provides security by combining the S-box of PRES-
ENT and GRP, which yields a smaller version of the PRESENT algorithm. A hybrid 
combination of ARX and dynamic key-substitution layer provides high security in 
SPECKR [53] by reducing the number of rounds from 25 to 7 in SPECK. 

2.2.2 Ultralightweight Encryption Protocols 

The ultralightweight algorithm is a more compact version of the lightweight 
algorithm that utilizes fewer resources than the lightweight method. Compared 
to lightweight algorithms, which require more than 2000 GE in hardware, ultra-
lightweight algorithms require less than 1600 GE. Table 2.3 compares the key 
size, block size, and the number of rounds required for each ultralightweight algo-
rithm. PRESENT [38,49,39], Hummingbird [55], QTL [50,51], Speck-R [53], 
and DDR-based RC5 [54] are some of the ultralightweight encryption algorithms. 

PRESENT [38] is an ultralightweight block cipher that offers high-level secu-
rity with 64-bit block size and 80-bit key for resource-constrained applications. 
Each of the 31 rounds passed through AddRoundKey, sBoxlayer, and pLayer. 

i i iAddRoundKey is the XOR operation of the round key (K = k k k for 1 ≤ i 63 62 0 
i ≤ 32) and the current state (b b  b ). sBoxlayer, the non-linear layer where 

63 62 0 
the current state (x) is represented as 16 four-bit words, and the output nibble (S[x]) 
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provides the updated state values. The linear p Layer performed the bit permuta-
tion of the state. 

Hummingbird [55] first encrypted the plain text with the modulo 216 addition 
of plain text and the content of the first internal state register. The output is again 
encrypted by the first block cipher Ek1 and repeated three times. Each of the four 
block ciphers used by Hummingbird is a conventional SP network with a 16-bit 
block size and a 64-bit key. Hummingbird uses these block ciphers in succession. 

QTL [50] have the same encryption and decryption processes, which reduce the 
space to be compatible with resource-constrained devices. Each round of encryp-
tion is defined as shown in Equation 2.1. 

X64.K0.K1.K2.K3 = Y64 (2.1) 

Here X is the input, K is the key, and Y is the output. Next, the F-function process 
consists of AddConstants → AddRoundKey → S-box layer → P permutation layer → 
S-box layer. Weak block cipher security in Feistel-type structures is improved by the 
quick diffusion of Substitution Permutation Networks (SPN) structures in QTL. 

The key dynamic substitution layer in Speck-R [53] alters in response to the 
addition of a dynamic key. This change allows for a decrease in the number of 
rounds from 26 (in Speck) to 7 (in Speck-R). This protocol becomes more resilient 
to several strong attacks by adding dynamicity. The three steps in the encryption 
algorithm of Speck-R are encrypting the Nonce, passing across the substitution 
layer, and XORing the plain text. The seven-round decryption process utilized the 
same substitution layer. DDR-based RC5 algorithm [54] concentrated on encryp-
tion and decryption processes using precomputed enlarged RoundKeys. To launch 
the encryption process, the user sends a pause control signal. The operations 
in encryption include the XOR operation, left rotation, and addition, whereas 
decryption consists of subtraction, right rotation, and the XOR operation. After 
activating the output valid (OV) control signal, the result is recorded. 

2.2.3 Hybrid Lightweight Encryption Protocols 

While sharing a secret key is challenging, symmetric encryption methods offer 
efficient and cost-effective ways to safeguard data without sacrificing security. 

Table 2.3 Comparison of Ultralightweight Algorithms 

Algorithm Key Size Block Size Structure Number of Rounds 

PRESENT [38,49,39] 80/128 64 SPN 31/25 
Hummingbird [55] 256 16 SPN 4 
Speck-R [53] 96 64 Hybrid 7 
QTL [50,51] 64/128 64 Feistel 16/20 
DDR-based RC5 [54] 128 64 20 
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Asymmetric solutions, on the other hand, alleviate the issue of encryption key dis-
tribution, although they are slower than symmetric encryption and use more system 
resources [57]. In light of this, one of the finest encryption options is the com-
plementary use of both symmetric and asymmetric encryption systems in hybrid 
encryption, with symmetric encryption encrypting data and asymmetric encryp-
tion encrypting the shared keys [58]. Combining asymmetric algorithms like RSA, 
ECC, NTRU, and MD5 with symmetric encryption methods like AES, DES, TEA, 
and Feistel networks results in highly efficient, lightweight hybrid algorithms. 

2.2.3.1 AES with Asymmetric Algorithms 

Due to the limited processing resources in IoT devices, computational complexity 
is a challenge. To address this problem, AES is paired with asymmetric algorithms 
like RSA [59,60,61], ECC [62], and NTRU [63], as well as the symmetric method 
Blowfish [64]. Harini et. al. [59] integrated AES, RSA, and MD5 algorithms to 
enhance the security and integrity of data. The plain text is encrypted using AES, 
and MD5 creates the hash value. RSA encrypts the hash value to create the digital 
signature, which is then padded with the cipher text. The existing AES architecture 
is improved by using hybrid AES-RSA algorithms in [60] and AES-RSA with a dig-
ital envelope process using OTP in [61]. This improves the non-linearity of the plain 
AES, thereby reducing the chance of an algebraic attack. The AES-ECC-MD5 com-
bination in [62] provides better security with very high speed. The HAN algorithm 
described in [63] is a hybrid method that combines AES with NTRU, which has 
high speed, less memory, and less fiscal complexity. AbdElminaam’s [64] hybrid 
AES-Blowfish algorithms combined symmetric and symmetric algorithms such as 
AES and Blowfish rather than combining symmetric and asymmetric algorithms. 

2.2.3.2 DES with Asymmetric Algorithms 

DES can be paired with asymmetric algorithms RSA and ECC as well as DSA dig-
ital signature to ensure the security of IoT devices. The data security of bluetooth 
technology is strengthened by employing the DES algorithm for data encryption 
and the RSA method to encrypt the key [65]. Hybrid encryption of DEC and 
ECC is proposed in Ref. [66] to ensure data security in intelligent transportation 
systems. Peng et al. [67] suggested a hybrid encryption method incorporating the 
DES algorithm and DSA digital signature to ensure the security of the equipment 
management system. 

2.2.3.3 TEA with Asymmetric Algorithms 

Ragab et al. [68] examined the symmetric ciphers TEA, XTEA, and XXTEA and 
demonstrated that XXTEA is better suited for IoT devices for data security since 
it consumes less memory and computes cycles. Furthermore, they studied RSA 
and ECC asymmetric ciphers and determined that ECC provides a higher level of 
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protection at a smaller key size. So they compared the hybrids of TEA, XTEA, 
and XXTEA with RSA and ECC algorithms and determined that the XXTEA 
with ECC hybrid combination outperforms the others. They suggested a hybrid 
cryptosystem that combines XXTEA, ECC, SHA256, and a chaotic generator to 
accomplish important cryptographic features such as secrecy, authenticity, integ-
rity, and non-repudiation. 

2.2.3.4 Feistel Network with Asymmetric Algorithms 

Bismark et al. [69] tackled the issue of data privacy and integrity breaches in IoT 
devices by proposing a hybrid cryptographic scheme that combines the Feistel 
cipher and the MD5 to provide greater security for IoT node data. To ensure the 
integrity of the cipher text, the MD5 cryptographic hash algorithm supplied the 
hashing mechanism for the cipher text to offer a checksum for each cipher text. 

2.2.4 Multilevel Encryption Protocols 

Multilevel encryption protocols construct a comprehensive, sophisticated encryp-
tion technique by combining the power of several simple encryption algorithms. 
Efficiency in computing and security are two issues that this method must deal 
with. Computing efficiency is necessary when sending enormous amounts of data. 
In contrast, security ensures that combining various encryption algorithms will 
produce a completely secure system. 

Aljawarneh et al. [70] proposed a multilevel protocol for medical multimedia big 
data that provides security by combining the strengths of a symmetric encryption 
protocol, a Feistel network, and genetic algorithms. Here, a 256-bit block is divided 
into two 128-bit blocks, in which the first 128-bit plain text stream is encrypted 
with the AES algorithm to generate 128-bit ciphered text, and the second 128-bit 
key stream is computed with the Feistel network. Integrate the two 128-bit ciphers 
with the help of a genetic algorithm. In addition, before sending the 256-bit cipher 
text over the network to the recipient, Ahmad Habboush [71] used the HMAC hash 
function to encrypt it to increase security and address the confidentiality issue. 

2.3 SECURITY ATTACKS IN LIGHTWEIGHT 
ENCRYPTION PROTOCOLS 

Data at the application layer, the top layer of the IoT architecture, is vulnerable to 
various security attacks. The following are some application layer security attacks. 

2.3.1 Related Key Attack 

A related key attack [72,73] allows the attacker to request plain text encrypted 
with two or more related keys. The attacker’s primary goal is to locate instances 
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of keys for which the encryption procedures use the same or nearly the same per-
mutation. To overcome this threat, PRESENT [38] employed a round-dependent 
counter to set the subkeys and a non-linear operation to mix the contents of the 
key register K. TEA is vulnerable to related key attacks. At the same time, XTEA 
modified the cipher with a better key schedule and a different round function by 
reordering the processes [74]. In key expansion with S-box, 64-bit round key data 
can be entirely confused after two rounds, whereas in the Feistel network, it’s four 
rounds. These two cases give the maximum related key differential character in 
SFN [33]. RECTANGLE [25] needs two consecutive rounds for an 80-bit seed 
key and four for a 128-bit key. To give the proper diffusion, generalized Feistel 
transformations were developed. HIGHT [21] resists related key attacks with its 
key schedule and round function. The key schedule produces two sets of keys: 
8 whitening key bytes for the initial and final transformations and 128 subkeys 
which form 4 subkeys for each round. 

2.3.2 Algebraic Attack 

In an algebraic attack, the attacker generally solves several multivariate equations 
to retrieve the key. Solving a multivariate equation to obtain a key becomes an 
NPHard problem as the number of equations and variables grows. Twenty-one 
equations and 8 input/output variables in PRESENT [38], QTL [51], and SFN 
[33] generate a total of n × 21 equations and n × 8 variables, where n is the number 
of S-boxes. The number of S-boxes is vast, thus achieving resistance to attack. 

2.3.3 Linear and Differential Analysis 

The complexity of linear and differential analysis depends on the number of active 
S-boxes from which we derive differential characteristics and linear approxima-
tion probabilities. Any three-round differential characteristic and linear approxi-
mation of QTL [51] has at least 21 S-boxes to achieve this attack. Count the 
number of active F-functions involved in the linear and differential active S-boxes 
in SFN [33]. Out of 32, 16 successive rounds of SFN can have a maximum of 29 
F-functions and a minimum of 15 F-functions, confirming the attack’s resilience. 
In PRESENT [38], any five-round differential characteristic has a minimum of 
ten active S-boxes to resist the attack. I-PRESENT [26] achieved the differential 
characteristic at round 20 out of 30 rounds to confirm the resistance of the attack. 

2.3.4 Meet-in-the-middle Attack 

Meet-in-the-middle attacks aim to enhance memory complexity while decreasing 
time complexity. There are 232 alternative methods to operate due to the differ-
ences in 32-bit control keys in SFN [33]. As a result, encrypted and decrypted data 
cannot be matched in meet-in-the-middle attacks, and attackers cannot estimate 
incomplete key information. 
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2.3.5 Integral Attack 

The structure of the encryption technique, rather than the algorithm compo-
nent, is the primary target of an integral attack. The integral attack is par-
ticularly suited to block ciphers based on SPN, later extended to a few more 
ciphers with the Feistel network. The 28-round SCENERY provides enough 
protection against integral cryptanalysis [34]. However, the entire round of 
SFN [33] is sufficiently safe against an integral attack when the control key is 
not set to 32-bit 0 or 1. 

2.3.6 Side Channel Attack 

Side-channel attacks aim to discover more about a system’s implementation than 
what flaws exist. It mistakenly takes advantage of information that a system has 
spilled [75]. 

Table 2.4 depicts the security analysis of various lightweight cryptographic 
algorithms. 

2.4 ISSUES AND CHALLENGES 

Key length, number of rounds, and architecture are the three vital factors to 
consider while designing a lightweight cryptography system to increase per-
formance and security and reduce cost. Figure 2.6 shows these factors’ trade-
offs. The number of rounds it takes to execute a cipher is the primary metric 
to assess the system’s performance. More rounds would impact system latency 
since higher computing overhead equals more rounds. This indicates that the 
delay decreases as the number of rounds falls, but the cipher with more rounds 
is safer. 

However, a processing platform’s structural support dynamically impacts the 
system’s speed. Performance increases with the number of simultaneous calcula-
tions and processes. Compared to serial architecture, parallel processing improves 
performance and decreases latency, but the hardware cost rises proportionally. 
Although serial architecture is the least expensive option, it substantially reduces 
performance when loops are included. As a result, the parallel architecture and 
fewer cryptographic rounds improve the performance and response time of the 
system. The security of lightweight cryptographic network communication is 
directly correlated with key length. Although larger keys demand more memory 
and CPU time, they increase network security. This renders the cipher inappropri-
ate for devices with limited resources. A longer key length suggests that an attack 
will take longer to complete. A shorter key indicates less register and memory 
demand. The perfect algorithm will strike the right balance between cost, perfor-
mance, and security. It is simple to maximize either two of them, but it isn’t easy 
to accomplish all three at once. For instance, increasing the number of rounds or 



 

 Table 2.4 Security Attacks of Lightweight Algorithms 

Linear Differential Relative Key Algebraic Meet-in-the- Integral Side Channel 
Algorithm Cryptanalysis Cryptanalysis Attack Attack middle Attack Attack Attack 

TEA [74] – – √ – – – – 
XTEA [74] – √ √ – – – – 
XXTEA [13] – √ – – – – – 
M-XXTEA [13] √ √ – – – – – 
LEA [14] – – – – – – √ 
AES [18,19,20] – √ √ – √ – √ 
SPECK [31,32] – √ √ – – – – 
SIMON [31,32] – √ √ √ – – – 
HIGHT [21] √ √ √ – – - √ 
PRESENT [38,49,39] √ √ √ √ √ √ 
I-PRESENT [26] √ √ – – – – – 
PRESENT-GRP [27] √ √ √ √ – – – 
RECTANGLE [25] √ √ √ – – √ – 
QTL [51] √ √ √ √ – – – 
SFN [33] √ √ √ √ √ √ – 
SCENERY [34] √ √ √ √ √ 
Shadow [35] – √ – – √ – – 
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Figure 2.6 Design goals of lightweight cryptography. 

the key size causes the algorithm’s performance to decline and increases secu-
rity. This might be accomplished by designing systems with fewer memory and 
compute requirements, resulting in fewer physical area requirements and lower 
energy consumption without sacrificing robust security. This leads to the follow-
ing research questions. 

1. How can we improve the security of the system without sacrificing 
performance? 

2. Which method can be adopted to reduce the number of rounds? 
3. How can we provide better security by using a key with a smaller size? 
4. Is it possible to design an architecture for the cipher with better performance 

and security? 

Considering these research questions, we propose a novel lightweight encryp-
tion algorithm at the application layer of the IoT for text data transmission using 
chaotic theory and machine learning. The chaotic algorithm requires fewer rounds 
compared to the existing lightweight algorithms. 
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2.5 CONCLUSION AND FUTURE WORK 

IoT security is a significant concern as many IoT devices in many sectors 
grow exponentially. Because IoT devices have limited resources, conventional 
encryption approaches are ineffective. As a result, several lightweight crypto-
graphic protocols emerge with a trade-off between cost, performance, and secu-
rity. In this chapter, we examined lightweight protocols based on normal, ultra, 
hybrid, and multi-layer protocols. Normal lightweight protocols are examined 
based on the structure, installation, cipher type, and type of key used. Further-
more, we presented the various types of security threats in lightweight algo-
rithms and how they might be accomplished. The growing attack patterns on 
IoT networks necessitate research into lightweight ciphers. Key size reduction, 
the use of a dynamic key, and a reduction in the number of rounds with the high 
performance of the secure algorithm are potential areas of future research that 
could be beneficial. We propose a novel, secure, lightweight application layer 
protocol for text data transmission in the IoT. This method employs a chaotic 
map encryption strategy, which reduces the number of rounds for encryption 
compared to state-of-the-art methods. The proposed method compresses the 
cipher text before transmission, which decreases the amount of data that needs 
to be communicated. 
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Chapter 3 

Security Issues in Cyber-
physical System 

Charanjeet Singh 

3.1 CYBER-PHYSICAL SYSTEM: INTRODUCTION 

3.1.1 CPS Background 

Cyber-physical system (CPS) is the next-generation computational system that 
amalgamates numerous technologies and subsystems such as computation, con-
trol, sensing, and networking and finds its application in real-time environments 
spanning across healthcare, transport, environment, medicine to manufacturing 
and agriculture [1]. This term was coined in 2006 by Helen Gill at the National 
Science Foundation in the United States. CPS integrates both hardware and soft-
ware components such as machines, sensory devices, IoT-enabled equipment with 
embedded computational intelligence, and various other communication mecha-
nisms through a networking technology to perform automated tasks that are dis-
tributed among multiple agents. CPS combines various interconnected systems 
and can monitor and manipulate real IoT-based objects and processes. In addition, 
these systems have the capability to sense the surrounding environment, thereby 
providing them with the ability to adjust and control the physical world [2]. 

Thus, a CPS concept is a hybrid system that integrates computer science and 
engineering communities in several areas, namely embedded computing and 
mechatronics [3], and encompasses three major C’s as its functions: computation, 
communication, and control. The past two decades have witnessed substantial 
growth in the development and adoption of CPS in diverse areas such as house-
hold appliance, transportation, medical, healthcare, agriculture, military, and many 
more [4,5,6]. Moreover, advancements in the fields of networking, computing, 
sensing, and control systems have empowered an extensive range of new devices. 
In recent times, because of the wider impact of CPS on the economy, society, and 
environment, it has drawn the attention of government, industry, and academia [7]. 

3.1.2 Problem Statement 

Although CPS has numerous benefits and widespread acceptance in distinct 
domains, it has to deal with numerous security issues, threats, vulnerabilities, and 
attacks due to its heterogeneity, dependence on data from multiple sources, and 
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large-scale deployment. In such a case it is indispensable that these issues and 
problems must be properly identified and dealt with. 

3.1.3 Motivation 

The major objective behind this work is to review and understand distinct cyber-
security issues, threats, vulnerabilities, and attacks and discuss the various secu-
rity solutions for the same. 

Amalgamation of Internet-of-Things (IoT) with CPS has raised security con-
cerns not only against cyber threats but also for physical devices and infrastruc-
ture that form part of IoT. The prime purpose of this chapter is to review various 
cybersecurity issues, threats, vulnerabilities, and attacks and discuss the distinct 
cybersecurity solutions. 

3.1.4 Contribution 

This work highlights the importance of security in CPS, discusses various 
CPS security issues, categorizes CPS security threats into cyber threats, physi-
cal threats, and cyber-physical threats. It further presents the classification of 
CPS vulnerabilities as cyber, physical, and cyber-physical threats. The various 
CPS attacks have been presented under two categories, namely, physical and 
cyberattacks. It finally details numerous cryptographic and non-cryptographic 
CPS security solutions. It also outlines CPS security solutions for distinct CPS 
layers. 

3.1.5 Chapter Organization 

The chapter has been organized into eight sections, namely, Cyber-physical Sys-
tem: Introduction, Security in Cyber-physical System (CPS), Security Issues in 
CPS, Security Threats in CPS, CPS Vulnerabilities, CPS Attacks, CPS Security 
Solutions, and finally the chapter ends with a Conclusion. 

3.2 SECURITY IN CYBER-PHYSICAL SYSTEM 

The swift growth of CPS applications has given rise to numerous problems 
with security and confidentiality that are attributed not only to the heteroge-
neous nature of CPS, its dependence on sensitive data, but also to its large-
scale deployment. 

The CPS architecture has two layers, namely cyber and physical [8]. Wang et 
al. attributed that with the increase in the interaction between physical and cyber 
systems, the physical systems are more prone to the security vulnerabilities of 
cyber system [9]. 
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The security issues in CPS can be related to cyber, physical, or both cyber and 
physical (hybrid) space [10]. The security requirement of CPS encompasses the 
following aspects [11,12]: 

1. Data confidentiality: It ensures that data is secure from unauthorized access 
both during transit from one system to another as well as in database (data at 
rest). An authorized person should not be able to eavesdrop communication 
flow both between sensors and controller as well as between controller and 
actuator [13]. 

2. Integrity: It guarantees accuracy/correctness of the data. An unauthorized 
or adversary may modify or delete the sensitive data that may supply false 
information to an authorized user. In CPS, integrity can be enforced by 
preventing, detecting, or blocking deception attacks on the data sent and 
received by the controller, actuator, and sensors [14]. 

3. Availability: It ensures that the services of CPS components are accessible 
to authorized users at all times. CPS must ensure that there is no corruption 
in communication, control, and computing systems due to failure in hard-
ware, system upgradation, power failure, or DoS attack [15]. 

4. Authentication: It ensures that the two parties involved in communication 
process have validated each other’s identity by verifying the credentials 
supplied to each other. 

5. Non-repudiation: It ensures that none of the parties involved in the com-
munication or data access deny the receipt of transaction. 

Humayed et al. [10] categorize attacks in CPS on the basis of three aspects: cyber-
attacks, physical attacks, and cyber-physical attack. The physical components, 
such as sensors that interface with the physical world, are included in the physical 
aspect, whereas computations, communication processes, and monitoring activi-
ties are included in cyber and cyber-physical aspects. 

3.3 SECURITY ISSUES IN CPS 

The heterogeneous nature of CPS poses a big security challenge as it is composed 
of a diverse range of physical devices, hardware components, protocols, and 
architectures [16]. In addition, monitoring and controlling processes also involve 
different forms of software products. This diversity and complication in their inte-
gration expose CPS to several security attacks. 

Besides security concerns, CPS privacy is another serious issue [17]. Cyber-
physical systems are often distributed systems that span across diverse geographic 
locations. It typically employs sophisticated machine learning algorithms for data 
analysis and decision-making. These algorithms analyze the collected data that help 
in the decision-making process. In such a system, the data breach may happen at dif-
ferent stages that range from data collection, transmission, operation to data storage. 
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The cyber-physical system usually has huge computational and storage needs. In 
order to fulfill these needs at a lower cost, cloud computing offers a promising solu-
tion that ensures access to unlimited resources in a virtualized and scalable manner, 
thereby creating a cloud cyber-physical system (CCPS). Moreover, cloud computing 
not only provides on-demand access to different networks but also makes various com-
putational resources available to users with minimal managerial effort or with little or 
no interaction from the service providers [18]. In CCPS, security issues like real-time 
monitoring, rootkits, data management issues, and cyberattacks may creep up that pose 
new challenges in addition to security issues of traditional cyber-physical systems [19]. 

3.4 CPS SECURITY THREATS 

It is imperative to understand from what we need to protect a CPS, in addition 
to having knowledge of various threats, weaknesses, and the attack mechanisms. 
Charles P. Pfleeger [20] defines threat as “a set of circumstances that has the 
potential to cause loss or harm.” A threat is identified by five major factors: 

1. Source: It refers to the originator of an attack. Threat sources are further cat-
egorized into three types: adversarial threats, which pose malicious inten-
tions from individuals, groups organizations, or states/nations; accidental 
threats are the ones that have been caused accidentally or through legitimate 
CPS components; environmental threats, which include natural or human-
caused disasters such as cyclones, floods, earthquakes, fire or explosion, 
and failures of supporting infrastructure such as power outage or telecom-
munications failure [21]. 

2. Target: It includes CPS applications and their specific components or users 
that are being affected by the attack. 

3. Motive: It refers to the reasons behind the attack that may be criminal, spy-
ing, terroristic, political, or cyberwar [22,23]. 

4. Attack vector: It refers to the mechanism used for attack, namely, intercep-
tion, interruption, modification, or fabrication. 

5. Consequence: It includes the aspect of CPS security affected by the attack, 
namely, confidentiality, integrity, availability, privacy, or safety. 

Security threats in CPS are categorized as cyber threats, physical threats, and cyber-
physical threats. Cyber threats are usually scalable in nature as they are automated 
and replicated and are distributed freely via unreliable domains. Cyber-physical 
threats originate in cyberspace but affect the physical space of the system. 

3.4.1 Cyber Threats in CPS 

In order to delineate various cyber threats of CPS, several different perspectives 
need to be considered. One of the first perspectives is protecting data in transit, 
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during processing as well as in storage (these are termed as entering function). 
The second is integrating cyber-physical components into CPS. The third includes 
the oriented threat that affects CIA aspects of security. 

The various threats that the CPS system is prone to are the following: 

1. Unauthorized access: It is a kind of privacy breach where an unauthorized 
person tries to gain entry through either a logical or a physical network 
breach [24]. 

2. Disclosure of information: It is a privacy and confidentiality breach [25] 
where an unauthorized person discloses personal information through the 
interception of communication traffic with the help of wireless hacking tools. 

3. Remote access: When an unauthorized person tries to gain access to a CPS 
resource through a remote location with the intent of causing financial loss, 
disturbance, or blackout. 

4. Interception: It is another king of privacy and confidentiality breach where 
an attacker tries to intercept private conversations through the manipulation 
of existing or new weaknesses in the CPS system [26]. 

5. Information gathering: It is a kind of privacy breach where users’ informa-
tion collected from various devices is illegally sold for marketing and com-
mercial purposes. 

6. Jamming: It is a kind of attack where an authorized user is denied of a 
specific service or access to a device by changing the device’s state and 
expected operations either by wireless jamming or by launching a wave of 
de-authentication [27]. 

7. GPS exploitation: It is at kind of attack where location privacy of a user is 
violated by tracking a device or GPS navigation system of a user. Hackers 
can track a device or even a car by exploiting (GPS) navigation systems, 
resulting in a location privacy violation [28]. 

8. Wireless exploitation: This attack aims at either disrupting the system oper-
ation or gaining access to a remote system by exploiting wireless capabili-
ties of CPS [29]. 

3.4.2 Physical Threats in CPS 

The classification of physical threats is done on the basis of three prime factors: 
physical damage, loss, and ability of self-repair. The various physical threats to 
CPS are as follows: 

1. Spoofing: In this, a malicious unknown source masquerades the identity of 
trusted entity. In spoofing attack, attackers spoof sensors by sending mis-
leading and/or false measurements to the control center. 

2. Sabotage: In this, an attacker disrupts the communication process or inter-
cepts traffic between two parties and redirects it to unauthorized third party. 
For instance, an unauthorized person sabotages physically exposed CPS 
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components across the power grid, causing either a service disruption or 
denial of service. This can lead to total or partial blackout. 

3. Service disruption or denial: An unauthorized person can tamper any device 
that can disrupt a service or changes its configuration. In CPS, it usually has 
serious effects, especially in the case of medical applications. 

4. Tracking: An unauthorized person can track a legal CPS device. He can gain 
illegal access to a CPS device or can also attach another malicious device to 
the system. 

3.5 CPS VULNERABILITIES 

A vulnerability is defined as a gap or a weakness in the security of a system 
that can be exploited for unauthorized access either for reconnaissance or active 
attacks. This can be extended to stealing a sensitive data or installing a malware 
in the system and even running a malicious code. In CPS, a vulnerability can be 
present in cyber, cyber-physical, or in physical state. 

CPS vulnerabilities can be categorized into three main types: network-based, 
platform-based, and management-related. Network vulnerabilities relate to hard-
ware, its configuration, and problems related to its monitoring. It also includes 
compromised open wired and wireless communication and connections and 
encompasses a wide range of attacks, such as eavesdropping, man-in-the-middle 
attack, replay spoofing, sniffing backdoor [30], DoS, DdoS, packet manipula-
tion attacks [31], and communication-stack (network/transport/application layer) 
[32]. Platform-based vulnerabilities are associated with database [33], hardware, 
software, and configuration. It also includes deficiencies of protection measures. 
Management vulnerabilities relate to the lack of security policies, procedures, 
and guidelines. The CPS vulnerabilities are attributed to several different causes: 

1. Isolated assumption of the engineers that the systems are isolated from the 
outside world and the monitoring, control operations are performed locally. 

2. Increased connectivity of CPS with the addition of several open network 
and wireless technologies such as Bluetooth, cellular, satellite radio com-
munications, etc. 

3. Heterogeneity due to the usage of third party and proprietary components [34]. 
4. Usage of USB affected with malware may spread malware across numerous 

devices through exploitation and replication upon plugging. 
5. Bad or weak coding skills may cause a code to execute infinite loops or may 

provide gaps to attackers. 
6. A spyware or malware may expose a CPS system to spying or surveillance 

attack. Such a malicious code may get into system unnoticed for several 
years and can steal or eavesdrop sensitive data of different users. 

7. Homogeneity is another vulnerability issue that CPS of similar types suffer 
from. A prime example is the Stuxnet worm attack on Iranian nuclear power 
plants [35]. 
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Another classification of CPS vulnerabilities is done as cyber, physical, and cyber-
physical threat. The details of each have been discussed in subsequent subsections. 

3.5.1 Cyber Vulnerabilities 

Cyber vulnerabilities have been grouped as follows: 

1. Protocol vulnerabilities: The open standard protocols of CPS such as Trans-
mission Control Protocol/Internet Protocol (TCP/IP) and Inter-Control 
Center Communications Protocol (ICCP) suffer from certain issues. ICCP 
has critical buffer overflow vulnerability [36]. 

2. Wired/wireless/open system vulnerabilities: Ethernet is prone to a variety of 
attacks as wiretapping interception, sniffing, eavesdropping and wardriv-
ing attacks [37,38], and meet-in-the-middle attacks. A malicious insider can 
manipulate, damage, delete, capture, or analyze short-range wireless com-
munications [39]. Even long-range wireless communications are prone to 
eavesdropping, replay attacks, and unauthorized access attacks. Owing to 
the lack of encryption, wireless communications are also subjected to vari-
ety of wireless attacks such as jamming, modification, and replay attacks. 

3.5.2 Physical Vulnerabilities 

Physical vulnerabilities arise due to the insufficient physical security provided 
to the components of CPS. The absence of such a measure may result in tam-
pering and produce misleading data in cyber-physical components. MacDonald 
et al. [40] have discussed the physical attacks with their cyber impact. CPS field 
devices such as smart grids, power grids, supply chains, etc. are usually suscepti-
ble to these vulnerabilities as a large number of physical components do not have 
sufficient physical security, thereby making them prone to physical destruction. 
Thus, detecting and preventing such issues is the only solution [41]. In medical 
CPS, the devices are prone to physical access. Consequently, the probability of 
installing malware into them and modifying their configurations is a common 
issue [10]. In such cases, even targeted attacks are easily launched as unauthor-
ized person can easily access the device’s serial number [42]. 

For a CPS to deliver services effectively and efficiently, it is indispensable that 
identification and analysis of CPS weaknesses must be done. This vulnerability 
assessment helps in the identification of corrective and preventive actions with the 
objective to mitigate, reduce, and remove these weaknesses [43]. 

3.6 CPS ATTACKS 

Cyber-physical system attacks can be cyber base or physical ones. This section 
discusses varied forms of attacks under these two categories. 
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3.6.1 Physical Attacks 

Al-Mhiqani et al. [44] outlined distinct range of these attacks: 

1. Fake identity: In this, an unauthorized person/attacker masquerades as 
a legitimate user. These attacks are common in cloud environments and 
include credential stuffing, phishing, and password spraying. The solution 
to contain these issues is their rapid detection and stopping an attack from 
progressing further. 

2. Stalking: This includes disgruntled employees who try to acquire creden-
tials of other authorized employees by being on their shoulder with an intent 
to either harm the organization or to sell the information to competitors for 
financial gains. 

3. Wiretapping: An intruder may cut the wires of CPS headquarters or wiretap 
into them to capture the communicated data. 

4. Malicious software: An attacker employs malicious third-party software 
with an aim to replace legitimate files with a malware that compromises 
the system or provides remote access capabilities to an attacker. A classic 
example of this type of attack is case of the Georgia Nuclear Power Plant 
Shutdown in 2008 [45]. 

5. Infected devices: An attack that employs the usage of infected CDs, USBs, 
and other devices or drivers that install a malicious software into the devices 
of CPS. Example, the Stuxnet worm [46]. 

6. Interception of surveillance devices: An attacker may distort the camera 
signals, cut off communication lines, delete CCTV footage by intercepting 
CCTV cameras of certain entry points or key areas of the CPS. 

7. Physical breach: An attacker may damage or shut down network-connected 
manufacturing systems and CPS devices, thereby causing loss of availability 
and productivity. Examples of physical breach include Springfield Pumping 
Station in 2011 [47] and US Georgia Water Treatment Plant in 2013 [48]. 

8. Privilege abuse: A disgruntled insider may help an unauthorized person to 
launch an attack by disclosing information about CPS system as these insid-
ers have access to server rooms or installation areas in CPS domains. Such 
an abuse can be in the form of physical tampering where CPS devices can 
be mishandled or in the form of unauthorized activity such as increasing or 
decreasing power voltage in grids. 

3.6.2 Cyberattacks 

CPS is prone to varied forms of cyberattacks. This section summarizes these attacks: 

1. DoS and DdoS: In this attack, the authorized user is denied access to the 
system. The legal flow of data between the two communicating comput-
ers/devices is blocked in such a manner that the authorized user does not 
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get the required service. As a result, the requested service is denied to the 
legitimate user [49]. In DdoS attack, the illegitimate requests for a specific 
resource are launched from multiple (distributed) locations at the same time 
in order to overwhelm the server. This is can be done by means of worms 
that multiply on several computers and attack the target. DoS attacks can be 
in the form of blackhole [50] or teardrop [51]. DdoS can be in the form of 
ping-of-death [52]. 

TCP handshake process can be exploited where requests are sent to the 
server constantly without sending response. In this way, the server keeps 
on waiting for reply and keeps on allocating space, causing buffer overflow 
[53]. This may cause a CPS to crash. 

2. Eavesdropping: An attacker can steal sensitive information such as pass-
words by intercepting the CPS network traffic. This may be in the form of 
active attack or passive attack. 

3. Password cracking: An attacker can employ brute-force [54], password 
guessing [55], rainbow table [56], and dictionary [57] attack to capture the 
authorized CPS user’s password. the attacker may gain access to the data-
base or to the network traffic. 

4. Replay: The real-time operations of CPS and their availability is adversely 
affected when an attacker impersonates and intercepts incoming and outgo-
ing packets between ICSs, RTUs, and PLCs. 

5. Cross-site scripting: A malicious script is run in the targeted victim’s 
browser using a third-party web resource. A malicious coding script is 
injected into a website’s database. 

6. SQL injections: This attack aims at capturing (read and/or modify) sensitive 
data from CPS database-driven websites. In SQL-based data management 
system, it may be fatal as this attack can also be used to execute administra-
tive operations such as database shutdown [58]. 

7. Malware: This malicious software can compromise CPS devices and steal 
or damage sensitive information/data and even CPS devices. Several differ-
ent types of malwares that effect CPS are the follows: 
a. Spyware: A malicious software is installed secretly on a CPS device 

without the user’s knowledge or the authorizer’s knowledge. This code 
then spies the system. 

b. Trojan horse: It is a malicious code that hides dangerous code and usually 
appears like a legitimate program that the user is willing to run [59]. Once 
downloaded, it infects the CPS devices and provides a remote access to 
attacker for stealing data credentials and monitoring users’ activities. 

c. Virus: This malicious code replicates itself and spreads to other devices 
via human or non-human intervention. A virus attaches itself to various 
executable codes and programs and harms distinct CPS devices. 

d. Worms: It is an autonomous system program that exploits OS vulner-
abilities and harms host network and regenerates itself by copying from 
one computer to another in the network [60]. 
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e. Botnets: Botnets are the electronic soldiers [61] that are installed secretly 
on the target system and allows illegitimate users to remotely control the 
system. It can be used to perform a variety of tasks, such as distributing 
malwares, spam, and steal messages. Botnet exploits CPS devices’ vul-
nerabilities to conduct DdoS attacks. 

f. Logic bomb: It is a type of attack where a malicious code is executed 
when a specific condition is met in a program. Such a condition may be 
a specific date, time, or count of a specific transaction [62]. 

g. Ransomware: It is a malicious software that exploits CPS vulnerabilities 
in order to get hold of important CPS data or encrypts it and later on 
demands ransom from genuine users to either decrypt it or to provide its 
access. Some of the instances of such attacks are targeting oil refineries 
and power grids [63]. 

h. Rootkit: In this, an illegitimate user can remotely access files or steal 
information from a CPS and can also change system configuration. An 
example of this attack is Blackhole exploit kit (2012) [64]. 

i. Polymorphic malware: This kind of malware frequently keeps on chang-
ing its form, such as filename and keys for encryption in order to evade 
the detection process. 

3.7 CPS SECURITY SOLUTIONS 

CPS is vulnerable to various types of networks, and cyber and cryptographic 
attacks. Therefore, it is indispensable to employ robust cybersecurity techniques, 
tools, processes, and protocols to provide sufficient protection to CPS. Moreover, 
adequate user training is also essential to protect and prevent attacks on networks, 
resources, and channels against illegitimate access, modification, and destruction 
of both data and CPS resources. 

Although the deployment of various security options help in protecting CPS 
resources but it has a toll on CPS in terms of additional costs, higher power con-
sumption, reduced performance, and transmission delay. 

CPS security can be augmented by employing varied cryptographic and non-
cryptographic solutions. 

3.7.1 Cryptographic CPS Security Solutions 

The constraints of power and size restricts the usage of hash function and cipher-
based traditional cryptography techniques in CPS. However, these approaches 
help in securing communication channels from passive and active attacks against 
unauthorized access and interception [66]. Zhang et al. [67] used a compression 
technique before encrypting the traffic to ensure confidentiality of data in transit, 
thereby securing CPS communication lines. For real-time requirement in CPS 
such as the vehicular ad hoc networks (VANETs), Zhou et al. [68] presented a 
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novel lightweight encryption scheme. For CPS communications, Vegh et al. [69] 
suggested a hierarchical cryptosystem method using the ElGamal algorithm. A 
blockchain-based algorithm called Secure Pub-Sub (SPS) was proposed by Zhao 
et al. [70]. 

The security of CPS can be augmented by strengthening the authentication pro-
cess using cryptographic methods. A public key-exchange-based authentication 
scheme by Halperin et al. [71] that uses external radio frequency instead of bat-
teries as an energy source prevents an unauthorized person from gaining access. 
Usage of addition authentication channels (out of band authentication) in certain 
wearable devices increases the security to manifold [72]. 

The techniques like differential privacy and homomorphic encryption are used 
to preserve the privacy of users’ data in CPS. 

3.7.2 Non-cryptographic CPS Security Solutions 

The non-cryptographic security solution for CPS includes the usage of firewalls, 
honeypots, and intrusion detection systems (IDS) that helps in evading cyberat-
tack and malicious events. IDS that can detect unusual and malicious activity in 
the network can be sited at the border router of any IoT network, hosts, or in every 
physical object. The three main methods of IDS placement in a network as cited 
by Zarpelao et al. [73] include distributed, centralized, and hybrid. They further 
classified the intrusion detection methods in four main categories as signature-
based, anomaly-based, behavior-based, and hybrid-based. 

Due to rapid advancements in IDS and AI-based systems, firewalls have limited 
applications in CPS. However, Jiang et al. [74] proposed a method of enhanc-
ing cybersecurity by using paired firewalls between enterprise and manufacturing 
zones. Usage of Iptables for SCADA systems was suggested by Nivethan et al. 
[75] that inspects and filters SCADA protocol messages. 

Honeypots are deceptive systems that work by providing something that seems 
to be desirable to the attacker [76]. In CPS, the deployment of honeypot to enhance 
protection against cyberattacks is a common practice. Irvene et al. [77] employed 
software hybrid interaction honeypot for robotic systems that was named Hon-
eyBot. A honeypot system by Fraunholz et al. [78] based on Secure Shell (SSH) 
and telnet helps in capturing the data. The analysis of data captured during attack 
session further helps in classifying the attacker types. 

3.7.3 CPS Security Solutions for Distinct CPS Layers 

Zhang and Li [65] also suggested several approaches to enhance CPS security by 
using specific security measure at each CPS layer. 

1. Session layer security: It is vital to contemplate security of sensor networks 
at this layer. This layer requires lightweight password algorithms and proto-
cols due to its weak storage capacity. Node authentication and data integrity 
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are two important functions that must be performed at this layer in order to 
prevent node tampering and stealing. 

2. Network layer security: Due to the involvement of heterogeneous networks 
at this layer, it is imperative to provide network layer identity authentica-
tion, network resource access control, confidentiality and integrity of data, 
routing security, and remote access security. Network layer security tasks 
include data transmission confidentiality and integrity, remote access secu-
rity, and routing system security. Network layer must ensure point-to-point 
security, i.e., between various node along the path and end-to-end security, 
i.e., between source and destination. The point-to-point security is offered 
using mutual authentication between nodes, hop-by-hop encryption, and 
cross-network authentication, etc. The end-to-end security is provided 
using cryptographic algorithms, hierarchical architecture, and employing 
detection and defense services for DoS and DdoS attacks. 

3. Collaborative solution security: Since this layer deals with data collection, 
analysis, and processing, it is important that the malicious information in 
the data source is identified and deleted, and the effective information is 
collected and kept on the basis of the security it requires. This layer requires 
several security measures as secure cloud computing, efficient data mining 
techniques, virus detection, and confident data source. 

4. Application control layer security: This layer requires targeted security 
measure considering the type of application being used. Users’ data pri-
vacy preservation and prohibition of unauthorized access is provided 
using access control, privacy protection mechanisms, security software, 
and varied authentication methods, including multifactor authentication 
(MFA). 

3.8 CONCLUSION 

CPS has potential technological impact on varied industries as well as organiza-
tions to develop smart cyber systems for the benefit of society, community, and 
individuals. However, if proper security policies and methods are not deployed 
in CPS, it can target physical devices, infrastructural networks, and organiza-
tional data as well. Such a security lapse not only hinders its deployment but 
also degrades the reliability, safety, and efficiency of CPS. Thus, it is important 
that these security lapses are properly identified, understood, and appropriately 
dealt with. In this chapter, various CPS security issues have been discussed. The 
CPS security threats have been categorized into cyber threats, physical threats, 
and cyber-physical threats. Further, the classifications of CPS vulnerabilities 
have been presented as cyber, physical, and cyber-physical threats. The numerous 
CPS attacks have been outlined under physical and cyberattacks. Finally, cryp-
tographic and non-cryptographic CPS security solutions for distinct CPS layers 
have been highlighted. 
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4.1 INTRODUCTION 

Progressive and dynamic digitization has led to the development of the smart 
healthcare concept. From a technical point of view, smart healthcare involves 
using various technologies and devices of the Internet of Medical Things (IoMT) 
integrated with cyber-physical systems (CPSs) to support medical processes. 
Thanks to this, medical processes can be implemented more effectively, e.g., by 
automating and reducing the time of medical activities, real-time remote super-
vision of the patient by monitoring health parameters, intelligent medical data 
analysis, and ensuring constant access to the results of diagnostic tests and other 
medical data for doctors, medical staff, and patients. Implementing smart health
care systems (SHSs) may translate into improving the quality of medical services 
and contribute to health promotion through prophylaxis, prevention, early detec-
tion of disease entities, and rapid development of adequate treatment strategies. 

Nowadays, cybersecurity is one of the fundamental research problems of 
computer science. Numerous cybersecurity studies are available in the scientific 
literature (see, e.g., [1–5]). Therefore, when considering the issues of IoMT archi
tecture, one should also consider many cybersecurity threats related to the digi-
tization of medical processes. First of all, patients’ health data should be subject 
to special protection due to their exceptional importance and privacy. For this 
reason, the issue of cybersecurity in the area of the Internet of Medical Things is 
of fundamental importance for the successful implementation of the smart health-
care concept. 

Practical implementations of IoT ecosystems, including IoMT, broadly use 
wireless connectivity. The specific requirements of IoT and IoMT encourage the 
development of modern standards of wireless transmission media that will be 
able to safely carry out data transfer, taking into account the limited computing 
power of end devices and the pro-ecological focus on energy saving. Currently, 
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work is underway in the world on developing and implementing next-generation 
networks, which offer, among other things, higher transmission speed, lower data 
link latency, more stable connection, and reduced energy consumption per gigabyte 
of data transferred. Considering the above-mentioned features, next-generation 
networks can be used as the primary transmission medium for SHSs. The essential 
requirement for implementing a new-generation network in the smart healthcare 
environment is a multi-criteria analysis of cybersecurity conditions. 

The chapter structure includes an introduction, five substantive sections, con-
clusion, and a reference list. The introduction defines the background of the 
research and explains the significance of the issues under consideration. The next 
point concerns related works in which selected research results available in the 
literature were analyzed. In particular, the research results discussed concerned 
the cybersecurity of IoMT, CPS, and next-generation networks. The next section 
deals with the research methodology used in this chapter. Among other things, the 
research subject, goals, and applied research methods were defined. The following 
section examines the architecture of SHSs in the context of the IoMT and Medical 
Cyber-physical Systems (MCPSs). Layer models were analyzed, and universal 
components were distinguished. The following section deals with analyzing the 
technical architecture of generation networks. In particular, the concepts of soft-
ware-defined networking and virtualization of network functions were discussed. 
The next section presents the framework for implementing IoMT and MCPSs in 
the NG-RAN environment, taking into account cybersecurity requirements. The 
chapter ends with conclusion and a reference list. 

4.2 RELATED WORKS 

Scientific studies on various aspects of smart healthcare, IoMT, CPSs, and next-
generation networks are available in the literature on the subject. For the purposes 
of this chapter, selected research results related to the above categories will be 
analyzed in terms of cybersecurity issues. 

The literature review was organized according to the following categories: 

• Cybersecurity conditions for SHSs, IoMT, and MCPSs 
• Cybersecurity conditions for next-generation networks 
• Research on SHSs cybersecurity in next-generation networks. 

Algarni [6] analyzed the state of research on the security and privacy of smart 
healthcare systems. Based on the analysis carried out in the cited article, it was 
indicated that attacks on SHS can be divided into four main categories: attacks 
on healthcare devices, attacks on communication between devices, attacks on 
service providers and equipment manufacturers, and attacks on patients [6]. The 
presented division of attacks shows a broad spectrum of threats to SHS. It is also 
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crucial that SHS can be implemented using devices derived from different ven-
dors, which can work according to different communication protocols and collect 
heterogeneous data in various formats. It is therefore legitimate to analyze the 
related work on the state of cybersecurity research for both IoMT and CPSs. 

Alsubaei et al. [7] published studies on developing an IoMT security assess-
ment framework based on ontological scenarios. The platform presented in the 
above-mentioned article enables the assessment of the security level of IoMT 
systems and identifies potential problems together with a proposal of remedial 
measures [7]. Within the framework developed, three types of IoMT system vul-
nerabilities were adopted, i.e., user, system, and hardware [7]. The authors also 
distinguished the main threats to medical data, which include interception, inac-
cessibility, modification, fabrication, and replication [7]. The presented platform 
is an essential contribution to the systematization and formalization of the secu-
rity assessment of IoMT systems. 

Sun et al. [8] published IoMT security and privacy review. In the publication 
cited, the authors defined the following key requirements for the security and 
privacy of IoMT systems: data integrity, data usability, data audit, and patient 
information privacy [8]. As regards the existing solutions used to ensure security 
and privacy, the following were indicated in particular: data encryption, access 
control techniques, trusted third-party auditing, encrypted data search mecha-
nisms, and data animation [8]. The article also indicates future challenges for the 
security and privacy of IoMT, including unsecured wireless computer networks, 
lightweight protocols for devices, and problems related to data sharing [8]. The 
discussed research is an essential contribution to the theory of cybersecurity of 
IT systems. 

The technical architecture of SHSs can also include CPSs. Therefore, it is justi-
fied to analyze selected scientific studies in the field of CPS security. Alguliyev et 
al. [9] addressed the issues of CPSs and their security. In the cited publication, the 
existing research on CPS security was analyzed in relation to the key attributes 
of information security, and a tree of attacks on CSP systems was presented [9]. 
The authors distinguished the following tree branches that represent the various 
types of attacks on CPSs: attacks on sensor devices, attacks on actuators, attacks 
on computing components, attacks on communication, and feedback attacks [9]. 
The main research areas covered by the literature analyzed in the article were 
derived from the conducted analysis: the consequence of cyberattacks, CPS attack 
modeling, attack detection, and development of security architecture [9]. This 
chapter also identifies key research challenges for CPS cybersecurity, including 
developing methods for authenticating CPS components and methods to ensure 
the security of personal data, developing CPS security architecture and protocols, 
and minimizing security vulnerabilities [9]. The cited studies illustrate the com-
plexity and multidimensionality of the CPS cybersecurity issues. 

Ashibani and Mahmoud [10] also published a detailed review and analysis of 
CPS security issues. The chapter refers to the three-tier CPS architecture covering 
the application, transport, and perception layers [10]. The authors rightly pointed 
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out that implementing IT security measures in CPSs may affect the response and 
lag of the physical parts of the system that may require real-time response [10]. 
The chapter also identifies a number of open security challenges for CPSs. One 
of the important issues in this respect is the heterogeneity of data from different 
devices, which can lead to problems with compliance with the data format and 
communication protocols [10]. The cited research also highlights important issues 
related to user privacy. The authors point out that the fundamental mechanisms in 
this regard are contextual privacy protection, encryption schemes, and contextual 
mutual authentication protocols [10]. 

The literature recognizes that developing next-generation networks, in 
particular NG-RAN networks, can find wide application in IoMT systems. 
Tarikere et al. [11] rightly note that IoMT devices using next-generation mobile 
transmission will generate personal health data at an unprecedented level. There-
fore, it is important to recognize the cybersecurity issues related to developing 
next-generation networks. In the last stage of the literature review, selected 
research results related to the key areas of cybersecurity of next-generation 
mobile networks were analyzed. Khan et al. [12] researched the issues related 
to, among other things, building a security model in 5G networks, network 
software security, and the physical layer, with particular emphasis on authen-
tication, access control, and encryption. The results of the cited research 
identified potential security threats to technologies related to 5G networks, in 
particular in the areas of Software-Defined Networking (SDN), Network Func-
tion Virtualization (NFV), cloud computing, Multi-Access Edge Computing, 
and Network Slicing [12]. The set of potential threats and attack vectors for 
next-generation mobile networks is broad and must be considered when 
designing IoMT systems. For example, selected threats of 5G mobile networks 
in various functional areas include DoS/DdoS cyberattacks, Message Inser-
tion Attack, TLS/SSL Attacks, SDN Scanner, Mobile Malware Attacks, Botnet, 
Microcell Attacks, VM escape attack, VNF Manipulation Attacks [12]. The 
cited research provides an overview of threats to next-generation mobile net-
works and illustrates the consequences of different threats and attacks. 

Mamolar et al. [13] note that 5G cellular networks require developing new 
methods for detecting and mitigating DdoS cyberattacks. The authors of the 
cited studies developed mechanisms to protect the 5G infrastructure against 
DdoS attacks without human intervention, based, among other things, on the 
extension of the current IDS sensors to ensure the analysis of flows in 5G 
networks [13]. The results of the research indicate that the current methods 
of protecting computer networks will not always be able to ensure a sufficient 
level of security in the next-generation network environment. This is especially 
important in the context of emerging new network concepts such as Network 
Function Virtualization, Software-Defined Networking, and self-organizing 
networks. 

Research is also available on the cybersecurity of IoMT systems embedded in 
next-generation mobile networks. In particular, Tarikere et al. [11] indicate many 
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key security areas in the implementation of IoMT systems in the 5G network 
environment, which include primarily the following: 

• IoMT device supply chain vulnerabilities that may be degraded, which may 
lead to the use of faulty, damaged, or counterfeit hardware and devices. 

• Threats to network security, taking into account the fact that 5G networks 
can increase the area of attack. 

• Privacy threats are also related to legal regulations on cybersecurity, sensi-
tive data, and data owners’ rights. 

Chen et al. [14] proposed a safety awareness and protection system design for 
smart healthcare based on the Zero-Trust architecture. The above-mentioned 
article highlights the main safety requirements of smart healthcare resulting 
from the specificity of next-generation mobile networks, in particular: the possi-
bility of signaling storms and DdoS attacks; difficulties in implementing network 
traffic protection mechanisms due to high network capacity; ineffectiveness of 
a centralized monitoring system when using device-to-device and edge cloud 
protocols [14]. According to the presented analysis of selected research results, 
the issue of SHS cybersecurity using IoMT, CPSs, and next-generation net-
works is a complex and interdisciplinary scientific issue and should be consid-
ered systemically. 

4.3 RESEARCH METHODOLOGY 

The contribution of this chapter to the theory and practice of computer science is 
as follows: 

• Defining cybersecurity conditions for next-generation networks in the con-
text of medical data security attributes 

• Defining the concept of architecture for the implementation of virtualization 
and programmability mechanisms in new-generation networks for SHSs 

• Vulnerability analysis and proposed actions to prevent threats in the pre-
sented architecture. 

The subject of the research are SHSs based on IoMT and CPS architecture, tak-
ing into account cybersecurity in next-generation networks. The main goal of the 
research is to develop a framework for SHS cybersecurity based on virtualization 
protocols and programmability mechanisms in next-generation networks. 

The chapter defines the following specific research objectives: 

• Analysis of the architecture of IoMT and MCPSs in a layered approach 
• Analysis of the technical architecture of next-generation networks in terms 

of the NFV and SDN concepts 
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• Defining the framework for the implementation of IoMT and MCPSs based 
on the NFV and SDN concepts 

• Analysis of the cybersecurity conditions of the proposed framework in 
terms of confidentiality, availability, and integrity of medical data. 

The chapter deals with research on modeling information systems for the medical 
industry. In theoretical research, the method of literature analysis and synthesis as 
well as the method of technical architecture analysis of information systems were 
used. In the model part, the method of designing information systems was used, 
referring to the principles defined by software engineering. 

4.4 ARCHITECTURE OF SMART HEALTHCARE SYSTEMS 

Conceptually, SHSs are based on using the IoT and CPSs to support medical pro-
cesses. The growing popularity of IoT solutions in the medical industry has led to 
the emergence of a new term in the literature, the Internet of Medical Things. In 
technical terms, IoT systems (including IoMT) are often considered in the scien-
tific literature in a layered perspective (see, e.g., [15–17]). The layered models of 
the IoT architecture (including IoMT) available in the literature differ in assump-
tions and the number of layers. In particular, three-layer, four-layer, and five-
layer models can be distinguished. Mohamad Noor and Hassan [18] distinguished 
a three-tier model of IoT architecture to analyze security conditions. The cited 
research distinguished the application, network, and perception layers [18]. The 
adopted model is justified and corresponds to the logic of the actual functioning 
of IoT ecosystems. The application layer is responsible for implementing busi-
ness logic and IoT application services in the cited studies. The network layer 
carries out data transmission using various transmission media. The perception 
layer is responsible for handling IoT end devices [18]. Considering architecture 
in the approach presented above allows for analyzing cybersecurity aspects in 
a systemic and holistic approach. In turn, Xu et al. [19] proposed a four-layer 
architecture model of an IoT-based system in big data processing and visualiza-
tion in the medical area. The above article distinguishes the application, network, 
analysis, and sensing layers. The application layer provides an access interface for 
medical personnel via personal computers and mobile devices in the cited stud-
ies. The network layer is responsible for the implementation of data transmission. 
The analysis layer includes data processing and visualization algorithms to imple-
ment medical processes. In turn, the lowest sensing layer is responsible for the 
registration of patient data obtained, e.g., as a result of computed tomography and 
magnetic resonance imaging [19]. The above architecture emphasizes the layer 
responsible for processing and analyzing data obtained from diagnostic devices. 
Distinguishing the analysis layer in IoMT ecosystems is of key importance due 
to the added value of the effective extraction of knowledge from big data sets 
generated by medical end devices. Liu et al. [20] presented a five-layer IoMT 
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model designed to integrate with iPv6 technology. The article distinguishes the 
application, integration, network, communication, auxiliary, and detection layers 
[20]. The layer model has been validly developed, inter alia, to analyze the IoMT 
architecture based on the iPv6 protocol. 

By synthesizing the above analysis of layered models available in the literature, 
it is possible to distinguish universal components of the IoMT architecture: 

• Medical equipment responsible for recording patients’ health parameters. 
• Transmission media, network devices, protocols, and communication stand-

ards: in practice, it is possible to use any network technologies, including 
Ethernet networks, wireless transmission technologies (NFC, Z-Wave, Zig-
bee), Low-Power Wide Area Networks (LoRaWAN, NB-IoT, LTE-M), and 
GSM mobile transmission (3G, 4G, 5G). 

• Medical data processing and storage services. 
• Access interface for medical process stakeholders, including patients, doc-

tors, medical personnel, insurance companies, and other IoMT systems. 

CPSs are also defined and analyzed in many dimensions in the literature. Ashibani 
and Mahmoud [10] defined CPSs in general terms as networked systems of cyber 
and physical components that interact in a feedback loop with possible human inter-
actions. Alguliyev et al. [9] emphasize the definitions of CPSs from the point of 
view of automation technology as well as computer science. Many architectural 
models of the CPS have been proposed in the literature. The general architecture 
model of CPSs can be presented in a layered approach. Ashibani and Mahmoud 
[10] described the three-tier architecture of CPSs, which includes the application, 
transmission, and perception layers. It can be seen that, in general terms, the layered 
architecture of IoT and CPS is similar. However, the literature indicates that CPSs 
mainly refer to real-time systems (see, e.g., [10,21]). As in the case of IoT systems, 
the interest in the world of science in CPSs in the medical field led to the concept of 
MCPSs (see, e.g., [22,23]), which also includes the cyber and physical dimensions. 

Regardless of the approach in CPSs in the medical industry, the following uni-
versal components can be distinguished: 

• Real-time operation-oriented medical devices and apparatus 
• Transmission media 
• Protocols 
• Control software and processing services. 

Both IoT and CPSs are dynamically developing in the smart healthcare environ-
ment. The development of these systems leads to the emergence of a new logic 
of medical processes, new types of devices, new communication protocols, but 
also new requirements related to cybersecurity. An important issue in the field 
of security is the implementation of virtualization protocols in next-generation 
mobile networks. 
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4.5 TECHNICAL ARCHITECTURE OF NEXT-
GENERATION NETWORKS IN THE CONTEXT 
OF VIRTUALIZATION PROTOCOLS AND 
PROGRAMMABILITY MECHANISMS 

For the assumed research purposes, it is necessary to perform a technical analy-
sis of the new Next-Generation Radio Access Network (NG-RAN) concept in 
terms of software virtualization protocols and network service programmability 
mechanisms. Virtualization is increasingly being used when building the tech-
nology stack of information systems architecture. The primary assumption of 
virtualization is the abstract separation of the hardware resource layer (proces-
sor, memory and mass memory, input–output operations, including a computer 
network) and making these resources available to sovereign environments, i.e., 
virtual machines (VM). The concept of virtualization allows for more effective 
use of hardware resources, including computing power, and easier management 
of IT infrastructure. 

The next-generation network architecture supports virtualization in terms 
of implementing the functionality of individual modules by the software layer. 
The main assumptions include enabling, among others, the implementation of 
improved mobile broadband communication (eMBB), mass communication 
between machines (eMTC), and low-latency communication [24]. 

NG-RAN architecture introduced a number of new technical components (see, 
e.g., [25]). In a general perspective, the architecture may include a collection of 
base stations (gNBs) or ng-eNB stations that are connected to each other and to the 
5G core network via respective NG and Xn interfaces [26]. The gNB base stations 
contain three key components: a central unit (CU), a distributed unit (DU), and a 
radio unit (RU) [27]. The listed components have the following functionalities: 

• gNB centralized unit: It represents a logical node supporting RRC, SDAP, 
and PDCP protocols (for gNB) or RRC and PDCP (for en-gNB) and con-
trols the operation of one or more gNB-DU [28]. 

• gNB distributed unit: It represents a logical node containing the RLC, 
MAC, and PHY layers of the gNB or en-gNB network, and its operation is 
partially controlled by gNB-CU [28]. 

• Radio unit (RU): It represents a radio hardware unit. 

The interface between gNB-CU and gNB-DU is called F1 [26,28]. One of the 
key aspects of next-generation network design is virtualization services for RAN 
functionality. The concept of virtualization ensures more efficient use of mobile 
network resources, as many virtual services can be run on the same network 
hardware, fulfilling different functional requirements. In reference to the above-
described approach in the area of computer networks, the concepts of Network 
Functions Virtualization (NFV) and Software-Defined Networking (SDF) were 
created (see, e.g., [29–33]). 
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The above concepts respond to the growing demands of information-oriented 
computer networks. In general, the SDN assumes the improvement of network 
management by separating the control plane from the data plane [34]. The net-
work programmability orientation means it is possible to control and use network 
resources more efficiently through the software. Basu et al. [31] define the follow-
ing layered structure of the SDN: 

• Application layer: It fulfills the requirements of business applications. 
• Control layer: It performs, among other things, Network Operating System 

(NOS) functions and communicates with the application layer via Applica-
tion Programming Interface (API). 

• Transfer (data) layer: It is responsible for delivering data from source to 
destination. 

The presented SDN layered model will enable the implementation of various 
software functional requirements in a network environment. It is also possible to 
better implement cybersecurity requirements at the application level. The dissem-
ination of the SDN concept is also carried out by developing dedicated high-level 
programming languages supporting network management and service implemen-
tation in network environments (see, e.g., [34]). 

In turn, the NFV technology related to SDN introduces many new network 
functions which, through server virtualization, ensure flexible network infrastruc-
ture management [34]. In particular, NFV enables the virtualization of various 
network services and functions, including, e.g., DNS, NAT, and firewalls [31]. By 
synthesizing the literature, the key NFV components can be distinguished [35,36]: 

• Virtualized Network Functions (VNFs): It runs on one or more virtual 
machines and provide network services with defined interfaces. 

• NFV Infrastructure (NFVI): It is the hardware and software environment 
providing a virtual execution layer allowing for the implementation and 
launch of Virtualized Network Functions. 

• NFV Management and Orchestration (MANO): It controls and manages 
NFVs and NFVI resources, in particular responsible for resource allocation, 
function virtualization, and authorization of NFVI resource requests. 

It can be expected that future 5G projects will be implemented based on the SDN/ 
NFV architecture (see, e.g., [37]). The SDN/NFV architecture principles allow 
the opportunity to implement advanced cybersecurity mechanisms necessary to 
ensure the appropriate level of security for medical data and processes in IoMT 
systems. 

It is also worth recalling the limitations of next-generation networks. In par-
ticular, it is necessary to take into account the difficulties with the penetration of 
waves through some building materials and the need to compact the transmitting 
and to receive installations in the field (see, e.g., [38,39]). These limits can create 
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potential problems in IoMT systems that operate in a similar regime to real-time 
systems. In such a case, the difficulties and delays associated with limiting the 
penetration of waves may be disqualifying. 

4.6 IOMT AND MCPS FRAMEWORK MODEL 
USING NG-RAN 

Based on the conducted analyses, it is possible to develop a framework for imple-
menting IoMT and MCPSs using next-generation networks, considering cyberse-
curity requirements. In the first step, the model’s assumptions were defined in the 
context of the multidimensional security of medical data. Next, the concept of a lay-
ered model of IoMT and MCPSs embedded in the NG-RAN network based on ser-
vice virtualization and hardware abstraction of virtual machines was presented. In 
the last step, the cybersecurity conditions of the presented model were defined with 
regard to ensuring the confidentiality, availability, and integrity of medical data. 

4.6.1 Model Assumptions 

During the implementation of medical processes, digital data containing patients’ 
health parameters are generated. In the available research results, digitized patient 
data collected, processed, and sent in IoMT systems is called Electronic Medical 
Records (EMR) (see, e.g., [40,41]). In particular, EMRs may include a variety of data 
sets generated from a variety of clinical and laboratory studies, measurements made 
by diagnostic devices, treatment histories, strategies, etc. (see, e.g., [42]). The unique 
nature of the above-mentioned medical data requires specific protection methods. 

The scientific literature defines three main attributes of information security: 
confidentiality, availability, and integrity (see, e.g., [43,44]). With reference to 
the adopted research goals and based on the definitions available in the literature, 
in this chapter, confidentiality is understood as ensuring access to EHRs only for 
authorized stakeholders of medical processes. Availability is understood as ensur-
ing that all SHS services and data contained in EHRs are available to authorized 
stakeholders at a defined and required time. Integrity is understood as the cer-
tainty that all SHS elements function properly and that the data has not been an 
unauthorized modification. 

4.6.2 The Layered Model 

The above analysis shows that it is possible to consider the IoMT architecture 
in multidimensional and layered models, depending on the adopted research 
objective. In this chapter, research goals focus on developing cybersecurity 
mechanisms in IoMT ecosystems using next-generation networking technology. 
Figure 4.1 shows the generic layered model framework for IoMT and MCPS in 
next-generation networks. 
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Figure 4.1 Generic layered model framework for IoMT and MCPS in next-generation networks. 

Source: Own work. 

In the model shown in Figure 4.1, individual layers are used as follows: 

• Smart healthcare service layer: It ensures the implementation of the func-
tional logic of medical processes. The service layer is also responsible for 
the access interface for all participants and stakeholders in medical pro-
cesses: in particular for patients, doctors, medical personnel, insurance 
companies, and other IoMT systems. The layer supports SHS interoperabil-
ity through data exchange and sharing. 



 

 

 

 

 

 

 

 

  

 

 

Cyber-physical Systems and Internet of Medical Things 69 

• Data processing layer: It ensures medical data must be securely stored and 
efficiently processed to support ongoing medical processes. The analy-
sis of medical data with adequate tools can significantly contribute to the 
improvement of medical processes, particularly in the field of faster diagno-
sis of disease entities, selection of effective treatment strategies, and faster 
response to various threats. The diverse structure and volume of data pro-
cessed in IoMT systems often mean the need to use advanced data analysis 
methods in big data conditions. 

• Radio Access Network layer: It carries out data transmissions and refers 
to the NG-RAN network protocol stack and is implemented in accordance 
with the principles of the SDN/VFN architecture. The model’s assumption 
is based on virtualization that allows the separation of dedicated NFVs 
responsible for implementing programmable network services as part of 
smart healthcare systems. The layer has two sublayers: 

• SDN/VFN virtualization sublayer: It is responsible for the implemen-
tation of the centralized unit (CU) and distributed unit (DU) functions 
on the virtual machines (VM) provided by the hardware abstraction 
sublayer. 

• Hardware abstraction sublayer: It provides a virtualization interface 
based on the abstraction of the physical hardware and makes resources 
available for individual virtual machines. This layer also includes Radio 
Hardware Units (RU). 

• Middleware layer: It provides an interface between medical devices and the 
Radio Access Network layer. Medical devices installed within internal eco-
systems can use various transmission media and communication protocols. 
It is necessary to implement intermediary interfaces for next-generation 
networks. The layer is also responsible for implementing device authentica-
tion mechanisms in IoMT and MCPS. 

• Medical equipment layer: It includes all kinds of medical equipment neces-
sary for implementing medical processes, in particular: hospital devices, 
clinical grade wearables, and remote patient monitoring devices. At the 
level of this layer, logging of diagnostic data and, in some cases, the imple-
mentation of medical procedures by connected devices takes place. There is 
one sublayer in the medical equipment layer: 

• Real-time medical device sublayer: This layer is responsible for imple-
menting devices included in MCPSs with real-time requirements. 

• Vertical layer of cybersecurity requirements: It ensures the implementa-
tion and enforcement of cybersecurity procedures at the organizational and 
technical level regarding confidentiality, availability, and data integrity. In 
accordance with the software engineering guidelines, cybersecurity require-
ments should be defined at the IoMT design stage in the context of the 
functional and non-functional requirements of the system. 
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The model presented in Figure 4.1 contains the general framework of the layered 
architecture of IoMT systems design using the concept of virtualization, refer-
ring to the SDN/NFV principles. Further research is required at the level of the 
distinguished model layers in implementing cybersecurity methods, both on the 
organizational and technical levels. 

4.6.3 Cybersecurity Conditions 

In computer science, cybersecurity often refers to the fundamental attributes of 
information security, i.e., confidentiality, availability, and integrity (see, e.g., 
[45,46]). For the presented IoMT- and MCPS-layered model embedded in a new-
generation network environment, cybersecurity requirements were defined in 
terms of medical data security attributes. Detailed cybersecurity requirements for 
the presented model are presented in Table 4.1. 

The cybersecurity requirements for the presented layered model indicated 
in Table 4.1 constitute only a part of the research area that requires further 
studies and should be taken into account at an early stage of designing IoMT 
systems. 

Table 4.1 Cybersecurity Requirements for the Presented Model 

Cybersecurity 
Attributes 

Cybersecurity Determinants for the Proposed Smart Health Systems 
Framework 

Confdentiality of 
medical data 

1. Critical vulnerabilities to attacks of obtaining unauthorized 
access to SHS and EHR can occur in the service layer as it 
provides an access interface for users 

2. The service access interface should include strong user 
authentication security at the stage of defning functional 
requirements 

3. Login security can be based on two-factor and biometric 
authentication 

4. An important issue is raising users’ awareness of cyber 
threats, as a signifcant proportion of attacks are based on 
social engineering 

5. The Radio Access Network layer may be a critical area of 
attack vectors against SHSs 

6. In order to support data confdentiality, it is possible to use 
strong transmission encryption algorithms and support for 
the encryption of IMSI (International Mobile Subscriber 
Identity) numbers by mobile end devices 

7. Implementing mechanisms to counteract attacks based on 
network traffc tracking based on GUTI (Globally Unique 
Temporary Identifer) is of key importance 

8. In the medical equipment layer, scenarios of attacks on the 
confdentiality attribute are also possible 

9. It is possible to implement the mechanisms of restrictive 
authentication of end devices based on the EAP (Extensible 
Authentication Protocol) protocol 
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Cybersecurity 
Attributes 

Cybersecurity Determinants for the Proposed Smart Health Systems 
Framework 

Availability of 
medical data 

1. Typical attack vectors on the availability attribute are based 
primarily on DDoS attacks 

2. In terms of DdoS attacks prevention in the service layer, it is 
possible to use mechanisms of active routing management, 
fow control, and analysis of trends in network traffc 

3. IDS/IPS class intrusion and anomaly detection systems 
extended with components supporting the next-generation 
network architecture may be of key importance 

4. Cloud solutions are also worth considering, as they 
signifcantly hinder the implementation of DdoS attacks due 
to the transfer of data storage and analysis to external highly 
accessible websites 

5. At the Radio Access Layer, the virtualization of security 
functions can support protection against DdoS attacks 

Integrity of 
medical data 

1. Attack on the integrity attribute may lead to inconsistency of 
entries in Electronic Medical Records with ongoing medical 
processes 

2. The key methods of ensuring the integrity of information on 
all layers of the model will be primarily the verifcation of the 
correctness of the input data 

3. In particular, cryptographic hash functions and MAC codes 
may be used to support the integrity of medical data 

4. In order to support data integrity, it is also crucial to prevent 
data redundancy, planned and cyclical audits of IoMT, and MCPSs 

Source: Own work. 

4.7 CONCLUSION 

Developing next-generation networks is still an open research challenge in various 
areas of computer science. Scenarios for the use of IoMT and MCPSs in the medi-
cal sector are evolving along with the development of information technology. 

This chapter provides a framework for virtualization and programmability in next-
generation networks for SHSs. The presented model was developed to support the 
cybersecurity requirements of medical data. The main assumptions of the developed 
model are based on a layered approach, virtualization, and network services’ program-
mability to implement medical processes in IoMT and MCPSs. The presented solution 
has been analyzed regarding cybersecurity determinants for confidentiality, availabil-
ity, and integrity of medical information. In addition, the feature of the presented con-
cept is to facilitate the service management process by virtualizing them, which enables 
easy transfer of services between different virtual machines and their safe restoration. 

Research may continue in many directions. The encapsulation of virtual ser-
vices in next-generation networks requires research for implementation in SHSs. 
Important directions for further research include the development of cryptographic 
evidence-based security mechanisms in the IoMT and MCPS environment. 
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Chapter 5 

Techniques to Prioritize 
Messages in MQTT 
Communication Protocol 

Jiby J. Puthiyidam and Shelbi Joseph 

5.1 INTRODUCTION 

Nowadays Internet-of-Things (IoT) rules the Internet world. IoT integrates the 
physical world with the virtual world. IoT refers to the countless devices con-
nected to the Internet to collect and share information. This technology uses the 
Internet as a communication medium to exchange information. The IoT architec-
ture provides all objects with identification, detection, networking, and processing 
capabilities, and these objects can generate and share information [1]. IoT pro-
poses an enhanced technology that enables everyday devices such as home appli-
ances, furniture, and electronic devices to access, generate, and share information 
through the Internet. In other words, IoT transforms everyday objects smarter by 
exploiting technologies such as ubiquitous and pervasive computing, embedded 
devices, communication technologies, and sensor networks [2]. The smart IoT 
devices can be classified into three application groups: consumer, enterprise, and 
industrial. Smart TV and wearable smart devices form user-connected devices. 
The devices used for monitoring traffic and climate conditions are examples of 
enterprise and industrial IoT devices [3]. The application domains of IoT include 
smart cities, smart homes, agriculture, healthcare systems, smart water and energy 
management, vehicular traffic, and industrial automation, to name a few [4]. Fig-
ure 5.1 explains general IoT characteristics. 

The Hypertext Transfer Protocol (HTTP) is the widely used communication 
protocol for the Internet [5]. Since HTTP is operated over TCP/IP, reliable com-
munication is ensured. However, connections established by TCP are released 
on every access [6]. The communication completes after the establishment and 
release of the connection many times. IoT applications use devices with limited 
memory capacity, low processing power, and limited battery backup. When HTTP 
is used for IoT communication, it causes severe protocol overhead and consump-
tion of network resources and hence is not suitable for IoT applications [7]. Spe-
cialized communication protocols are required to handle communications in IoT 
networks with constrained devices. 

Several communication protocols are available for IoT applications. Popular 
among them are Constrained Application Protocol (CoAP) [8], Message Queuing 
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Figure 5.1 Characteristics of IoT. 

Source: Based on Lova Raju, K., & Vijayaraghavan,V. (2020). 

Telemetry Transport (MQTT) [9], Advanced Message Queuing Protocol (AMQP) 
[10], Data Distribution Service (DDS) [11], Extensible Messaging and Presence 
Protocol (XMPP) [12], etc. MQTT is the most widely accepted standard for the 
Industrial Internet-of-Things. 

5.1.1 Message Queue Telemetry Transport Protocol 

The Message Queue Telemetry Transport Protocol (MQTT) protocol is the most 
widely used communication protocol in the Internet-of-Things applications [15]. 
It is a lightweight connectivity protocol and uses the publish/subscribe method 
for the transportation of data. MQTT is built over the TCP/IP protocol, making 
it suitable for unreliable communication networks. Payload size does not affect 
throughput rate of MQTT protocol [13]. The minimal resource requirement 
and reduced network bandwidth make the MQTT protocol well-positioned for 
machine-to-machine (M2M) communications, a critical aspect of the IoT. Big 
public clouds like Amazon Web Services, Microsoft Azure, and Google Cloud 
Platform use the power of the MQTT protocol [14]. 

The MQTT architecture has two main participants: clients and a message 
broker. There are two types of participating clients in MQTT applications: pub-
lishers and subscribers. The broker is the server that receives all messages from 
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publishing clients and then routes these messages to relevant subscriber clients. A 
client interacts with the broker to send and receive messages. A client could be an 
IoT sensor in the field or an application in a data center that processes IoT data. 
MQTT protocol decouples publishers and subscribers [16]. Clients are unaware of 
the presence of each other. There is no direct communication between MQTT cli-
ents. Clients interact through MQTT broker. A subscriber client expresses willing-
ness to receive messages by specifying a topic name with its connection request 
to the broker. The publishing clients publish messages on a topic to the broker 
server. The broker filter messages based on the topic name and forward the mes-
sages to the clients subscribed to that topic. The general architecture of the MQTT 
protocol is given in Figure 5.2. 

At the same time, MQTT is lightweight and well-suited for battery-powered 
constrained IoT devices. It has a simple header to specify the message type, a 
text-based topic, and an arbitrary binary payload. Hence, it is easy to implement 
in software and fast in data transmission. MQTT uses minimized data packets 
resulting in low network usage. It has a low power requirement, and as a result, it 
saves the connected device’s battery. 

MQTT has a 2-byte fixed message header, the smallest among the IoT com-
munication protocols. It also has a variable header field to specify the size of the 
message and the actual payload, if available. The structure of the MQTT message 
header is described in Figure 5.3. 

The first 4 bits in byte 1 of the message fixed header specify the message 
type. There are 14 standard message types for the MQTT protocol. The remain-
ing 4 bits represent flag bits such as Retain flag, Quality of Service (QoS), and 
Duplicate flag. If the Retain flag is set, the MQTT broker retains the last message 
received for a topic and forwards this message when a new subscriber establishes 

Figure 5.2 MQTT protocol architecture. 
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Figure 5.3 MQTT message format. 

Source: Mishra, Biswajeeban (2018). 

a connection. QoS flag denotes the reliability level of the message, and the Dupli-
cate flag is set when the publisher resends a message when it does not receive 
an acknowledgement from the subscriber. Byte 2 indicates the remaining size or 
packet length, which indicates the size of the variable header and actual message. 
The 14 standard message types specified with the MQTT protocol is shown in 
Table 5.1. Message type values 0 and 15 are reserved for future expansion. 

In order to ensure reliable message delivery, MQTT clients are configured with 
different Quality of Services (QoS). MQTT offers three levels of QoS: 

(a) QoS 0: At most once delivery 
(b) QoS 1: At least once delivery 
(c) QoS 2: Exactly once delivery 

QoS 0 is the default Quality of Service MQTT protocol offers. It does not guar-
antee message delivery. QoS 0 is preferred when the communication network is 
reliable and losing messages is acceptable. For example, atmospheric pressure 
or temperature sensor data. QoS 1 ensure message delivery. Subscribers should 
acknowledge the receipt of messages. The message is delivered to the subscriber 
at least once. The message is retransmitted if there is no acknowledgement within 
a pre-specified period. QoS 1 is used with applications where guaranteed mes-
sage delivery is essential and can handle duplicate messages. Reporting machine 
health data to ensure maintenance at the right time is an example of QoS 1 mes-
sage delivery. QoS 2 is the highest and most expensive quality of service MQTT 
offers. This QoS has been used in mission-critical scenarios that neither accept 
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Table 5.1 MQTT Message Types 

Message Type Value Description 

Reserved 0 Reserved 
CONNECT 1 Client request to connect to server 
CONNACK 2 Connect acknowledgment 
PUBLISH 3 Publish message 
PUBACK 4 Publish acknowledgment 
PUBREC 5 Publish received 
PUBREL 6 Publish release 
PUBCOMB 7 Publish complete 
SUBSCRIBE 8 Client subscribe request 
SUBACK 9 Subscribe acknowledgment 
UNSUBSCRIBE 10 Unsubscribe request 
UNSUBACK 11 Unsubscribe acknowledgment 
PINGREQ 12 PING request 
PINGRESP 13 PING response 
DISCONNECT 14 Client is disconnecting 
Reserved 15 Reserved 

the loss of messages nor duplicate messages. Examples are billing and invoicing 
systems where duplicate entries are not accepted. Each message should properly 
be delivered exactly once. Figure 5.4 depicts MQTT protocol QoS interactions. 

MQTT broker does not support the prioritization of messages. The message bro-
ker forwards the messages from publishing clients to the subscriber client in the 
order in which it receives, in the first-in, first-out (FIFO) order. Since MQTT sup-
ports many-to-many communications, the broker can accept messages from mul-
tiple publishers. Data from some publishing clients may be more important than 
other sources. If any publisher has critical data, it must be immediately available to 
the subscribers. For example, the data gathered from the fire alarm system is more 
critical than atmospheric temperature or pressure sensor data. Any delay in passing 
such crucial data may cause severe damage to the system. It must be available to 
the receiver immediately, without waiting for the earlier-generated data to be sent 
to the subscribers. For that, the prioritization of messages is required. This feature 
is not available in the standard MQTT broker architecture. Efforts from specific 
authors are traced in the literature to address this problem. This chapter’s core 
content is an analysis of the various techniques proposed to address the message 
priority problem of the MQTT protocol. This chapter is a preparation for the future 
work in which we discuss a novel approach for prioritizing MQTT messages. 

This chapter is organized as follows. A survey on related research work in pri-
oritizing MQTT messages is presented in Section 5.2. Section 5.3 discusses the 
results of the survey performed. The future expansion plan based on the survey 
result is given in Section 5.4. Finally, Section 5.5 concludes the chapter. 
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Figure 5.4 MQTT quality of services. 

5.2 RELATED WORKS ON ASSIGNING PRIORITY TO 
MQTT MESSAGES 

The MQTT broker server can receive messages from multiple sources. The broker 
forwards these incoming messages in a First Come, First Serve (FCFS) manner. In 
the standard MQTT protocol, there is no provision for forwarding critical infor-
mation immediately to subscribers. Delay in delivering crucial information may 
result in catastrophic effects. Multiple factors need to be taken into account while 
selecting the priority criteria. The importance of fulfilling the requirement, the 
penalty for not having it, implementation cost, time, risk, and volatility are a few 
examples. A survey on some existing research in prioritizing MQTT messages is 
presented in this section. 

5.2.1 A New Back-off Algorithm with Priority 
Scheduling for MQTT Protocol and IoT 
Protocols [17] 

Exponential Back-off is a prominent algorithm used in computer networks to 
avoid the repeated retransmission of messages or data. It is helpful to eliminate 
network congestion by setting a random delay time depending on the slot time. 
This algorithm organizes the retransmission of packets in the CSMA/CD after 
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a collision is detected. After detecting a collision based on the number of colli-
sions and time slots, this algorithm determines the waiting time for collisional 
stations. 

Enany et al. [17] proposed a new back-off algorithm with priority schedul-
ing for MQTT and IoT protocols in their work. The proposed algorithm aims 
to reduce network congestion by slowing down the transmission rate of suspi-
cious devices. The broker calculates the average frequent rate for publishing 
messages for each client by analyzing the time interval between every two 
consecutive messages for the first N messages. When a new message arrives, 
the broker compares the current publishing frequency rate with that publisher’s 
initial average frequent rate. If the current rate is higher than the initial rate, it 
indicates some problem with the publisher or may be under attack. The broker 
computes a delay factor for the publisher based on the current frequent rate. 
Receiving messages from the publisher is delayed until the calculated delay 
time. The exponential back-off algorithm is activated for this purpose. The 
exponential delay continues until the publisher reaches its actual frequent pub-
lishing rate. 

FRavg = 1/((∑N
i=1I(Mi,Mi+1))/(N–1)) //computing average frequent rate 

FRnew = (1/I(Mi,Mi+1)) // new frequent rate 
Df = e(FRnew) // Delay factor computation 

Based on the calculated average frequent rate, the publishers can be classified 
into different priority levels. The higher the frequent rate of a publisher, the 
lower the priority level; and the lower the frequent rate, the higher the priority 
level. 

PRL = MiN {p1FRavg, p2FRavg, p3FRavg, … pKFRavg} // Low priority 
messages 
PRH = MAx { p1FRavg, p2FRavg, p3FRavg,. . . . pKFRavg} // High priority 
messages 

This procedure assumes that a sensor that sends one message every 24 hours has 
a higher priority than a sensor that sends a message every second. Depending on 
the original publishing frequency rate factor, the arrived messages are arranged in 
a queue for processing based on the assigned priority level. The main goal of this 
algorithm is to assign priority to the connected devices from the broker’s side, not 
from the client’s side, where any hacker can assign himself a high priority. This 
algorithm was implemented using the Mosquitto broker. The experimental results 
showed less latency for the new high-priority publisher in the back-off broker than 
the original MQTT broker. The proposed Back-off and priority scheduling algo-
rithm showed an acceptable result for RAM and CPU consumption with a mini-
mum traffic load that leads to the ability to be employed in constrained resource 
devices. 
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5.2.2 Method of Message Processing According to 
Priority in MQTT Broker [18] 

In their work [18], Kim et al. proposed a method to assign priority to MQTT mes-
sages by modifying the message header of MQTT messages. The fixed header 
part is not affected by this approach. To set the priority, a 2-bit priority-QoS flag is 
defined in byte 3 of the MQTT message header. With the 2-bit priority flag, we can 
specify four different priority levels (priority levels 0, 1, 2, and 3). Priority level 0 
is assigned to the lowest priority data, and priority level 3 is set to the most urgent 
messages. In this method, the priority of a message is set by the publisher while 
publishing the message. Before sending the message, the priority level should be 
specified in the message header. Authors claim that their experiments’ delivery 
time of high-priority messages is better than low-priority messages. Figure 5.5 
shows the message header modified for this experiment. 

5.2.3 A Study on MQTT Based on Priority Topic 
for IoT [19] 

A different approach is proposed in [19] by Oh et al. This method selects a rarely 
used character as the prioritization character. This character is used as the first 
character of the topic name of the priority message. For example, suppose the 
rarely used “^” character is selected to denote high-priority messages. In that case, 
messages in a topic name that begins with the “^” character are assumed with the 
highest priority, and if “_” is the character denoting messages with the next high-
est priority, then messages in the topic begin with “_” is assigned with the follow-
ing priority. If any other character is the first character of the topic, it is considered 
a normal priority topic. The authors claim that this method is simple and reliable 
and can send the priority of the corresponding topic within the PUBLISH packet 

Figure 5.5 Modifed message header. 

Source: Data from Kim, Sung-jin, and Chang-heon Oh (2017). 



 

 

    

 

 

 

 
 
 
 
 
 

 

   
 

 

 

 
 

 

 

84 Emerging Trends for Securing Cyber Physical Systems 

while complying with the existing MQTT standard. This approach maintains a 
separate queue for each priority level. Only if the queue for the highest priority 
level is empty will the messages for the following priority level be executed. The 
authors claim that their experiments proved that the average processing time for 
high-priority messages is lower than that required for normal messages. 

5.2.4 Prioritized Data Transmission Mechanism 
for IoT [20] 

The study in Ref. [20] proposed a novel priority assignment scheme. It also reduces 
the number of packet transmissions in the resource-constrained network. Two thresh-
old values are adopted to categorize packets with priorities. If a packet from a sensor 
belongs to the external range of the two threshold values, it is assigned the highest pri-
ority (priority 0). Contrarily, if the measured sensor value is within the two threshold 
values, it is considered a packet with normal priority (priority 1). In addition, a toler-
ance value is also identified to control the message transfer frequency rate. Suppose 
the difference between the previously measured data (di) and the newly measured data 
(di + 1) is within the tolerance range. Then, the proposed scheme considers the newest 
data as the previously measured value and assigns the lowest priority (priority 2) to 
that data. This algorithm maintains a keep-alive timeout variable to minimize packet 
transmission. If the lowest priority messages arrive continuously, this method skips 
messages until a specified keep-alive timeout value is reached. The packet prioritiza-
tion scheme proposed in this method is explained in Figure 5.6. 

The proposed method reduces the packet transmission rate. This method also 
showed improved performance in bandwidth consumption, less energy usage, and 
packet drop rate due to the decreased packet transmission. The transmission delay 
of high-priority messages is almost identical in any actual situation. 

5.2.5 Message Queue Telemetry Transport Broker 
with Priority Support for Emergency Events in 
Internet-of-Things [21] 

The technique proposed by Lee et al. in [21], p-MQTT, consists of three compo-
nents: classification, virtual queue, and priority control mechanism. The p-MQTT 
broker maintains three virtual queues: urgent, critical, and normal. The urgent 
queue stores the most important messages that should be transmitted before any 
other message. The critical queue stores less urgent messages than the urgent ones 
but still requires high reliability. Messages with no specific priority are stored in 
the normal queue. P-MQTT architecture is shown Figure 5.7. 

The classification component classifies the messages into different virtual 
queues based on their message type. MQTT uses 4 bits in the fixed message header 
to specify the message type. MQTT specifications include 14 standard message 
types (1–14), and message types 0 and 15 are reserved. P-MQTT uses reserved 
message type 0 to denote urgent messages and message type 15 to denote critical 
events. If the message type is any standard MQTT message (message types 1–14), 
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Figure 5.6 Packet prioritization. 

Source: Data from Jung and Changsu (2017). 

Figure 5.7 p-MQTT system architecture. 

Source: Data from Kim,Yong-Seong, et al. (2018). 

the p-MQTT broker identifies it as a standard message. The publisher assigns the 
message type value before sending the message, and based on this value, the mes-
sage is placed in the appropriate virtual queue by the classification component. 
The priority control mechanism determines the forwarding priority of each virtual 
queue. The messages in the urgent queue are forwarded first. The messages in the 
critical queue are forwarded if the urgent queue is empty, and messages in the nor-
mal queue are forwarded only when both the urgent and critical queues are empty. 
The results show that this method experiences lower latency and message loss 
rates for urgent messages than standard MQTT broker performance. The p-MQTT 
is implemented using Mosquitto broker and standard paho MQTT clients. 

5.2.6 Priority-based Multilevel MQTT System to 
Provide Differentiated IoT Services [22] 

The proposed method in [22] inserts priority information in the fixed header of 
the existing MQTT message packet. A 2-bit priority flag is set in byte 2 of the 
MQTT message header. Hence, four priority levels (levels 0 to 3) can be assigned. 
The higher the priority flag value, the higher the message’s priority. The modified 
MQTT message fixed header structure for this method is given in Figure 5.8. 
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Figure 5.8 Modifed MQTT message fxed header. 

Source: Data from Kim, Geonwoo, Jiwoo Park, and Kwangsue Chung (2018). 

This approach uses a classifier component that classifies messages based on pri-
ority flag value and assigns them to the specific queue. This system maintains four 
independent message queues for four different levels of priority. This approach 
also uses a weighted round-robin (WRR) scheduler to schedule messages in dif-
ferent queues. In order to prevent the indefinite postponement of processing of 
low-priority messages, the weighted round-robin scheduling algorithm assigns 
weight to each priority queue. It decreases the weight of the queue once a mes-
sage from the queue is published. Figure 5.9 depicts the system architecture of the 
proposed method. 

The authors claim that their method reduces the latency of high-priority mes-
sages and improves message throughput. Moreover, the number of messages in 
the high-priority queue will always be less than in other queues. 

5.2.7 Modification of Mosquitto Broker for Delivery of 
Urgent MQTT Messages [23] 

In the method explained in [23], Hwang K. et al. modify the Mosquitto broker to 
treat urgent messages with high priority. Mosquitto broker maintains a subscrip-
tion list of the connected subscribers and their subscribed topics. The main_loop() 
of the Mosquitto broker calls a poll() system call, inset a newly connected sub-
scriber into the subscription list, and if a message arrives from a publisher, inserts 
the message into the message queue with a topic. The message topic in the mes-
sage queue is compared with the topics stored in the subscription list. If the two 
topics match, the message is copied to the message buffer, and the matched sub-
scriber’s message pointer is linked to this copied message in the message buffer. 
Then the messages are forwarded to the subscriber. 

In the proposed approach, U-Mosquitto adds an urgent message list to store 
urgent messages and the message buffer and subscription list used in the standard 
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Figure 5.9 System architecture. 

Source: Data from Kim, Geonwoo, Jiwoo Park, and Kwangsue Chung (2018). 
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Figure 5.10 Emerg-MQ message types. 

Source: Hidalgo,Wilfredo A.Tovar, and Marwan Ghalib (2020). 

Mosquitto broker. Only the first message from each publisher is selected and 
assigned to an urgent or normal list based on their message type. U-Mosquitto 
processes the urgent message list before the subscription list. The message distri-
bution and forwarding is depicted in Figure 5.10. In order to maintain the required 
load, the experimental environment was set up with multiple laptops to run pub-
lisher clients and threads to control multiple clients. This method checks the 
delivery time of messages to analyze the performance of the modified Mosquitto 
broker. As the publisher size increased, urgent messages were delivered faster 
than normal messages under the U-Mosquitto broker. 

5.2.8 An Efficient Multiclass Message Scheduling 
Scheme for Healthcare IoT Systems [24] 

Park et al. [24] propose an efficient multiclass message scheduling algorithm for 
healthcare IoT environments. Messages are classified into three groups based on their 
characteristics: unconditional messages (UNC), real-time (RT) messages, and delay-
tolerant (DT) messages. Each message class has its message queue. UNC messages 
should be sent immediately. Whenever an RT message is sent, the priority of the RT 
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message queue is decreased by 10%, and the priority of the DT message queue is 
increased by 10%. Whenever a DT message is sent, the priority of the DT message 
queue is decreased by 30% and the priority of the RT message queue is increased 
by 30%. The algorithm ensures that the transmission of DT messages is not blocked 
indefinitely. Figure 5.10 gives the message types used with Emerg-MQTT. 

The experiments show that the proposed scheduling algorithm performs better 
than the MQL scheduling algorithm in most cases. It is mainly because the pro-
posed algorithm uses a more straightforward priority calculation than the MQL 
algorithm. It also schedules more messages for a given time than MQL. 

5.2.9 Examination of Vulnerabilities in Message 
Queuing Telemetry Transport in IoT Systems 
and Implementation of Countermeasures [25] 

Hidalgo et al. proposed an MQTT broker with priority assistance for emergency 
messages in IoT applications, aiming to ensure the delivery of emergency messages 
in a timely and reliable manner. The proposed Emerg-MQTT broker contains classi-
fication/distribution, virtual queue, and priority control modules. The classification/ 
distribution segment classifies the collected messages into two types, normal and 
emergency, by examining the message type section in the header of the incom-
ing message. Then store the message in the assigned virtual queue according to its 
priority. The priority control module designates the forwarding preference to each 
virtual queue. This method classifies incoming messages into two priority levels: 
emergency and normal messages. The message type field of the MQTT header is 
used to determine the priority type of the message. MQTT standard protocol, by 
default, reserves two values, 0 and 15, in the message type header. This method 
uses one of the reserved fields, 0, to mark emergency messages. If the incoming 
message type is 0, it is considered an emergency message and placed in the virtual 
emergency queue. If the message type is 1–15, it is a standard message and is placed 
in the normal virtual queue. The elements in the emergency message queue are for-
warded first, irrespective of the number of messages in the normal queue. 

The experimental evaluation shows that the Emerg-MQTT achieves 35.3% lower 
latencies for emergency messages than the existing MQTT. Moreover, on average, the 
Emerg-MQTT achieves 51.8% lower message loss for critical messages and mitigates 
potential DoS attacks more effectively than the standard MQTT Architecture. 

5.3 RESULTS AND DISCUSSION 

Standard MQTT brokers treat messages from all sources uniformly. The broker 
cannot distinguish incoming messages based on importance or priority, and all 
incoming messages are forwarded to the subscribers in the same order as they are 
received. However, messages from some sources may be more critical in real-
life applications. For example, a warning message from a fire alarm or gas leak 
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sensor may be more crucial than a regular temperature or atmospheric pressure 
sensor reading. Such messages must be treated urgently or forwarded immedi-
ately to the subscriber without waiting for the previous messages to deliver. Any 
delay in dealing with such critical data may lead to catastrophic damage to the 
system. Therefore, in this work, we have decided to conduct a detailed survey 
on existing research to prioritize incoming messages in an IoT environment. As 
our first observation, it is revealed that the prioritization of MQTT messages is 
a rarely explored research area. Only a little related work exists in the focused 
research area. We could identify hardly ten related works in the literature survey. 
We have made a detailed analysis of these works, and the findings are summarized 
as follows. 

The related works we have in the literature use different approaches to assign 
priority to incoming messages in the MQTT protocol. Many approaches determine 
the priority of a message by altering the structure of the MQTT message header. 
For example, Refs. [18] and [22] add a 2-bit priority flag field in the message 
header of an MQTT PUBLISH message to specify the priority of the message. The 
higher the flag value, the higher will be the priority. This approach consequently 
increases the MQTT fixed header size from two to three. Some other research 
in this area used reserved message types (message type 0 and message type 15) 
to denote high-priority messages [21,25]. The message type field is supposed to 
specify the message type value, and how this field can also be used to mention the 
priority needs to be clearly explained in these works. In another attempt, the first 
character of a message topic is used to denote critical messages [19]. If the mes-
sage topic begins with a rarely used special character, the broker can distinguish 
that the message is urgent. In [24], messages are prioritized based on their char-
acteristics. How to specify message characteristics needs to be explained in this 
chapter. The message priority is determined at the client side (publisher side) in 
all the cases mentioned above. In other words, messages from certain publishers 
are preassigned as priority messages. Hence, the publisher client nodes need to 
assign priority to messages generated. MQTT clients are constrained devices with 
limited processing, storage, and communication capabilities. Overloading such 
devices with the responsibility of prioritizing their messages at the time of packet 
generation and publishing is not advisable. 

A different approach is given in Ref. [17]. It assigns priority to messages by 
calculating each publisher’s average frequent rate of incoming messages. A 
message from a publisher with a higher frequency rate is assigned with lower 
priority, and messages from low frequent rate publishers (publishers generating 
messages less frequently) are assigned with higher priority. The most popular 
MQTT broker, the Mosquitto broker, is modified in Ref. [23] to deliver urgent 
messages. An urgent message list is constructed in the Mosquitto broker to store 
urgent messages in addition to the message buffer and subscription list for nor-
mal messages. The research work in Ref. [20] tries to put the responsibility of 
identifying and processing priority messages to the broker. Two threshold values 
are used to identify the messages needed urgent treatment, and a tolerance value 
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is used to reduce the number of packets transmitted. This approach treats critical 
messages immediately as well as reduces network traffic. The survey results are 
summarized in Table 5.2. 

Most of the existing research on prioritizing MQTT messages claims that they 
improve the latency of delivering priority messages, reduce the CPU and RAM 
resources, improve the throughput, etc. However, it is found that most of the 
works were proposals only. Details of actual implementation and experimental 
evaluation should be included in many works. Many of the works put the respon-
sibility of assigning/identifying priority to messages to the constrained publishing 
clients. In IoT applications, the input clients are devices with limited sensing, pro-
cessing, and memory capacity. Hence, it is not desirable to add the extra burden of 
prioritization of messages to such input devices. Some other works propose using 
reserved message types in MQTT message format for assigning priority to mes-
sages. The 4-bit message type field is supposed to specify the message type, such 
as CONNECT, PUBLISH, SUBSCRIBE, etc. It is still being determined how the 
same 4 bits can also be used to denote the priority of messages. In all the propos-
als discussed, some modification/updation is required by the broker. However, the 
implementation details need to be included in most works. For example, in the 
technique that uses the first character of the topic name to determine the priority 
of messages, how the broker identifies priority character is not mentioned. Some 
proposals indicate that a classification component classifies incoming messages 
into different priority queues. Nevertheless, in many cases, the criteria used by 
the classification component to categorize messages need to be clearly explained. 
Our analysis concludes that dealing with emergency messages in the Internet-
of-Things scenario is a yet to explore research area. We could not identify more 
works in this area, and most of the works examined were only proposals. The 
actual implementation details are missing in most of the experiments. Hence, pri-
oritization of incoming messages in the Internet-of-Things applications is an open 
research area with much research scope. 

5.4 FUTURE RESEARCH DIRECTION 

As future expansion of our work, we can design and develop an improved method 
for treating urgent messages in IoT communication protocols. Message Queue 
Telemetry Transport (MQTT) is the most popular communication protocol in an 
IoT environment. Hence, MQTT may be selected for future implementation of 
message priority in IoT networks. In our future work, we expect the clients, pub-
lishers, and subscribers to work normally. No additional overhead is assigned to 
them for prioritizing MQTT messages. Publisher clients generate and forward 
messages in the usual way. The responsibility for identifying important messages, 
assigning priority, and forwarding messages based on priority lies with the pow-
erful broker server. We plan to implement the work using HBMQTT, the broker 
written in Python. HBMQTT broker may be modified to incorporate the priority 
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[17] Frequent rate of 
publishing messages 

[18] Set a 2-bit priority fag
at byte 3 of message 
header 

[19] Using a rarely used 
character as the frst
character of priority
topic 

[20] Use threshold values 

[21] Use reserved message 
types to set priority 

Mosquitto Broker 
Intel i7 Processor 
Windows 10 64-bit 
16 GB RAM

Mosquitto Broker 
Paho Client Library 
Intel i7 Processor 
16 GB RAM
Mosquitto Broker 
Intel i5 Processor 
Windows 10 64-bit 
Raspberry pi as MQTT 
broker 
Paho MQTT client
Raspberry Pi 3 
Arduino board 
Linux-based computer with 
JDK installed

Mosquitto 1.4.13
Ubuntu 16.04.2
Paho MQTT library 

Network Traffc 1. 
CPU Load2.
Consumed RAM3.
Latency4.

End-to-end delay with different QoS 1. 
Latency under different priority levels 2.

Latency with varying message sizes 1.

Packet transmission rate 1.
Energy consumption 2.
Bandwidth utilization3.
Packet loss rate 4.
Transmission delay 5.

Latency of urgent messages1.
Message loss rate2.

Less network traffc 1.
Slightly increased but manageable 2. 
CPU load
RAM consumption at par with3. 
standard broker 
Improved latency 4.
Reduced end-to-end delay for 1. 
priority nodes
Lowest delay when Q0S is 0 2.

Reduced processing time for 1. 
priority messages
Fast processing of high-priority 2. 
messages
Use relatively less CPU resources 3.

40% reduced packet transmission 1. 
rate
Reduced energy consumption 2.
Less bandwidth utilization3.
Reduced packet loss rate 4.
Improved transmission delay 5.
35.3% lower latency for urgent 1. 
messages
Slightly higher loss rate for urgent 2. 
messages 

Table 5.2 Survey Findings on Prioritizing MQTT Messages
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[22] Priority fag set in the
fxed message header 

[23] Maintain an urgent
list to store priority 
messages 

[24] Messages are grouped 
into three priority 
groups based on their 
characteristics

[25] Use reserved message 
type 0 to denote
priority messages 

11 PC’s used as clients (10 
publishers and 1 subscriber)
Mosquitto on Raspberry pi 
board as broker 
Intel i7 Processor 
Mosquitto broker 
Paho MQTT clients
Mininet simulator 
Mosquitto broker 
Paho MQTT clients
VirtualBox to create Ubuntu 
Linux virtual machine (VM) 

Latency with different priority levels 1.
Message throughput 2.
Message transmission time1.
CPU utilization time2.
Poll size (messages processed at 3. 
one loop)
Scheduling time under different 1. 
message sizes

Latency1.
Message loss rate2.

Reduced latency1.
Improved throughput 2.
Urgent messages deliver faster 1. 
than normal messages

Better performance than MQL 1. 
scheduling algorithm 
Schedules more messages for a 2. 
given time 
35.3% lower latencies for 1. 
emergency messages 
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handling procedure. This work will be helpful in many application areas, such as 
healthcare management and industrial environment, to name but a few. 

5.5 CONCLUSION 

MQTT is the most widely used protocol for IoT communications due to its pecu-
liar features such as lightweight nature, suitability for constrained applications, 
and small message header. In many IoT applications, timely processing of critical 
messages from input sensors are crucial. Standard MQTT protocol does not pri-
oritize incoming messages. In this work, we have surveyed the attempts in the lit-
erature to assign priority to incoming messages in the MQTT protocol. We could 
locate very few contributions related to the focused research area, and found that 
many of the existing works are proposals only. The actual implementation details 
are missing in most of the work. Hence our survey opens up a new research area 
in the Internet-of-Things and its communication protocols: prioritizing critical 
messages. The future work is to implement a method to forward critical messages 
on a priority basis without affecting client node performance. 
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Chapter 6 

Three-dimensional User 
Authentication Comprising 
Graphical Pattern, Iris 
Recognition, and One-time 
Password for ATM Transactions 

Md. Ariful Islam, Jahir Ibna Rafiq, Aloke Kumar Saha, 
and Muhammad Firoz Mridha 

6.1 INTRODUCTION 

The authorized individual visits the neighboring ATMs to transact money con
veniently. In the past, customers could only withdraw or deposit money into 
their accounts by visiting banks. Because of technological advancements, we 
now use Automated Teller Machines (ATMs) to transfer money. Historically, 
ATMs’ primary role was to disburse cash in banknotes associated with a bank 
account. ATMs play a significant role in providing customers with convenient 
access to cash and other financial services. To easily transact the money, cus
tomers can use the ATM system 24/7. ATMs are becoming increasingly popular, 
making them a high-priority target for fraudulent assaults by robbers and hack-
ers at the same rate [1]. Physical security can be in threat because any candidate 
may transfer money if the ATM card and pin information are known [2]. ATMs 
typically work with encrypted data, but hackers use hacking devices to decrypt 
these data. As a result, the balance can be stolen by anybody despite the account 
holder’s awareness. Thus, the secure ATM is a major concern. 

Several techniques are proposed to secure user authentication in ATMs, including 
fingerprint reader [3,4], facial recognition [5,6], and one-time password [7,8]. San
geetha et al. [9] suggested an ATM system with fingerprint verification to increase 
protection and safety. Atiqul et al. [10] proposed an ATM transaction system with 
facial recognition with a convolutional neural network which will read the smile of 
the consumer to proceed to the next step. Abiew et al. [8] combined PIN and OTP 
to achieve a secure transaction. However, these techniques are unsatisfactory due 
to their drawbacks. When a client’s hands are sweaty, fingerprint readers may not 
operate properly, and facial recognition may be problematic if the client has been 
in an accident. Thus, we propose a hybrid approach with three-factor authentication 
for more secure ATM transactions. As a result, if one strategy is vulnerable to hack
ers, the other two are advantageous for security. Our proposed framework adds two 
extra layers of security to the typical PIN number-based ATM machine to improve 

 
 

 
 

   

 

 
 
 

  
 

 

 
 
 
 

 

 
 
 
 
 
 
 
 

 
 

-

-

-

-

https://doi.org/10.1201/9781003474111-6


 

 

 

 

 

 
 
 
 
 
 
 
 
 
 

  
 

 
  

Three-dimensional User Authentication 97 

the authentication process for standard and dependable ATM transactions. The over-
all contribution of the chapter is as follows: 

We introduce a three-factor authentication mechanism for secure ATM transactions. 
We replaced existing PIN code authentication with iris recognition, one-

time password (OTP), and graphical pattern password based on Google’s 
Android pattern unlocking mechanism [11]. 

We propose an encryption method to maintain the pattern password’s security. 

The remaining of the chapter is organized in the following order: Sections 6.2 
and 6.3 highlight the related work and preliminaries in this domain. Section 6.4 
narrates the proposed methodology. Section 6.5 narrates the performance evalu-
ation of our proposed methodology. Section 6.6 illustrates the benefits of using 
our proposed methodology. Section 6.7 finally brings the chapter to a conclusion. 

6.2 RELATED WORK 

Many studies are conducted due to the expansion of the usage of ATMs to make 
transactions safer. 

A study by Oruh and Ngozi [12] covers authentication (three-factor) for the 
Teller System Automated Machine, highlighting security flaws in the two-factor 
authentication technique of the ATM system, which presently uses the password 
and smartcard for banking transaction authentication. According to the findings of 
this study, authentication (two-factor) does not offer proper privacy of ATM sys-
tem. A system proposal for incorporating biometric security as a third verification 
in the scheme was created, leading inside a three-identification ATM system that 
incorporates client smartcard, owner PIN, and user biometric data. 

Nti et al. [13] stated that various systems require reliable personal recognition sys-
tems to approve or confirm the characteristics of an individual requesting a service. 
The goal of this system is to make sure that the services provided are accessible only 
to the intended users and no one else. These systems are prone to impostor deception 
in the lack of powerful individual recognition techniques. Due to its conventional 
authentication technique, ATMs have been hit hard throughout the years from PIN 
thievery and alternative ATM thefts. The authors present a multifactor authentication 
security setup to increase the safety and security of ATMs and its users. The suggested 
system has a three-tiered design structure. The verification module is the first layer, 
and it focuses on the enrollment phase, enhancement phase, feature extraction, and 
fingerprint matching. The second tier is the database end, which serves as a repository 
for all ATM customers’ preregistered fingerprints as templates and PINs as text. The 
last tier provides a system platform for linking financial transactions such as balance 
inquiries, mini statements, and withdrawals. For the implementation phase, Micro-
soft Windows 8 was utilized as the operating system platform, with C# programming 
language serving as the front-end development and SQL server 2010 serving as the 
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backend. The application was evaluated using the false acceptance rate, false rejection 
rate, average matching time, and total error rate, which demonstrate the protection and 
dependability of the projected system to identify and verify ATM users. 

Ghodke et al. [14] stated that biometrics authentication has various benefits 
over conventional authentication systems, and its use for user authentication has 
increased significantly in recent years. The existing security of the ATM system 
was enhanced in this project by incorporating the user’s palm print into the bank’s 
database to further authenticate the user. This was accomplished through the 
design and development of an ATM simulator which simulates a conventional 
ATM system. The final outcome is a more secure biometrically validated ATM 
system that boosts client confidence in the banking sector. 

Alzamel et al. [15] explained that because of the continual development in elec-
tronic transactions, the Automated Teller Machine has become the primary transaction 
route to conduct monetary transactions. Traditional forms of identification, such as ID 
cards, or exclusive information, such as a social security number or a password, don’t 
seem to be entirely reliable. Nevertheless, this has multiplied the quantity of dishonest 
actions administered on Automated Teller Machines, necessitating the implementa-
tion of effective security systems as well as the necessity for rapid and precise specific 
person’s identity and verification in ATMs. An integrated fingerprint biometric identi-
fication solution for POS networks is proposed in this study as an additional security 
option for ATM cards. A fingerprint biometric technology with personal identifying 
numbers was utilized for authentication to boost security. The proposed solution 
would handle customer concerns like theft, counterfeiting, card loss, and oblivion. 
As a result, the client will be recognized by placing on the reader of ATM machine of 
his target finger (based on finger scanning), and the system will identify the consumer 
without the need for keys or support cards. Author circulated a questionnaire to 586 
respondents, and the findings demonstrate the necessity of fingerprint biometric iden-
tification for POS networks as an additional security feature for the ATM card. 

Although the proposed solution would alleviate consumers’ difficulties, like 
theft, counterfeiting, forgetfulness, or card loss, it is quite expensive. 

Another study by Sudharsan et al. [16] suggested an approach for user authenti-
cation in ATM with One-Time PIN (OTP) generated for a registered mobile num-
ber linked to a bank account. Voting is very important in electing the appropriate 
person to lead the country. The major goal of authors is to execute two activities, 
namely, money transaction and ATM voting applications, by providing authenti-
cation such as biometric—fingerprint and facial recognition—by comparison with 
the National ID card for better security and privacy. This voting system through 
ATMs makes it easier and faster for consumers to improve their vote percentages. 

Taralekar et al. [7] stated that each individual has multiple bank accounts at 
different banks, many people need various ATM cards for transactions, and each 
account can have its own PIN. In the traditional system, the ATM’s customer iden-
tification system relies only on bank cards, secure PIN numbers, and other methods 
of identity verification, measures are imperfect and functions too limited, and some-
times people forget the security PIN or it gets stolen, the card gets lost or stolen. A 
modern ATM terminal customer identification system, “One touch Multi-banking 
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Transaction system utilizing Biometric and GSM Authentication,” is being offered 
to overcome shortcomings in older ATM systems. One of the most secure solu-
tions is biometric-based fingerprint verification; illegal access is limited since each 
fingerprint is unique. This solution also guarantees a protected GSM (OTP: one-
time password) transaction. When compared to a standard ATM system, which has 
minimal risk overhead in managing numerous account transactions and achieves 
excellent security. However, if the phone is stolen along with the card, the amount 
can be stolen, rendering the proposed systems unreliable [16]. 

Karovaliya et al. [17] also proposed a framework combining OTP and face 
recognition for improving ATM’s security. Moreover, the authors stated that there 
are some minor faults in the face recognition approach. It fails to recognize a face 
when aged, or beards, hats, and spectacles are used. The goal of their study is to 
strengthen the security of the traditional ATM mechanism. Authors have proposed 
a new approach that improves the entire experience, usefulness, and convenience 
of ATM transactions. Face recognition and one-time password are tools that help 
to secure accounts and protect user confidentiality. Face recognition technology 
allows the system to recognize each user individually, so making the face a key. 
This completely eliminates the potential of fraud caused by ATM card theft and 
duplication. Furthermore, the OTP is randomly generated which saves the user 
from having to remember the PIN as it works like a PIN. 

A study by Abiew et al. [18] proposed a low-cost authentication mechanism for 
ATMs. In their system, they offered an OTP-based authentication method for ATMs 
that uses keyboard dynamics. Financial institutions like banks all around the globe 
have utilized and continue to employ Automated Teller Machine technology to extend 
banking hours 7-24 and provide convenience to their customers. Modern ATM sys-
tems are fully network-based computerized systems, and as is the case with these sys-
tems, their security must be prioritized. Authentication is one of the most significant 
ways for guaranteeing safe networked systems. Authentication is the process of con-
firming a user’s or a process’s identity while attempting to access system information 
resources. One of the most effective traditional methods of securing digital systems 
is through good authentication techniques and schemes. The most essential choice in 
designing secure systems is likely to be selecting an authentication technique that is 
appropriate for the environment. Authentication protocols can only authenticate the 
connected party or both the connecting party and the connected party. Typically, the 
verification procedure is established on authenticating elements such as facts, quali-
ties, actions, or information that are only known to the claimant and the verifier. There 
are three methods of authentication depending on these factors: knowledge-based, 
token-based, and biometrics-based. Focusing on the strengths of the three primary 
authentication classes, authors devised and implemented a safe and hybrid cost-effec-
tive authentication framework for ATM systems in this study. 

This approach is based on the user’s typing speed of his password. Although 
this approach does not require any additional hardware, it is unreliable when the 
user suffers from hand discomfort, and his typing speed varies. Thus, we propose 
an approach combining iris recognition, OTP, and graphical pattern passwords to 
authenticate the user. 
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6.3 PRELIMINARIES 

This section represents all the necessary technology related to this study. 

6.3.1 Automated Teller Machine 

An ATM [19] is a specialized computer device that allows bank account users to 
easily manage their money. It may be used to generate account activity or transac-
tion reports, check account balances, retrieve or deposit cash, and even purchase 
stamps. After 50 years, ATMs are still in operation countrywide. The first one was 
utilized in London in 1967. ATMs may be located on-site or off-site. ATMs placed 
on-site are found in financial institutions. Customers benefit from more availability, 
variety, and convenience, while banks increase transaction income, save operating 
expenses, and make the most of staff resources. Off-premise ATMs are often located 
where there is a straightforward demand for cash, such as airports, food and con-
venience stores, and shopping complexes. ATMs are straightforward data terminals 
that include two input and four output devices. They must establish a connection 
with and communicate with a host processor. The host processor acts as an ISP, 
which act as a gateway through which card holder’s bank account can access all the 
different ATM networks with a bank card. Figure 6.1 shows an example of ATM. 

Figure 6.1 Example of an ATM. 
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6.3.2 Personal Identification Number 

A lot of computerized banking transactions uses a personal identification num-
ber (PIN) [20], which is a numerical code. A PIN is employed to extend the 
amount of security for electronic transactions. Personal identification number, 
which enhance account security, is typically used with a debit card linked to 
one’s bank account. 

At the time a debit card is issued, the cardholder must choose a special PIN 
that he or she must enter each time he wants to withdraw money from an ATM 
and often when he wants to make purchases at different merchant establishments. 
PINs are utilized in a range of additional applications, including home and mobile 
security, just like passwords. A PIN is essentially a digital tool for confirming 
one’s identification. Figure 6.2 shows an example of PIN for an ATM boot. 

Typically, PINs are four to six digits in length and are either supplied by the 
issuing bank using a coding technique that makes each PIN unique, or they are 
chosen by the account user. The PIN is usually sent to the cardholder in addition 
to the associated card or entered at the local branch when creating an account in 
person through email. When selecting a PIN, it should be simple for the account 
owner to recall yet tough to break for the intruder. A short and simple PIN, such 
as “123” or easy-to-guess numbers in case of fraud, common information, such as 
the account holder’s date of birth, wedding anniversary, or social security num-
ber, are discouraged. Account holders must use caution in the time of providing 

Figure 6.2 Application of PIN for ATM. 
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or disclosing their personal identification number in order to avoid unauthorized 
access to banks. 

6.3.3 Internet Service Provider 

An authority that provides Internet connectivity to both commercial and personal 
users is known as an Internet service provider (ISP) [13]. ISPs charge their cus-
tomers for surfing the web, shopping online, doing business, and interacting with 
family and friends. Initially, only federal agencies and a few academic departments 
had access to the Internet. In the late 1980s, the technology for giving extensive 
public access via the World Wide Web was established. Consumers originally had 
limited access through numerous ISPs, with America Online (AOL) being one of 
the most successful at the time, which employed dial-up connectivity through a 
phone line. Figure 6.3 shows an example of ISP. 

Even during the mid-1990s, the quantity of ISPs surged to many thousand, 
and the surge was on. The Internet economy was formed as connectivity options 
expanded and speeds moved away from slower dial-up connections. More sophis-
ticated technology was created by providers, providing aspect of every business 
access via bandwidth via cable and digital subscriber line (DSL) modems. 

A multilayered network of links lurked beneath it all. Clients were sold access 
by local ISPs, while bigger ISPs paid for it. In turn, these larger ISPs paid even 

Figure 6.3 Working process of ISP. 
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larger ISPs for access. The path is taken by operators, who can access all network 
hotspots for free. These firms control the infrastructure in their respective regions. 

Internet companies link their customers to the Internet, whereas simple access 
providers simply manage communication between individuals and the Internet at 
large. Other services, however, may be included based on the customer’s location 
and availability. These services include email, web hosting, domain name regis-
tration, and browser and software packages. 

Households and companies have come to expect the ability to access to the 
Internet from any place, whether at home or at a nearby coffee shop. To provide 
high-speed connectivity, businesses must invest in high costs such as fiber optics. 

ISPs sometimes appear to have a monopoly in their regions due to the high cost 
of investment. Thus, a given company can dominate almost all or all of the mar-
ket in a particular region. Enterprises in the United States may appear to function 
under an oligopoly compared to monopoly, in which two or more companies work 
together for market advantage. This notion is supported by the fact that certain 
large American ISPs grew up on infrastructure left over from the original telecom 
monopoly, Ma Bell. 

Existing ISPs are financing infrastructures and will be the sole players in this mar-
ket until new technologies that don’t rely on fiber emerge. Consider Starlink, an 
organization under SpaceX formed by Elon Musk that is constructing a low-latency, 
broadband Internet system aimed at meeting the demands of customers worldwide, 
powered by a network of low Earth orbit satellites. Because of the increasing need for 
faster speeds and a better Internet experience, some of the largest ISPs have begun to 
invest extensively in 5G wireless technology. 

6.3.4 Digital Subscriber Line 

The Digital Subscriber Line (DSL) [19] is one of numerous methods that pro-
vide Internet access and information to homes and businesses. DSL is differen-
tiated by the fact that it utilizes existing telephone lines/connections with little 
changes. Our phone provider supplied “dial-up” service in the early days of the 
“World Wide Web” (the 1990s, not the 1890s), which was unreliable and took 
up the phone line. DSL was created to meet the growing demand for Internet 
access, including faster and stronger connections. Figure 6.4 shows an example 
of DSL. 

DSL connects our house to the Internet through phone lines, allowing our fam-
ily to utilize the Internet while still making phone calls. This works because DSL 
divides telephone transmissions into three frequency bands. The lowest band is 
used for calls and the other two bands are used for Internet activities such as 
uploads and downloads. 

Since DSL is delivered over phone lines, it makes sense that the main provid-
ers would be the phone companies. AT&T is the biggest telecommunications firm 
in the world and top supplier of DSL services. Verizon and Century Link both 
provide DSL service. 
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Figure 6.4 Working process of DSL. 

DSL isn’t as prevalent as it was 20 years ago because providers are transition-
ing to the future generation of web technology: fiber optics. Additionally, popular 
cable companies often offer Internet connections that are much faster than DSL. 

A better inquiry may be, “How slow is it?” Their top speed is 15 Mbps, which 
they refer to as “lightning.” DSL connections normally have a speed restriction of 
6 Mbps, although many cable providers provide peak rates of 100 Mbps. The mid-
range cable Internet bundle will most likely give download rates of 25–50 Mbps. 

Yes, it is getting better by the day. To begin with, today’s DSL is almost proba-
bly ADSL, a technological advancement over the original technology. But there is 
more: ADSL+2, which is billed as “an improvement of ADSL broadband technol-
ogy” and significantly speeds up downloads. But don’t get your hopes up: to find 
ADSL2+, we’ll almost surely need to reside in a major city or heavily populated 
area, and we’ll need to be close to the phone company’s “central office.” 

True, true. People who have a choice, have done their homework, and want 
a quicker connection will not accept DSL in any form. Speed is everything 
these days and dial-up is dying out. In actuality, DSL providers, according to 
new research, would like to replace DSL with fiber optics in the future, the most 
contemporary technology. The FCC does not appreciate the concept of big firms 
leaving customers or pressing them to move to better—and more expensive—ser-
vices, despite the fact that the product is much superior. 
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Though home broadband use consumes the majority of this time, business 
Internet use is as important. Internet-related businesses have dominated income 
development in the twenty-first century, with the Digital Economy estimated to be 
worth $3 trillion. Modern business is now centered on Internet-related activities. 
Remember that before we can engage in any Internet-related activity, we must 
first choose the sort of Internet connection we require. Although there are other 
possibilities, we’ll focus on DSL versus connectors because so many small busi-
nesses are unsure of the distinctions. 

DSL is an early Internet technology that served as a forerunner to dial-up. It 
just transport data and link us with the Internet using our phone line. DSL connec-
tions are classified into two categories: asymmetric and symmetric. Asymmetric 
delivers faster downloads and slower uploads, whereas symmetric gives similar 
upload and download speeds. Unlike cable, DSL gives a dedicated, uninterrupted 
link to our firm, preventing any potential neighbors from using our connection. 
Furthermore, DSL provides a continuous Internet connection. 

Internet connection differs from DSL in that it forms coaxial cables to transport 
wire to our office rather than phone lines. Similar to DSL, our Internet provider is 
able to provide us with the required hardware, such as a cable modem as opposed 
to a DSL modem. Inside our workplace, the modem is connected to a coaxial 
wire, which converts the signal into data that our devices can transmit and receive. 
Furthermore, because cable Internet uses a shared network, it may function poorly 
and underperform during times of high Internet traffic. This is a significant dis-
tinction between DSL and cable. 

6.3.5 Near-field Communication 

The likelihood of human error is greatly reduced with near-field communications [21], 
as the receiving device receives your data immediately after you give it. For instance, 
a pocket dial or going by a location with an NFC chip implanted may ensure that you 
do not unintentionally buy something (known as “smart poster”). When employing 
near-field communication, you ought to act consciously. Due to the limited functional-
ity of smartphones with dead batteries, customers may still want a secondary payment 
system even when NFC technology becomes widely used. However, it has to be seen 
whether this is a long-term drawback of NFC technology. 

NFC is arguably best known as the technology that enables customers to pay 
for goods and services using their smartphones. NFC technology is utilized in 
payment systems such as Apple Pay (NASDAQ: AAPL) and Google Wallet 
(NASDAQ: GOOG). Although NFC is not yet accessible in the Amazon Echo 
(NASDAQ: AMZN), here is an example of when near-field communications may 
be useful. Think of using the Echo’s tap-to-pay feature to pay for the pizza (or 
whatever else) you just bought. Figure 6.5 shows an example of NFC. 

The first NFC-capable phone was introduced by Nokia in 2007, and by 2010, 
the telecommunications industry had started more than 100 NFC testing initia-
tives. The Metropolitan Transit Authority (MTA) in New York City created a 



 

 

 

  

106 Emerging Trends for Securing Cyber Physical Systems 

Figure 6.5 Near-feld communication. 

system in 2017 that enables users to pay subway fees using NFC. What follows 
is history, as they say. 

Beyond streamlining and expediting the payment process, near-field commu-
nications offer a wide range of uses due to its constantly growing frontiers. Glob-
ally, hundreds of millions of contactless cards and readers are now in use for a 
variety of purposes, including operating unmanned toll booths, monitoring library 
books, managing inventories and sales, protecting networks and buildings, and 
preventing auto theft. 

The cards we use to pass through card scanners in subway ticket machines and 
on buses are powered by NFC technology. Speakers, household appliances, and 
other electrical gadgets that we can monitor and manage with our cell phones 
potentially include it. With just a tap, NFC can also be utilized to turn on Wi-Fi 
and Bluetooth devices in our houses. 

6.4 METHODOLOGY 

Our research proposes a mixed breed methodology for clients verification strategy 
dissimilar to the only PIN code-based information sources or bio-measurements 
input. The framework of our proposed methodology is depicted in Figure 6.6. The 
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Figure 6.6 Proposed framework. 
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first part of our procedure is the graphical pattern password which is elaborated in 
Section 6.4.1. The second part is iris recognition elaborated in Section 6.4.2 and 
the last part one-time password is described in Section 6.4.3. And lastly, we added 
details of functional paces in Section 6.4.4 which gives an overall description of 
the transaction process. 

6.4.1 Graphical Pattern Password with Lightweight 
On-premise Data Encryption System 

In our preferred verification system, these graphical pattern password input frame-
works are obtained from the unlock system of Google’s Android Pattern [22]. The 
idea is to create lines on the touch interface by connecting the dots, which can 
identify with some proper pixel coordinates acting about as a state of the tap 
(resembles dots image to address) which will be correlated against the stocked 
one. In Figure 6.7(a), a grid containing explicit dots is portrayed. On the touch-
screen, a dot includes fixed pixels, laid with a circle-shaped sign, and addressed 
with two-dimensional directions (X, Y). 

In Figure 6.7(b), we simulate a client’s input that joins the dots to make a pat-
tern. Here, dots demonstrate where the client starts and how he is moving to make 
the stocked pattern. From beginning to end, clients need to draw the pattern with-
out lifting up the contacting finger/pointer. A lift-up event is granted as the end of 
the pattern path. Presently, ATM metamorphoses the pattern into something sig-
nificant that seems to be a traditional password. For this, we are appraising a Grid 
function that changes over the way into pre-characterized number arrangements. 
A two-digit decimal number for every cell which contains a dot is relegated by 
the Grid function. In Figure 6.7(b), the speck which is in arrange (4,3) dole out 
number 34 just like Figure 6.7(c). So, we can recalculate the subsequent pathway 
that the client has drawn before. Path = (4,3) then (3,3) then (2,2) then (1,2) then 
(1,3) then (2,2) then (3,2) then (4,1) then (3,1) and then (2,1). 

We offered an encryption strategy that has been inferred just after the making pat-
tern to keep the secrecy of the pattern password. As we are just taking care of a series 
of numbers for information encryption, we have enacted an asymmetric encryption 
strategy that is insubstantial with remembering that ATMs have restricted handling 
limits. To accomplish this, we evaluated PRESENT as an encryption algorithm [23]. 
The PRESENT algorithm is 2.5 occasions less compact than the AES algorithm [24]. 
The very same key is required for both encrypting and decrypting in the symmetric 
encryption algorithm. Despite that, there is an issue about how the encryption key is 
conveyed through the system as it is undependable if somebody can take the key dur-
ing dispatch. Utilizing the pattern password of the particular client will go about as 
an origin of the prime key, which will reuse with PRESENT algorithm to produce 80 
secret bits key. This recently determined mystery key digit stream that was procured 
before will be encoded. As a similar code is pre-stocked with the specific client’s 
account, the server could recover the prime key for decrypting the note sent from the 
ATM with that specific account. 
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Figure 6.7   The graphical pattern password system. 
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Figure 6.7 (Continued). 

6.4.2 Iris Recognition 

We incorporated iris recognition, often known as iris scanning, which is a tech-
nique of generating a high-contrast iris image of a person utilizing visible and 
near-infrared light. This is the process of employing visible and near-infrared light 
to generate a high image of iris. It is a biometric technique that works similarly 
to fingerprint readers and face recognition. Iris scans can determine the people’s 
irises’ unique patterns. Iris recognition operate by illuminating the iris with invis-
ible infrared light to detect distinctive patterns that is invisible to the human eye. 
Our system utilizes iris scanning as it is faster and more accurate than fingerprint 
or face-recognition scans because it is easier to disguise or change one’s face or 
fingers than to change one’s eyes. The iris scan is done with a scanner installed 
at an ATM. Around 240 biometric features are captured by iris scanners, and they 
are unique in each eye. After that, the scanners convert the data into a digital rep-
resentation. The information extracted from the image of the iris is compared with 
the saved information in the bank database. 

The different patterns in the irises, or colored circles in people’s eyes, are 
detected via iris scanning. Infrared light is used by biometric iris recognition 
scanners to illuminate the iris and identify distinctive patterns that are invisible 
to the eye of a human. Iris scanners locate and remove iris-obscuring objects like 
eyelids, eyelashes, and specular reflections. Then, we get the finished product 
which is a group of pixels that only include the iris. After that, a bit sequence that 
encrypts the data in the iris is obtained by looking at the pattern of shades and 
shapes in the eye. One-to-one template matching is applied for digitizing this bit 
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pattern and comparing it to templates that are kept in a database for identification 
or verification. Iris scanning cameras can be wall-mounted or portable, or they can 
be handed and portable. Iris scanners capture approximately 240 biometric char-
acteristics, the combination of which is unique to each eye. Then, the scanners 
convert the data into a digital format. A computer database stores the quantitative 
representation of information collected from the picture of the iris. Iris scanning 
is sometimes combined with other biometrics, including fingerprints and facial 
recognition. 

6.4.3 One-time Password 

For implementing a one-time password system, we used a text message service. If 
the user is identified by iris scanning, an OTP is delivered to the user’s phone via 
text messages. Citizens of rural areas have old phones without Internet connec-
tions, so text messages are preferred. The user receives OTP instantly after pass-
ing the iris recognition test. The user has to enter the 6-digit OTP within 2 minutes 
of receiving it. If the code is entered incorrectly, the account will be disabled tem-
porarily, and a notification will be sent to the registered cellphone number. This 
feature is added to limit the use of fraudulent ways of ATM transactions. We have 
now arrived at the point where we can scan and print actual irises by 3D printing 
[25]. The implementation of OTP helps to prevent 3D-printed iris attacks. 

6.4.4 Details of Functional Paces 

The client puts their card into card spaces, and ATM takes the card inside and 
peruses and gathers fundamental client information from the card. Card provider 
merchants get all the data accumulated from the card to recognize the real ben-
eficiary bank server. Beneficiary bank server then permits to acknowledge fur-
ther inputs and informs the specific ATM about the further client inputs. Then 
the ATM allows for inputting the graphical pattern password, which conveys a 
4 × 4 grid interfacing with dots by contacting, starting with one-by-one dots to 
make a pattern. The grid translation function converts the pattern to digits, with 
each grid cell being designed by a specified two-digit number. Currently, when 
using the PRESENT symmetric cryptography method, an encryption key creation 
function generates an 80-bit key. The same algorithm encrypts the stream utiliz-
ing the secret key produced from the inputs of the clients prior to transmitting a 
particular bank server. PRESENT algorithm assesses a 64-bits block serially to 
employ encryption and begins transmitting the coded note across the ATM net-
work foundation toward the server. Afterwards, the bank server begin decoding 
the encrypted bits with the similar secret key produced by a similar PRESENT 
algorithm from the put-away pattern code of that particular client account and 
reformate the digits from the previously sent, encrypted memo from the ATM 
to analyze it with a pre-stocked pattern password on that specific record. Here, 
our consideration is the pattern password, which was enrolled during the account 
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opening time by the actual clients who had to embed their own graphical pattern 
password with client interfacing gadgets from appointed branches. At that point, 
the graphical pattern password was changed into digit stream to stock in particular 
client represent forthcoming validation. 

From that point onward, second-dimensional client info will be grasped, which 
is iris recognition. The iris scan will be done with a camera, excluding eyelids, 
eyelashes, as well as specular reflections that frequently cover some iris areas. 
The final result is a group of pixels that only include the iris. The information 
from the iris is then encoded into a bit pattern using the contours and coloring of 
the eye. One-to-one template matching will be performed with the stored template 
in a database for verification. When the verification is performed and the user is 
identified as an authenticated user, the user will receive an OTP. The user has to 
provide the OTP through ATM to the bank. The bank server will allow the client 
validation by permission notice to the ATM for additional procedures or deny 
access if the OTP does not coordinate with one another. 

6.5 EVALUATION 

We evaluated our proposed system with a set of experiments. Man-in-the-mid-
dle attack, shoulder-surfing, and brute-force attack are considered for evalu-
ating our proposed system. These attacks are possible in previous systems 
that utilize only pin code. Our proposed system is not vulnerable to shoulder-
surfing and man-in-the-middle attack because our proposed architecture com-
prises iris scan along with pattern password and OTP. Shoulder-surfing is only 
achievable in a situation where the perpetrator can see the user’s finger move-
ments as he inputs his pin code. Shoulder-surfing is utterly unfeasible because 
the participant is verified by his iris. Our authentication system requires more 
time, but it is not vulnerable to man-in-the-middle and brute force attacks. By 
using trial and error, a brute force assault attempts to guess passwords and 
encryption keys. Hackers experiment with every possible combination with 
the intention of obtaining it right in a PIN-based authentication system. The 
proposed authentication system’s performance comparison with the previous 
system is given in Table 6.1. 

Table 6.1 Result Analysis of the Existing and Proposed System 

Vulnerable to Man- Vulnerable to Vulnerable to Brute 
Authentication System in-the-middle Attack Shoulder-surfng Force Attack 

[?] ✓ ✗ ✓ 
[?] ✓ ✓ ✓ 
[?] ✓ ✗ ✓ 
Our proposed system ✓ ✗ ✗ 
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6.6 ESTIMATED RESULTS AND BENEFITS 

In our recommended technique, some underlying welfare can be checked. The 
following are some remarkable focuses that show the given technique’s welfare 
as far as adaptability and viability: 

• Effectively re-programmable to change any function, which can give an 
advantage to the banks to update the planning unique/exceptional starting 
with one bank then onto the next. 

• Utilizing an on-premises encryption strategy can keep up with the honesty 
of the client’s information. 

• Iris recognition system avoids the danger of stolen graphical pattern pass-
words or hacking. 

• By using the OTP, we have mitigated the risks associated with biometric 
authentication. 

6.7 CONCLUSION 

ATMs are a convenient method for clients to meet their financial needs. ATMs are 
located all over the world and are used by a significant majority of the world’s 
population. As a result, ATM transactions must be both safe and efficient. A graph-
ical pattern password was fused with iris recognition and OTP for user authentica-
tion to improve the level of security. To make it more secure against hackers, we 
proposed an encryption mechanism. We are confident that our suggested combi-
nation of three authentication methods improves the trustworthiness and security 
of ATM transactions. This method may be combined with the Internet/mobile 
banking system and other emerging types of authentication systems such as NFC-
based gadgets or IoT-based gadgets, which can eliminate the requirement for a 
conventional ATM card. We intend to enhance our authentication system for phys-
ically disabled people, as it is currently incompatible with their circumstances. 



 
 

  

 

 

 

 
 
 
 

Chapter 7 

Cybersecurity Risk 
Management Framework for 
Cyber-physical Systems 

Edyta Karolina Szczepaniuk and 
Hubert Szczepaniuk 

7.1 INTRODUCTION 

The term cyber-physical system (CPS) was proposed by H. Gill in 2006 and is 
currently one of the priority innovations for the “Industry 4.0” concept. Key tech-
nology trends underlying CPSs include Internet-of-Things (IoT), big data, Smart 
Technologies, and cloud computing [1]. 

As defined by H. Gill: 

Cyber-Physical Systems are physical, biological, and engineered systems 
whose operations are integrated, monitored, and/or controlled by a computa-
tional core. Components are networked at every scale. Computing is “deeply 
embedded” into every physical component, possibly even into materials. 
The computational core is an embedded system, usually demands a real-time 
response, and is most often distributed. The behavior of a cyber-physical sys-
tem is a fully integrated hybridization of computational (logical) and physical 
action [2]. 

In other words, CPSs are “smart systems that include engineered interacting net-
works of physical and computational components” [3]. In such systems, physical 
objects and computing resources are tightly integrated and show some degree of 
continuous coordination with each other [4]. An essential feature of CPS is the 
tight integration of the computing layer and physical processes. CPSs often take 
the form of embedded systems and networks to monitor and control physical pro-
cesses that operate in a feedback loop. In this architecture, physical processes are 
the data source for computing the objects’ control signal [5]. In this context, the 
scope of the application of CPSs makes cybersecurity one of the critical condi-
tions for their further development. Moreover, these systems have specific cyber-
security problems that are different from traditional information systems. 

Attacks on CPSs may destabilize critical infrastructure, including violating the 
attributes of information security and disrupting the continuity of the organization’s 
operation and the availability of the service. The complexity and interdependence of 
different elements of CPSs can also increase the risk of a cascading effect caused by 
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a cyberattack. In this context, cyberattacks on CPSs pose a serious threat to interna-
tional security and many national security sectors, including human life and health. 
Duo et al. presented an overview of selected cyberattacks on CPSs [6]: 

• An attack on an Iranian nuclear power plant using the Stuxnet worm (2010) 
• Ransomware attacks on companies and institutions in many countries using 

WannaCry software (2017) 
• Attacks on healthcare facilities during the COVID-19 pandemic, for exam-

ple, on a Czech hospital (2020) 
• A ransomware attack on a US fuel pipeline that resulted in the shutdown of 

a critical fuel network (2021) 

The above-mentioned attacks on CPSs illustrate the possible scale of the effects of 
cybersecurity threats. It can be assumed that the development of new services and the 
increase in the amount of processed data may lead to problems with the security of 
CPSs, such as the intensification of cyberattacks and the need to use protection meth-
ods [7]. The outlined context shows the need for research on the security of CPSs. The 
literature emphasizes that risk management is an important element of implement-
ing cybersecurity solutions for CPSs (see, e.g., [8,9]). This process makes it possible 
to detect vulnerabilities, identify threats, and implement adequate risk minimization 
strategies. The subject of this chapter also takes into account research directions sup-
ported by many countries and international organizations (see, e.g., [10,11]). 

The chapter’s main objective is to develop a risk management framework for 
the cybersecurity of CPSs. The chapter proposes a model of the risk management 
process, which includes theoretical issues related to risk management, the archi-
tecture of CPSs, security requirements, threats, vulnerabilities, and elements of 
risk management. The research results can be a reference point for implementing 
solutions for the cybersecurity of CPSs. 

The chapter structure results from the adopted research objectives and includes 
an introduction, research methodology, four substantive sections, conclusions, 
and references. The first section discusses the systemic aspects of cybersecurity 
risk management in CPSs. The next section concerns the analysis of the CPS 
architecture and the formulation of cybersecurity requirements. The third part 
describes the threats and vulnerabilities of CPSs and proposes their classification 
for risk management purposes. The last section presents the proposed model of 
the risk management process in the cybersecurity of CPSs. The chapter ends with 
a summary of the research results and references. 

7.2 RESEARCH METHODOLOGY 

The chapter deals with the complex issues of risk management in the cybersecu-
rity of CPSs. This subject matter is an interdisciplinary issue, as it finds its basis 
in technical sciences, security sciences, and management sciences. Moreover, 
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-n pract-ce, there are many norms, standards, and methodolog-es relat-ng to the 
-ssues of IT systems r-sk management -n organ-zat-ons. Therefore, the research 
methodology -s based on a system-c approach that enables the analys-s of research 
issues based on various scientific fields. 

The chapter’s main objective is to develop a risk management framework for 
the cybersecurity of CPSs. This goal was concretized with the following specific 
object-ves: 

• Character-zat-on of a system-c approach to r-sk management for the cyber-
secur-ty of systems 

• Analysis of CPS architecture and definition of cybersecurity requirements 
• Identification of threats and vulnerabilities for CPSs 
• Develop-ng a r-sk management process model -n the cybersecur-ty of CPSs 

In order to -mplement the above assumpt-ons, a research approach based on a 
system analys-s was adopted. In add-t-on, the chapter uses research methods such 
as analys-s, synthes-s, abstract-on, general-zat-on, and model-ng. 

7.3 SYSTEMIC ASPECTS OF RISK MANAGEMENT IN 
THE CYBERSECURITY OF CPSS 

Risk is a complex and ambiguous concept. Risk definitions emphasize its vari-
ous aspects depending on the scientific discipline and the area of activity of the 
ent-ty, e.g., a person, an organ-zat-on, or a state. The Informat-on Systems Aud-t 
and Control Association (ISACA) presented one of the universal definitions of 
this category. ISACA defines risk as “the combination of the probability of an 
event and its consequence” [12]. This approach treats risk as a relation between 
the probab-l-ty of an event and -ts consequences. Th-s -nterpretat-on allows for the 
assumpt-on that r-sk management may be an essent-al element of dec-s-on-mak-
ing, also in hazardous conditions. Regardless of the definition adopted, many risk 
typologies in the literature allow distinguishing its various types (see, e.g., [13]). 

For further analysis, the definition of Kaplan and Garrick was adopted, who 
developed a mathematical definition of risk presented by the following set of 
triples [14]: 

R ˜ ° ,  , ,  ˛s l x- -  - (7.1) 

where 
s-  is the identification or description of the scenario; 
l- -s the scenar-o probab-l-ty; and
 x- -s the consequence or measure of the scenar-o assessment, -.e., the measure of 
harm. 



 

  

 

 

  
 

  

  
 

   
 
 

  

Cybersecurity Risk Management Framework 117 

In this chapter, the above interpretation of risk is limited to the issues of CPS 
cybersecurity. Therefore, the discussed category will be treated as a relation 
determining the probability of a threat to CPS and its consequences. Moreover, 
one of the research assumptions is adopting a systemic approach that considers 
the system’s vulnerability and resilience to threats in the risk assessment (see, 
e.g., [15]). The following elements and relationships in risk management can be 
distinguished: 

• Threat: It is any undesirable phenomenon (process, event) from the point of 
view of an undisturbed operation of the system [16]. The ISO/IEC 27000 stand-
ard defines this term as “a potential cause of an unwanted incident” [17]. Threats 
exploit system vulnerabilities and increase the risk of a security incident. 

• Vulnerability: It is a system weakness that can be exposed to a threat or can 
be used to negatively affect the system [15]. In other words, vulnerability is 
a security flaw that increases risk and exposes assets to impairment. 

• Risk: It is expressed by the relationship between the threat and vulnerability and 
the size of the effects caused by the materialization of threats [18]. The elements 
that increase the risk are the vulnerabilities, threats, and value of acts. 

• Security measures: These are mechanisms that protect against threats and 
minimize the risk of their occurrence. Implementing security measures 
depends, among other things, on the system’s security requirements. 

• Assets (resources): According to the ISO/IEC 27001 standard, it is “any-
thing that has value to the organization” [19]. Moreover, ISACA indicates 
that they may have tangible and intangible values [12]. This approach dis-
tinguishes the following: human, information, financial resources, and infra-
structure. Vulnerabilities are a factor that exposes resources to impairment. 

• Asset value: Assets have values that depend on the type of resources and the 
specifics of the organization. In cybersecurity, the value of assets is often 
assessed in terms of the loss of information security attributes (see, e.g., [20]) 
as well as image and financial losses for the organization (see, e.g., [21]). 

• Security requirements: These are a set of features, capabilities, or condi-
tions that should be met to ensure safety. The protection requirements are 
determined based on the risk analysis results and implemented using secu-
rity measures that minimize the risk. 

The above elements and relationships are crucial in the risk management process. 
ISO/IEC 31000 defines risk management as “coordinated activities to direct and 
control an organization with regard to risk” [22]. In the presented approach, risk 
management supports making rational decisions in the organization. As mentioned 
before, there are many classifications and types of risk. One of the determinants of 
their distinction is the specificity of the business activity of a given organization. 

Referring the above considerations to the research issues, CPS cybersecurity 
management can be reduced to optimizing security measures in relation to pos-
sible threat scenarios. The implementation of these solutions should be preceded 
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by a risk assessment, including vulnerability analysis and identification of threats 
and their effects. Therefore, ensuring CPS cybersecurity requires a systemic 
approach that considers the system’s elements and relationships and is based on 
risk management. The process involves several steps, but the terminology of the 
topic discussed varies according to standards and methodology. Table 7.1 presents 
an overview of selected risk management solutions. 

According to Table 7.1 and despite existing differences in nomenclature, the 
main objective of risk management is to minimize the risk of threats. The het-
erogeneous nature of CPS devices, operating in different IoT domains and com-
municating using multiple technologies and protocols, make CPSs vulnerable to 
threats and have multiple security challenges [26]. In addition, risk management 
for cybersecurity is critical to achieving the organization’s strategic goals and 

Table 7.1 Selected Risk Management Standards and Methodologies 

Standard or Methodology Risk Management Stages 

ISO/IEC 31000 • Establishing the context 
• Risk assessment: 

• Risk identifcation 
• Risk analysis 
• Risk evaluation 

• Risk treatment 
• Communication and consultation 
• Monitoring and inspection [22] 

NIST SP 800–39 • Frame risk 
• Assess risk 
• Respond to risk 
• Monitor risk [23] 

BSI Standard 200–3 • Prepare a threat overview 
• Risk classifcation: 

• Risk assessment 
• Risk evaluation 

• Risk treatment: 
• Risk avoidance 
• Risk reduction 
• Risk transfer 
• Risk acceptance 

• Consolidating of the security concept: 
• Integration of the additional safeguards 

identifed based on the risk analysis in the 
security concept [24] 

European Union Agency • Identifcation of threats 
for Cybersecurity (ENISA) • Evaluation of threats 

• Evaluation of risk 
• Mitigation of risk 
• Evaluation and assessment of risk controls [25] 

Source: Own work based on Refs [22–25]. 
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delivering the services offered by CPSs. Therefore, effective risk management 
requires a systemic approach that involves the entire organization and considers 
the specificity of CPSs. Therefore, the risk management issue justifies the need 
to analyze the CPS architecture and define cybersecurity requirements. 

7.4 ARCHITECTURE OF CYBER-PHYSICAL SYSTEMS 
AND CYBERSECURITY REQUIREMENTS 

CPSs are based on the paradigm of integrating calculations and physical processes. 
A specific feature of CPS is its high level of complexity, which can generate security 
problems. The analyses assume that effective risk management requires considering 
the architecture of CPSs and formulating cybersecurity requirements. These elements 
will be the basis for identifying threats and vulnerabilities in the CPS architecture. 

In the literature, the CPS structure is presented using models with different 
architectures (see, e.g., [26,27,28]). One concept is a three-layer architecture 
model that includes the perception, transmission, and application layers. The per-
ception layer recognizes signals from the surrounding environment and registers 
them. End devices are equipped with sensors capable of capturing data from the 
environment in which they operate (e.g., RFID, GPS, cameras). The transmis-
sion layer provides communication between the perception and application layers 
and is responsible for transmitting information collected by the end devices. This 
layer uses wired and wireless transmission media, network protocols, and data 
transmission technologies. The application layer includes software and services 
enabling integral data exchange between individual network nodes and their pro-
cessing and storage [29]. The SCADA (Supervisory Control and Data Acquisi-
tion) system is an example of a solution used within this layer. 

The literature review also found other solutions for CPSs. Lee et al. developed 
a five-level CPS structure model for industrial systems that includes the following 
layers [30]: 

• Smart connection: It realizes the acquisition of accurate and reliable data 
from machines that can be measured by sensors or obtained from the con-
troller or corporate systems. 

• Data-to-information conversion: It is responsible for converting data into 
information. 

• Cyber: It acts as a central information node and collects information from 
machines to manage and analyze information. 

• Cognition: It provides users with information necessary to make decisions. 
• Configuration: It shares feedback to CPS and performs machine control and 

configuration functions. 

It is worth noting that the authors of the analyzed 5C model also provided prac-
tical guidelines for implementing the proposed solutions in the field of quality 
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improvement. The literature on the subject also includes architectures that consider 
the human factor. One solution is an anthropocentric cyber-physical reference model 
that assimilates physical, computational, and human components. This model is an 
extension of the classic CPS architecture that embeds the human–machine interface 
in the device [31]. Based on this solution, a 3C architecture model for CPS was pro-
posed, which consists of three components, i.e., the human, cybernetic, and physi-
cal levels. Compared to the previous model, the 3C architecture within the main 
levels includes additional interface elements and parameters such as connectors and 
protocols [32]. The authors of the analyzed models postulate that there is a need to 
consider the human factor in the architecture of CPSs. 

Referring to the research issues, the three-layer architecture can be the basis for 
further analysis in terms of CPS security (see, e.g., [26,27,28]). This model enables 
the assessment, inter alia, in the context of computer network security and physi-
cal security. Other models referenced in this chapter describe the components of 
the CPS architecture with particular emphasis on system functionality and usabil-
ity. Nevertheless, they make little reference to the security aspects. However, it is 
worth noting that the authors of the developed models adopted research assump-
tions focused on the design, implementation, and improvement of CPSs. The results 
of these studies can also be continued in the area of security and risk management. 

For further analysis of risk management and cybersecurity, a CPS architecture 
model was developed for this purpose (Figure 7.1). 

Figure 7.1 The architecture of cyber-physical systems. 

Source: Own work. 
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The model presented in Figure 7.1 takes into account the key elements 
of CPSs, i.e., the physical and digital domains. In addition, the architecture 
includes the business layer and the human factor layer. The business layer 
includes the management system and business logic, which is determined by the 
specificity of the organization’s functioning. This layer and the human factors 
layer cooperate through the digital domain with the physical layer regarding 
decision-making, control, and cognition. The application layer is responsible 
for the software and services that create a platform for exchanging data col-
lected by all devices. Another element is the transmission layer, which imple-
ments communication between the application layer and the perception layer 
and transmits data collected by end devices. The perception layer collects and 
records data from the physical world using end-device sensors. In addition, the 
model considers security aspects for each layer. This solution was adopted due 
to the research results presented in the previous section. The analysis of the 
theoretical aspects of risk management showed that ensuring the cybersecurity 
of CPSs requires a systemic approach. 

For the model shown in Figure 7.1, the following cybersecurity requirements 
for CPSs were formulated: 

• The security of information and services is implemented, maintained, and 
improved at the assumed level of information security attributes (see, e.g., [33]). 

• The system ensures confidentiality, which means access to data and services 
only for authorized users (see, e.g., [9,33]). 

• The system ensures the availability of data and services at any time at 
the request of an authorized entity. The availability of CPSs is one of the 
most important requirements and has a high priority for security (see, e.g., 
[9,34]). 

• The system guarantees data integrity and prevents unauthorized changes 
(see, e.g., [33,34]). 

• The system guarantees the authenticity and responsibility of the users (see, 
e.g., [33]). 

• The system ensures privacy, which guarantees the user the right to access 
data collected by CPS, including information on how data is processed, 
secured, and transferred to other entities (see, e.g., [26,34]). 

• The reliable system guarantees the ability to adapt to changing security 
conditions to ensure business continuity and recovery after a security inci-
dent and failure. Reliability is a critical requirement for CPSs (see, e.g., 
[26,34,35]). 

• The system components are resistant to failures and disruptions in the 
functioning of CPSs. Ensuring the resilience of CPSs requires determin-
ing possible paths of system penetration and selecting appropriate security 
measures (see, e.g., [26,33]). 

• Operational security is ensured in terms of interaction and coordination 
between the various layers and elements of CPSs (see, e.g., [26]). 
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• The human factor is aware of the threats and is not vulnerable to them (see, 
e.g., [18]). 

• The organization of CPS security takes into account legal requirements, 
norms, and standards. The internal documents developed also take into 
account the organization’s mission and business processes, as well as the 
results of the risk assessment (see, e.g., [34]). 

In conclusion, ensuring the cybersecurity of CPSs requires the implementation 
of the above security requirements and comprehensive risk management taking 
into account all layers of the CPS architecture. The model presented in Figure 7.1 
and the formulated requirements will form the basis for further considerations on 
threats and vulnerabilities for CPSs. 

7.5 IDENTIFICATION OF THREATS AND VULNERABILITIES 
FOR RISK MANAGEMENT PURPOSES 

Risk management aims to minimize the risk of threats that may affect the orga-
nization and functions performed by CPSs. This process includes logically struc-
tured activities that ensure the cybersecurity of CPSs. As already mentioned, there 
are many risk management standards and methodologies that differ, among oth-
ers, in the naming of individual stages. Regardless of the terminology adopted, the 
key element of the process is risk identification. This stage includes, in particular, 
the identification of threats and vulnerabilities, which are then subject to risk anal-
ysis. The risk analysis and assessment results support rational decision-making in 
selecting a risk management strategy. In other words, correctly identifying threats 
to CPSs enables the organization to prepare for likely threat scenarios. There are 
different approaches to threat identification in the literature. One approach is iden-
tification based on the effects of losing the information security attributes. This 
solution is used, for example, in BSI Standard 200–3, where the effects of threats 
are described in terms of confidentiality, integrity, and availability [24]. This 
method can be beneficial when the organization processes classified information 
or estimates the risk using quantitative or qualitative–quantitative methods. 

Another option is to identify threats to specific assets. This is usually preceded 
by an inventory of assets and information classification, identifying groups with 
different levels of availability. Each asset is valued according to this procedure. 
Threat and vulnerability levels are then determined for each asset. This solution 
was recommended in ISO/IEC TR 13335-3 (see, e.g., [36]). 

In the practice of risk management, other solutions in the field of threat iden-
tification and risk analysis are also used. One of the solutions used is Hazard and 
Operability Studies (HAZOP), which enables hazard analysis and the examina-
tion of the effects of deviations from the design conditions of the system (see, 
e.g., [9,37,38]). An example of a graphic technique used in threat identification 
and risk assessment for CPSs is Fault Tree Analysis (FTA). The method aims 
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to develop possible events that may disrupt the system’s functioning. The fault 
tree consists of nodes (undesirable events in the system), gates (relationships 
between nodes), and edges (path of undesirable events in the system) [9]. Attack 
trees are a similar solution and have a graphical structure. The method was 
described by Schneier and enables the modeling of attack scenarios and system 
security assessment [39]. It is also possible to formally describe the attack tree 
in conjunction with fault tree analysis. For this purpose, Boolean logic Driven 
Markov Processes (BDMP) is used (see, e.g., [40,41]). The analyzed examples 
illustrate only selected methods of threat identification, which at a later stage are 
used to analyze and assess the risk. The following risk assessment methods can 
be distinguished: quantitative, qualitative, and qualitative–quantitative. 

The research issues justify the need to identify threats to the cybersecurity of 
CPSs for risk management. CPSs are exposed to threats with various specific 
characteristics. Table 7.2 presents the general classification of threats to the cyber-
security of CPSs, considering various classification criteria. 

Table 7.2 General Classifcation of Threats to the Cybersecurity of CPSs 

Classifcation Criterion Characteristics and Examples 

Source The classifcation based on the source criterion takes into account, 
inter alia, the following threats: technical, natural, and related to 
human activity.Technical risks are related to unforeseen damage, 
destruction, or disruption of systems and technical devices. Natural 
threats include the effects of natural forces, such as a lightning strike. 
The threats related to the human factor include, among others, 
cyberattacks on CPS elements 

Location The location criterion makes it possible to distinguish internal 
threats from external threats.The frst group of threats comes 
from inside the organization, e.g., disclosure of data by an 
employee, human errors, and failures. External threats come from 
outside the organization, such as dDoS attacks and man-in-the-
middle attacks 

Randomness Due to the randomness criterion, threats can be divided into 
intentional (deliberate) and unintentional (accidental, random). 
Deliberate threats are carried out to compromise the security of the 
system, e.g., a ransomware attack.The second group includes threats 
that arise unintentionally as a result of an accident or natural disaster, 
e.g., human errors, power failures, and foods 

Information security Classifcation of threats according to information security 
attributes attributes allows for distinguishing threats that cause loss 

of confdentiality, availability, and integrity.Threats violating 
confdentiality are related to unauthorized access to resources, 
e.g., a hacker attack.Another group relates to threats that result 
in losing access to the resource, e.g., dDoS attacks. Integrity 
threats result in unauthorized information modifcation, deletion, 
or damage, such as computer sabotage 

(Continued) 
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Table 7.2 (Continued) 

Classifcation Criterion Characteristics and Examples 

Attack target and Based on the attack target and motive, it is possible to 
motive determine the effects of threats to the system, which may also 

affect critical infrastructure.According to this criterion, the 
general classifcation includes the following types of threats in 
cyberspace: computer crime, cyberespionage, cyberterrorism, 
and cyberwarfare.These threats have specifc characteristics 
that classify a specifc cyberattack to a given phenomenon.The 
purpose of computer crime is primarily for material or personal 
gain. On the other hand, other threats are aimed at obtaining 
classifed information (cyber espionage) and critical infrastructure 
objects (cyberterrorism and cyberwar) 

CPS application area Classifcation by application area is based on threats specifc to 
individual sectors of the economy and the implementation of 
CPSs.This classifcation includes, inter alia, the following threats: 
attacks on intelligent vehicles, attacks on the intelligent network 
(Smart Grid CPS Attack), attacks on industrial control systems, 
and attacks on medical devices 

Source: Own work. 

Table 7.2 shows a general classification of threats that can be used for risk 
management in CPSs. The choice of a specific taxonomy depends on the busi-
ness goals of the organization and the specifics of its functioning. The criterion of 
source, location, and randomness allows identifying a broad spectrum of threats 
to CPSs. This solution can also be used in the risk management process. This 
enables the implementation of security measures and internal procedures regard-
ing localized vulnerabilities, e.g., human resources security. In addition, the clas-
sification enables the development and implementation of contingency plans and 
business continuity management for specific threat scenarios, including those 
related to natural hazards. The information security attributes criterion is particu-
larly useful when an organization assesses the impact of threats in terms of loss 
of confidentiality, integrity, and availability. As mentioned earlier, there are risk 
management standards and methods in practice that assess risk based on informa-
tion security attributes. These characteristics can also be used in the process of 
selecting information protection methods and security measures. The criterion 
of the attack target and motive is used to analyze threats to national security or 
international security. This makes it possible to see certain trends in the security 
environment of entities. In addition, this criterion is necessary to identify the per-
petrators of threats and to determine the services competent to detect them. The 
last of the classification criteria listed in Table 7.2 makes it possible to identify 
threats according to specific areas of CPS application. The literature review indi-
cates studies on the detailed characteristics of threats and vulnerabilities of CPSs, 
e.g., for medical systems (see, e.g., [28,42]), industrial control systems (see, e.g., 
[43,44]), and Smart Grid (see, e.g., [45,46]). 
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In addition to the general classification, threats and vulnerabilities can also be 
identified in the context of the architecture of CPSs. Table 7.3 shows examples 
of threats and vulnerabilities for the architecture model proposed in Figure 7.1. 

The considerations made lead to the assumption that identifying threats and 
vulnerabilities is an essential stage of risk management. The complex nature of 
CPSs makes them vulnerable to various threats. The classifications of threats and 
vulnerabilities presented in this section do not fully exhaust the broad research 
issues. One of the adopted research assumptions was to develop a general clas-
sification of threats and vulnerabilities. Research can be continued to develop a 
comprehensive inventory of threats and vulnerabilities for risk management in a 
specific organization or a selected classification criterion. 

Table 7.3 Examples of Threats and Vulnerabilities for Each Layer of the CPS Architecture 

CPS Layer Threats Vulnerabilities 

Business layer 

Human layer 

Application layer 

Transmission layer 

Perception layer 

• Wrong business logic 
• Incorrect logic 

implementation 
• Failure to adjust business 

logic to legal requirements 
and security standards [30] 

• Social engineering 
• User errors 
• Unauthorized use of 

devices and software 

• Malicious software 
(Malware) 

• SQL injection 
• Cross-site scripting (XSS) 
• Ransomware attack 
• Buffer overfow 
• Attacks on login systems 
• Spoofng attack 
• Sybil attack 
• Distributed denial of 

service attack (DDoS) 
• Man-in-the-middle (MiTM) 
• Natural hazards 
• Fault attack 
• Sensors failure 
• Resonance attack 
• Electromagnetic 

interference 
• Wiretapping of signals 

registered by sensors and 
end devices 

• Insuffcient or missing software 
testing 

• Inadequate organization and 
management 

• No updating of internal 
procedures 

• Insuffcient staff training 
• Non-compliance with the 

safety rules 
• Incorrect use of hardware and 

software 
• Known vulnerabilities of 

applications and operating 
systems 

• Improper management of 
access rights 

• Lack of identifcation and 
authentication mechanisms 

• Known vulnerabilities of 
communication protocols 

• Improper management of a 
computer network 

• Unsecured connection to the 
public network 

• Lack of physical security 
• Unstable mains, disruptions, 

and outages 
• Sensitivity to voltage and 

temperature fuctuations 

Source: Own work. 
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7.6 RISK MANAGEMENT PROCESS IN THE 
CYBERSECURITY OF CYBER-PHYSICAL SYSTEMS 

Research findings from the previous sections have shown that ensuring CPS 
cybersecurity requires a systemic approach. The foundation of the implemented 
solutions should be risk management. It should be emphasized that this process 
consists of several stages and requires taking into account the organization’s mis-
sion and business processes. 

Figure 7.2 shows the proposed model of the risk management process in the 
cybersecurity of cyber-physical systems. 

Figure 7.2 Model of the risk management process in the cybersecurity of CPSs. 

Source: Own work. 
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The model presented in Figure 7.2 covers the general risk management process 
in the cybersecurity of CPSs. It can be a reference point when implementing risk 
analysis and assessment mechanisms in an organization belonging to any sector 
of the economy. Moreover, it ensures compliance with recognized standards and 
unifies their terminology (Table 7.1). 

According to the proposed model, planning is the first stage of the process. 
Planning consists in formally defining a plan to implement risk management in 
the cybersecurity of the system. This stage requires the development of internal 
documents of the organization that define the goals, scope, and responsibilities in 
the risk management process. An essential element is also the determination of 
security requirements that will affect the assessment of the tested system and the 
implementation of security measures. Section 7.4 proposes cybersecurity model 
requirements for CPSs. The selection of the risk assessment method and the adop-
tion of the criteria for its assessment is the basis for the implementation of further 
stages. As already indicated, many methods and techniques have been developed 
that an organization can choose to achieve the above assumptions. 

Identifying the CPS security potential requires a detailed characterization and 
analysis of the existing security mechanisms. The risk management elements and 
relationships described in Section 7.3 are helpful in this regard. In this context, it 
is also essential to identify the vulnerabilities that can be analyzed in relation to 
the CPS architecture. Table 7.3 presents examples of vulnerabilities for individual 
architectural layers. It should be noted that CPSs have specific vulnerabilities. 
Therefore, they should be analyzed in relation to the system implementation area. 

The key stage of the analyzed process is the identification of threats to CPSs. 
This stage’s implementation contributes to preparing the organization for prob-
able threats that may cause security incidents. The organization should select a 
threat classification for this step. This will enable a holistic view of the issue of 
threats, which covers a broad spectrum of their sources. Section 7.5 proposes 
model taxonomies that can be used to develop a comprehensive list dedicated to 
a particular organization. In particular, we recommend risk analysis for individual 
layers of the CPS architecture in conjunction with identifying sectoral threats. 
Another aspect of this stage is the selection of a specific method or technique for 
identifying threats. Section 7.5 provides examples of solutions such as HAZOP, 
FTA, or BDMP. 

The next step is developing scenarios for the threats identified in the previous 
stage. This step follows from Kaplan and Garrick’s definition of risk adopted in 
this chapter [14] and presented in Equation 7.1. According to NIST, the threat 
scenario is “Set of discrete threat events, associated with a specific threat source 
or multiple threat sources, partially ordered in time” [47]. This stage makes it pos-
sible to determine the causes of incidents, identify vulnerabilities, and describe 
the possible consequences of threats. 

Based on the above, the following steps are implemented. This requires deter-
mining the likelihood, impact, and risk estimation for the developed threat sce-
narios. The procedure to be followed within the above-mentioned activities is 
determined by choice of the risk assessment method specified at the planning 
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stage. In other words, for each scenario, the likelihood and impact are determined 
according to an adopted scale (qualitative, quantitative, and qualitative–quantita-
tive). Estimating the risk for hazard scenarios involves determining the value of 
the risk based on predetermined likelihood and impact. 

The risk assessment results are compared with the risk assessment criteria 
adopted at the planning stage. Risk assessment requires a decision on risk accep-
tance or implementation of a risk management procedure. 

If the risk is accepted, the system is approved for further operation. More-
over, ongoing monitoring and regular inspections are essential. In practice, the 
circumstances may justify the need to improve the implemented solutions as well 
as the risk analysis and assessment. Such a situation may occur, in particular, 
as a result of a security incident, the recognition of new vulnerabilities in CPS, 
and the development of methods and techniques of cyberattacks. Changing legal 
conditions may also oblige organizations to implement changes that require risk 
analysis and assessment. 

Failure to accept the risk requires launching a risk-handling procedure. The 
main strategies include the following: 

• Risk control: Prevention through the use of security measures and minimi-
zation by implementing business continuity management plans 

• Risk avoidance: Limiting activities causing risk of unacceptable level 
• Risk transfer: Transferring the risk to another entity, e.g., an insurance com-

pany (see, e.g., [24,48]) 

According to the systemic approach, risk control should cover all elements of 
CPS, considering the identified threats and safety requirements. Table 7.4 shows 
examples of security measures in relation to the CPS architecture. 

Implementing security measures in relation to the layered CPS architecture 
can provide an effective cybersecurity solution. Another solution may also 
be to implement security measures with regard to the information security 
attributes. 

The risk management process model shown in Figure 7.2 also includes cer-
tification. According to NIST, certification means a comprehensive assess-
ment of security measures in an IT system to support security accreditation. 
This process also includes the assessment of the correctness of the imple-
mented security measures, their functioning, and results in relation to security 
requirements [49]. This process may end with a certificate confirming that the 
system meets certain criteria. The literature emphasizes the need for standard-
ization initiatives for CPSs and related technologies such as the Internet-of-
Things (see, e.g., [50]). 

The model proposed in this section takes into account the multifactor risk 
management issues in the cybersecurity of CPSs. The model can be the basis for 
developing specific procedures to minimize the risk of threats in CPSs. 
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Table 7.4 Examples of Security Measures for CPSs 

CPS Layers Security Measures 

Business layer • Development of internal documents 
• Security audits 
• Business continuity management 
• Vulnerability management 

Human layer • Access control 
• Multifactor authentication 
• Training 
• Defnition of responsibilities 

Application layer • Privacy protection 
• Backups 
• Redundancy of service 
• Application isolation and sandboxing 

Transmission layer • Transport encryption (cryptographic protocols, 
certifcates, identity verifcation) [29] 

• Identity management 
• Firewall 
• IDS/IPS systems 

Perception layer • Physical protection of CPS devices 
• Authorization 
• Access control 
• End-to-end encryption 

Source: Owns work. 

7.7 CONCLUSIONS AND FUTURE RESEARCH 
DIRECTIONS 

Risk management is a significant challenge for the cybersecurity of CPSs. With 
regard to the adopted research objectives, the following conclusions were formulated: 

• Risk is a complex and multifaceted concept. A review of the scientific literature 
shows many risk management methods and techniques. Regardless of the solu-
tions adopted, risk management requires, inter alia, threat identification, vulner-
ability analysis, risk assessment, and security measures implementation. 

• Risk management should be implemented in the context of the archi-
tecture of CPSs and security requirements. There are various models of 
CPS architecture in the literature. In this chapter, the authors proposed a 
model that takes into account the physical and cybernetic parts, as well 
as the business layer and the human factor layer. The main requirements 
of CPS cybersecurity include confidentiality, integrity, availability, 
authenticity, privacy, reliability, resistance to failures and disruptions, 
operational security, security of human resources, and compliance with 
legal requirements. 
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•  Threats to the cybersecurity of CPSs can be classified in various ways. We 
proposed a taxonomy based on the following criteria: source, location, ran-
domness, information security attributes, target and motive of the attack, 
and application area of the system. In addition, we developed a list of 
threats and vulnerabilities referring to the architecture of CPSs, which can 
be developed according to the needs of the organization. 

•  The result of the conducted research is a model of the risk management process  
for the cybersecurity of CPSs. The model can be a reference point for imple-
menting risk analysis and assessment mechanisms in organizations, ensuring  
compliance with recognized standards, and unifying their terminology. 

Research results show that risk management is a complex and multifaceted issue. 
However, this issue has many open challenges in the cybersecurity of CPSs that 
may define future research directions. The following are the areas that require 
further research in particular: 

•  Legal aspects, standardization, and certification of CPS in the aspect of 
cybersecurity:  Adaptation of legal requirements and cybersecurity stand-
ards to the areas of CPS application as well as certification taking into 
account security requirements 

•  CPS architecture in the context of cybersecurity:  Analysis of vulnerabilities  
occurring in individual layers of the system, designing a reliable communication  
infrastructure to ensure collection, analysis, and decision-making in real time 

•  Threats to CPSs:  Threat scenarios, attack detection, and testing the resist-
ance of the system and its components 

•  Risk management: Building awareness in risk management at all levels of 
the organization, analysis of risk assessment methods, including identifying 
threats, vulnerabilities, and damage assessment 

•  Security: Security implementation based on risk analysis results and devel-
opment of security effectiveness assessment methods 

•  CPS cybersecurity in relation to the area of deployment:  Analysis of legal 
aspects, architecture, vulnerabilities, threats, and security measures specific 
to a given area of CPS application, e.g., healthcare, the energy sector 

CPSs are nowadays recognized as an innovative technology with potential appli-
cations in many sectors of the economy. The specificity of this environment 
makes ensuring cybersecurity a significant challenge in the further development 
of CPSs. Therefore, risk management is a critical element in ensuring the resil-
ience of CPSs to existing and future threats. 
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8.1 INTRODUCTION 

The concept of Bitcoin was conceptualized by Satoshi Nakamoto, a mysterious 
symbol. They published a state paper estimating the value of Bitcoin in May 2008. 
He stayed quiet and did not reveal who he was. He sketched out how the money 
would perform. The primary dominant blockchain advancement was Bitcoin, or 
advanced cash exploration [1]. The current advancement was called blockchain, 
and it was created to separate the technology that worked Bitcoin from the money 
and utilize it for various interconnected organizational participation. Nearly every 
major money-related academy in the entire world is doing blockchain inquiries 
at this point, and 16% of funds are anticipated to be utilizing blockchain in 2016 
[2]. The “smart contract” was the third innovation, epitomized in a newer block
chain technology framework known as Ethereum, which created small software 
programs specifically into the blockchain that permitted budgetary gadgets, such 
as advances or bonds, to be spoken to instead of being treated as the cash—the 
same with tokens of Bitcoin. The fourth biggest development, “Proof of Stake,” 
is the current cutting-edge blockchain technology. Modern-era blockchains are 
backed up by “Proof of Work,” in which choices are made by the collective group 
with the most processing power [3]. These bunches are called “miners” and work 
tremendously at information centres to supply this security in trade for crypto 
cash instalments. These data centres lack unused frameworks, changing them 
with intricate monetary disobedient for a comparable if a not higher level of con-
cern. The last crucial advancement of blockchain scaling is something that’s hap
pening. A flexible blockchain quickens the method without relinquishing security 
by finding out how many computers are essential to approve each exchange and 
isolating the work effectively [4]. To oversee this without compromising the leg
endary security and vigour of blockchain may be a troublesome issue, but not a 
recalcitrant one. A scaled blockchain is anticipated to be quick and sufficient to 
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exert control over the network of things and compete with the major instalment 
brokers (VISA and Quick) managing accounts worldwide. Bitcoin may be a sort 
of computerized cash that can be traded on the blockchain, the shared record inno-
vation [5]. Bitcoins are, in substance, power changed over into lengthy strings of 
cyphers that have cash value. Bitcoin may be a form of digital currency, made and 
held electronically [6]. Nobody is in charge of it. There are no printed Bitcoins, 
such as typical cash, they’re created by individuals, businesses running comput-
ers and utilizing software that tackles scientific issues. Bitcoins are, in substance, 
power transformed into lengthy strings of cyphers that have cash prices. Bitcoin 
may be a mode of advanced cash, produced and adhered to by electronic cash. 
Blockchain is a distributed ledger automation that is worn to exchange Bitcoins. 
It is additionally finding its function in different alternative spaces, such as the 
e-polling framework, administration, well-being, and so on. The insurance of 
exchanges has gotten to be like the main concern nowadays. 
Along with preservation, uncommon properties of blockchain have to be con-
sidered in our task. It is well-familiar to us that any development must suffer a 
portion of the challenge; the same is true for blockchains. Bitcoins are extremely 
valuable in terms of cash despite their lack of physical presence, and their value in 
terms of physical cash fluctuates daily [7]. Because of these basic functionalities 
of blockchain, we can say that blockchain is the most secure technology. 

• Records: All included data of the individual block is known as the record 
in blocks, including entire details of the sender, receiver, and the different 
types of coins [8]. 

• Hash: A hash is an exclusive key such as a finger pattern and a mixture of num-
bers or characters. For each block, the hash is generated through the assistance 
of the use of a particular cryptologic hash collection of rules such as SHA256. 

• Previous hash: A block containing a distinctive hash key and containing the 
hash of the preceding block additionally. That property supports creating an 
associated sequence in the blockchain structural design and the main objec-
tive behind this is its protection [9]. 

• Proof of Work (PoW): Hashes are the smart approaches to avoid obstruc-
tion but then in the current era computers are extremely high-level and can 
enumerate plenty of hashes in sequence through 2-WA. Based on minutes, 
the hackers may have interacted through the block; later they recompute all 
the hashes of various blocks to make the blockchain legitimate once more. 
To avoid and prevent this problem, blockchain makes the idea of proof of 
execution, which is to recommend the construction of more current blocks. 

• Proof of Stake (PoS): There is plenty of power and computers are exhausted 
due to verification of the operating system [10]. It does not need costly 
computer capacity, an individual who owns 1% of Bitcoin can generate 1% 
of “stakes stock proof”. Confirmation of the pole could also give additional 
security from brutal raids on the public, getting a strike and decreasing the 
premiums for strikes can be extra costly. 

• Proof of Authority (PoA): The PoA is an identification-based consent method 
that suggests a minor and detailed type of blockchain web which has the 
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power to authenticate the transactions or communications with the webs that 
are distributed and disseminated to appraise its disseminated records. It pre-
sents practical and effective responses for blockchain webs [11]. 

Although the blockchain period is generating a hierarchy to guarantee sensitive 
elasticity, blocking systems are not resilient to cyber strikes and scams. Serious 
needs can handle the supposed weakness of blockchain structure, and the quality 
has been effective in numerous cheats or frauds throughout centuries [12]. The 
blockchain is not a specific structure, except that it includes cryptology, mathemat-
ics, algorithms, and commercial interpretation, combining peer-to-peer groups and 
employing an enhanced protocol structure that supports and fixes the conventional 
allocation. Additionally, the following are the main categories of blockchain: 

• Public blockchain networks: Anyone may join and participate in a public 
blockchain, like Bitcoin, which is accessible to all. Significant processing 
power requirements, little to no transaction privacy, and lax security are 
possible drawbacks. These are significant factors for blockchain application 
cases in businesses. 

• Private blockchain networks: A private blockchain network is similar to a pub-
lic blockchain network in that it is a decentralized peer-to-peer network. How-
ever, a single entity controls the network’s governance, conducting a consensus 
mechanism and administering the shared ledger. Depending on the use case, 
this can significantly boost participant trust and faith [13]. There are solutions 
for running a private blockchain behind a corporate firewall and even hosting it. 

• Consortium blockchains: The duties of maintaining a blockchain might 
be split among several groups. Who may submit transactions or access the 
data is decided upon by these previously chosen entities. When all parties 
must have permission and share ownership of the blockchain, a consor-
tium blockchain is the best option for business. Furthermore, the difference 
between the three categories of blockchain is stated in Table 8.1. 

This chapter is organized as follows: Section 8.2 introduces the special char-
acteristics of blockchain security such as strength and resilience, pristine and 

Table 8.1 Blockchain Comparisons between the Public, Consortium, and Private [14] 

Property Public Consortium Private 

Consensus All miners The selected set One organization 
determination of nodes 
Read permission Public Could be public Could be public or 

or restricted restricted 
Immutability Nearly impossible Could be Could be tempered 

to tamper tempered 
Effciency Low High High 
Centralized No Partial Yes 
Consensus process Permissionless Permissioned Permissioned 
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untainted, security, increased capacity, easier settlement, and decentralized orga-
nization. The benefits of blockchain, including healthcare, innovation, reduced 
costs, and cybersecurity, are discussed in Section 8.3. Section 8.4 discusses the 
areas and uses of blockchain like monetary, e-voting systems, network operations, 
operational monitoring, and logical contracts. Section 8.5 explains the challenges 
to blockchain such as reconciliations, guidelines, the need for additional support, 
tradition, price and effectiveness, confidentiality, and protection. The CPS is dis-
cussed in Section 8.6. Furthermore, Section 8.7 summarizes the technical chal-
lenges in CPS and Section 8.8 concludes this work. 

8.2 SPECIAL CHARACTERISTICS OF BLOCKCHAIN 
SECURITY 

The engineering of the framework demonstrates the primary choice made as the 
foundation of a blockchain. Blockchains have an agreement on their record that 
all hubs have data [15], and if any hub changes it, it is educated to all other hubs. 

• Strength and resilience: Blockchain innovation is completely solid. Squares 
of data are saved on the blockchain, which is indistinguishable from the 
blockchain arrangement. No single expert can take control of the block-
chain and thus doesn’t have a single source of failure [16]. In 2008, Bitcoin 
was created. And since then, there have been no instances of disappoint-
ment on the Bitcoin blockchain. 

• Pristine and untainted: This condition of the agreement is fulfilled by the block-
chain. The principle of agreement is founded on the notion that to make any 
changes to the blockchain exchange, we must receive the approval of each 
unique hub; otherwise, we will be unable to do so. Because of this quality, our 
blockchain arrangement accomplishes the function of straightforwardness. Sim-
plicity is a feature of the entire blockchain organization. Moreover, the block-
chain organization virtually eliminates the chances of undermining information. 

• Security: We have seen the highlights of the agreement. Now, the same idea 
may be implemented for network security. This could be described as “In case 
somebody would like to access all the data around a bank.” At that point, a 
gifted individual may complete it easily because the number of frameworks to 
be hacked is, as it were, “one.” However, the blockchain case is diverse, so if 
one desires to compromise this node network, at that point he’ll have to break 
into all the systems, hacking as if one specific framework were enough won’t 
be effective for him. Subsequently, blockchain innovation includes compre-
hensive verification and assent to security [17]. 

• Increased capacity: In ordinary exchanges, including banks, normally, all 
the actions are controlled by a small number of data centres, but with block-
chain, hundreds of frameworks are cooperating. This occurs when dealing 
with transactions at a high rate and in a short period. 
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• Easier settlement: Within the conventional strategy of payments, including 
banks, due to the presence of several centralized frameworks, the payment 
process can take anywhere between a few days and a week [18]. Because the 
number of frameworks included in blockchain technology is much higher than 
in traditional frameworks, transactions can be settled in significantly less time, 
or even immediately. This saves the budgetary industry some time and money. 

• Decentralized organization: The blockchain could be a decentralized inno-
vation. Decentralization implies that no single substance has control over 
the entire preparation. Blockchain technology is used by a global network 
of computers to collectively manage the database that keeps track of Bitcoin 
exchanges. In other words, rather than being controlled by a single central 
expert, Bitcoin is governed by its overall system [19]. 

8.3 BENEFITS OF BLOCKCHAIN TO THE SOCIETY 

• If somebody listens for the first time using blockchain, at that point, it could 
look difficult or complex, yet, the thought after the blockchain is very straight-
forward. It is a database with infiltration conveyance that is used by millions 
of devices all over the world. Currently, the database, or data, can be about 
anything from logical disclosures to actual needs such as cash or votes. It 
ensures that outsiders believe and judge each other [20], and it also eliminates 
the possibility of deception or selling out. In our technological age, belief 
and faith are set up through mass relationship, or participation, which is the 
foremost imperative of all “shrewd code,” outnumbering effective institutions 
like banks and administration, or the undertakings of innovation. 

• The basis for all of this interest and mindfulness or perhaps interest was cre-
ated by blockchain innovation in that everyone is aware of the disloyalty and 
conscious of the ills that banks can cause them [21]. As a result, they anticipate 
that blockchain innovation will have a significant impact on the budgetary 
benefit businesses by reducing the volume of transactions and their complex-
ity, allowing banks to move forward with their controls and openness. 

• Currently, it is well acknowledged that blockchains are straightforward, 
providing a decentralized platform and a means for capturing the exchanges 
that happen every day, or rather, every second. Bitcoin is the most popular 
example of this innovation [22]. Since Bitcoin facilitates faster, less expen-
sive open records on blockchain-based exchanges of money, other methods 
must produce unused cash that can be used for non-financial exchanges like 
voting which comes with a package of benefits and advantages. 

• Because of the transparency of crypto-currencies, an individual has a chance 
to acquire the accounts of all transactions, which means every individual 
can see its code. Suppose a hacker tries to make any alterations to the docu-
ments of any specific blocks, then it will affect the entire data that exists in 
their previous blocks because each block is interlinked with their addresses. 
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When a block is designed, a hash is designed immediately. If any changes 
are made to the blocks, they will be identified and corrected to their hash 
in the meantime [23]. Work verification has a computational problem that 
requires significant attempts to remove the issue, although the time required 
to validate the outcomes of computer trouble may be extremely short in 
comparison to the effort required to correct a computational issue through 
this mechanism. Through the strike, the striker should get as much stock as 
individuals in Bitcoin. So the striker was hurt by his strike. 

• PoA blockchains are attached to verifying nodes, and they depend on a 
restricted count of block verifiers, which creates a fairly ascendable gadget. 
Nodes and operations are recognized with the assistance of pre-certified 
applicants, who play a role as facilitators of the gadget. The PoA method 
enables numerous businesses to maintain their security and confidentiality 
while reaping the benefits of blockchain production [24]. Microsoft Azure is 
a high-level appropriate standard in which PoA is used, and it’s a stage that 
provides the solution for non-communal webs and systems, which aren’t 
required for any regional currency like Ether and Ethereum. Blockchain 
skills can support agreement administration and examine the source of a 
commodity. It can be applied in polling programs or dealing with headings 
and actions. 

• It is particularly advantageous for financial transactions; by applying block-
chain knowledge, banks and corporations can improve their financial opera-
tions. In a short time, an individual can obtain or deliver economic records, 
and there is no responsibility for the delay. As a result, any scams that occur 
in this open-source blockchain resource cannot be hidden, and businesses 
are protected from fraud. A consortium blockchain is employed by large 
corporations [25]. It’s simply controlled by ways of pre-establishing blocks. 
Cryptocurrency is a simulated currency structure that does not depend on 
banks to ensure operations. It is a homogeneous approach that can permit 
the entire system to deliver and accept costs everywhere. In place of a simu-
lated currency [26], there is a demand to trade inside the actual globe, a 
cryptocurrency disbursement alternative that occurs like a digital contribu-
tion to the online data file, which explains a unique operation. While trans-
mitting digital money, the operation of the transaction is documented in the 
shared record, and the information can be kept in a digital folder. 

• When ownership histories and foundation information are required or 
expected, blockchains are ideal for these occupations because they can over-
see supply chains and deliver the truth and rightness that a specific product 
has been morally and legally sourced or a product has been manufactured 
where it should be manufactured [27]. Additionally, it can easily resolve the 
issue of audio or picture robbery. Blockchain opens doors in the field of open 
administrations, for example, payments for health and welfare or autonomous 
contracts for companies that operate without human supervision. Addition-
ally, the various benefits of blockchain are shown in Figure 8.1. 
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Figure 8.1 Benefts of blockchain. 

8.4 AREAS AND USES OF BLOCKCHAIN 

• Monetary: Cash is one of the principal uses of the blockchain. It was 
outlined for Bitcoins, i.e., online money [28]. This implies that it can be 
treated as worldwide money. Until now, numerous inquiries have been 
made to expand the use of blockchain, but few applications of it do not 
include Bitcoins. Bitcoins play a significant role in the advancement of 
blockchain innovation. However, there are currently a few open guid-
ance and conversation materials on this subject, with an emphasis on 
how the blockchain industry takeover by Bitcoin may influence more 
extensive advancement of the innovation and other applications of dis-
tributed records [29]. Currently, community participation is necessary 
to extract Bitcoin and engage in financial transactions. Individuals’ bank 
accounts can work together through a smart contract by submitting pay-
ments that carry out a characteristic described in the smart contract. 
Similar to a standard contract, smart contracts can describe processes 
and repeatedly insert them into the code [30]. Development businesses, 
results companies, management companies, company representatives, 
and consumers are all invited to contribute to the extension and promo-
tion of these transformational entertainment talents, which were devel-
oped under the administration of experts and public corporations. At the 
beginning of programs, this security mechanism requires an additional 
crypto exchange [31]. Still, there is a challenge, as the consumer can 
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also overlook this earlier on distributed data if the consumer immedi-
ately declines to sign in for the software. 

• E-voting system: Indeed, after this breakthrough, innovation races were 
held offline. This innovation has resulted in extremely likely outcomes in 
this election framework because none of them change the outcome [32] 
and it is less expensive than conducting surveys offline. Several meth-
ods for increasing participation, as well as re-establishing links between 
citizens and political education, have been proposed, allegations that 
should be viewed with caution [33]. Electronic voting can be done in 
a variety of ways, for example, by utilizing the web or a dedicated, 
separate arrangement; requiring voters to go to a polling place; allow-
ing unattended voting; or both; additionally, it can be done regularly 
utilizing any contraptions tools, for example, utilizing the blockchain is 
straightforward and disseminated among clients who can be utilized for 
forestry and confirmation. 

• Network operations: With a straightforward user interface, the Blockchain 
Platform from IBM gives the framer the ability to launch, insist, and set 
up a connection. When a network is launched, three arranging peers and 
two certificate providers are generated [34, 35]. A founder can use this as 
a ready-made base to build their business network. The network’s found-
ers can then extend invitations to more users by employing any number 
of peers. To make it simple for them to join the network, participants will 
receive email reminders of their invitations [36]. Using the Network Opera-
tions user interface, a founder can also set up essential network features like 
identity confirmation and channel creation. This makes it possible for chan-
nels to be used for confidential transactions and for only authorized users to 
access the network. 

• Operational monitoring: As a network expands in terms of transac-
tions and users, users must be able to keep an eye on its activity. Both 
a network traffic dashboard and a network health monitor are offered 
by the IBM Blockchain Platform. These dashboards make it possible to 
adjust network operations proactively and define how resources are used 
within the network. 

• Logical contracts: In contrast to the conventional record, the blockchain 
records unquestionably show a few curious and novel highlights. It is not 
fair to record beyond that; however, it also plays a more dynamic and 
possibly independent role in the usage and management of exchanges. 
Blockchains also provide the standout feature of exchanges that are set 
to execute when particular criteria are satisfied, providing an “assurance 
of implementation.” Auto-executing clever contracts are being devel-
oped quickly as a result. A “digitalized exchange convention that exe-
cutes the provisions of a contract” is how shrewd contracts are defined 
[37]. Moreover, the numerous applications of blockchain are shown in 
Figure 8.2. 



 

 

 

 

 

  

  

Benefits of Developing Blockchain for Monetary Standards 143 

Figure 8.2 Application of blockchain. 

8.5 CHALLENGES TO BLOCKCHAIN 

• Reconciliations: Researchers are all cognizant of the reality that in terms 
of creativity and advancement, the administrative specialist frequently 
slacks. Each day, unused items and new transactions based on blockchain 
exchanges are emerging, yet tragically; exchanges are out of our hands and 
ought to be composed. Straightforwardness is the foremost vital blockchain 
feature, but heavily regulated businesses may require creating new controls 
for blockchain [38,39]. Essentially, numerous uncommon properties could 
be modified due to different circumstances. Consequently, we require legiti-
mate directions for administering the blockchain. 

• Guidelines: Similar to controls, we now require a single set of standards 
for structuring exchanges on a blockchain. There are three fully accessible 
consortium companies, and each has its claim metrics and markup language 
[40]. The wide range of blockchain applications complicates this advance-
ment, and in handling various use cases, the most suitable form require-
ments must be used. The strategies that emerge to manage this environment 
will provide support, influence the choice of actions, and perhaps even 
bring such conglomerates closer. 

• Need additional support: Executives worry that the idea hasn’t been tested 
enough in trials and that Custom software is another barrier to appropriation. 
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What limitations does blockchain ultimately face? What are its drawbacks 
in handling a big number of project exchanges and information, notwith-
standing the early POCs’ plaudits for its adaptability? As appropriation 
increases, various programs will run across challenges with adaptability 
[41]. And how much processing power and time will be required to manage 
such a huge volume of exchanges? 

• Tradition: We have had a particular manner, or should I suggest convention, 
of working exchanges for ages. Blockchain innovation moves us away from 
unique methods to accomplish goals [42]. It could be a significant shift from 
a centralized to a decentralized system, but not all educators understand the 
concept of decentralization. Blockchain is more of a commerce handler and 
less of an innovator. 

• Price and effectiveness: There are different sorts of blockchains, and every 
one of them has a different range of exchange viability and speeds. The 
types that donate the most speed and viability out of all the varieties cost 
a lot of money [43]. Hence, to provide the greatest benefits to individuals 
while assisting the most extreme benefits from blockchain innovation, one 
must choose the most expensive blockchain. 

• Confidentiality and protection: The “wallets” rather than the “people” are 
what the Bitcoin exchanges are connected to. The exchanges and contracts 
used in blockchain applications must be linked to well-known people. This 
creates a real address for almost all of the information stored and accessible 
on the blockchain’s security [44]. The architecture of the blockchain has not 
yet been compromised. The instruction that “technology has its claim advan-
tages and disadvantages” is difficult to instil, nevertheless. This is frequently 
the cause of some educators’ struggles to implement this innovation [45]. 

8.6 CYBER-PHYSICAL SYSTEM 

The world’s economy has undergone revolutionary upheaval as a result of the steam 
engine, electricity, and digital economy [46]. Today, the industrial, transportation, 
energy, and health sectors may all benefit from using sensor data from machines. 
Efficiency may be increased by the use of big data analysis, preventative mainte-
nance, and service-oriented production; even a 1% decrease in costs across key 
economic sectors might have a significant impact. CPSs are systems that combine 
physical components with built-in computational power and data storage [47]. 
These CPSs can be linked to one another in networks, where they can communicate 
and exchange data and information with other systems and objects. For example, a 
CPS like the Industrial Internet-of-Things (IoT) combines the developments of two 
revolutionary movements. The Industrial Revolution gave rise to a vast array of 
tools, infrastructure, fleets, and networks; on the other hand, the Internet Revolution 
has more recently made significant strides in computer, information, and communi-
cation technologies [48]. Credence Research estimates that the global CPS market 
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was worth US$60.50 billion in 2018 and would increase at a compound annual 
growth rate of 9.3% over the following ten years. 

8.7 CHALLENGES IN CPS 

New needs are formed in emerging applications as a result of their popularity, 
which is more unique to the new CPSs like the IoT. High security, improved scal-
ability, better network resource use, effective energy management, and reduced 
operating costs are a few of these. The capacity needs for CPSs will specifically 
increase as a result of an increase in the number of heterogeneous [49], connected 
devices, and a significant number of innovative services. Future CPSs will thus 
urgently need to provide the secure connection needed for this anticipated traffic 
surge. The current secure communication architectures are capable of offering a 
suitable level of security, but they have drawbacks, including restricted scalabil-
ity, excessive network resource use, and high operational costs, mostly because of 
the complicated, rigid security management processes that are set up in a central-
ized approach [50]. 

Additionally, because of the centralized design of the IoT and CPSs, data are 
frequently housed in separate data silos, which complicates data analysis and 
drags down data research. Furthermore, since the user has limited control over 
how the data is shared and gathered, full faith in cloud and application providers 
is required [51]. This is a serious privacy concern, particularly for IoT devices 
gathering highly sensitive data like health-related metrics. 

Furthermore, the CPS/IoT also has a huge ecosystem. IoT devices’ capabilities 
are generally diverse. Additionally, it supports a broad range of various operating 
systems, software stacks, topologies, and communication technologies. Addition-
ally, because IoT devices have sleep modes, CPS/IoT networks are quite dynamic. 
It is difficult to keep up a consistent service platform as a result [52]. To ensure the 
network operates properly, several parties must cooperate. 

8.7.1 Blockchain to Solve These Challenges 

• Decentralization, immutability, distributed trust, enhanced security, speed-
ier settlements, smart contracts, digital currency, and minting are just a 
few of the properties that blockchain will offer that may be used to address 
these problems. Blockchain technology will enable IoT devices and CPSs 
to transmit data to private blockchain ledgers so that it may be incorporated 
into shared transactions with tamper-proof records [53]. Thanks to the dis-
tributed replication of blockchain, vertical industries, and various CPS data, 
users may access and deliver IoT data without the need for centralized man-
agement and administration. All parties engaged in the CPS ecosystem may 
verify each transaction, preventing disputes and ensuring that each user is 
held accountable for their contributions to the transaction as a whole. As a 
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result, creating such a reliable and secure model for each component of the 
CPS ecosystem might offer an attractive alternative to the conventional cli-
ent–server transaction paradigm [54]. 

• Smart contacts powered by blockchain can automate a variety of CPS-
related processes, including IoT data exchange, device ownership transfer, 
new user registration, security certificate deployment and revocation, and 
more (for instance, a piece of auto-executable code upon meeting the prede-
fined conditions). It is feasible to use digital currency in place of fiat money, 
thanks to a minting process. It is advantageous for transactions to settle 
quickly without the requirement for a third-party moderator [55]. A digital 
currency also makes it possible to build a digital market where resources 
from multiple CPSs, including smart grids, transportation networks, logisti-
cal systems, and others, may be traded. 

• For certain application fields, the pairing of blockchain with CPSs has 
already been proven to provide advantages and prospects [56]. First, a 
transparent, decentralized, and reliable traceability scheme is needed in 
supply chain management to track the source of raw materials, the quality 
of the products measured by device sensors, the handover actions between 
different players, and other issues like the detection of the source of infec-
tion, food fraud, illegal production, and food recall. The device is a very 
significant application space where a CPS is already well embedded and 
blockchain technology may provide significant added value. In this situa-
tion, blockchain will make it possible to address the issue of reliability and 
provide opportunities to include automation and accountability through a 
reputation- and trust-based architecture. In several other application sec-
tors, such as e-health, vehicular networks, smart grids, and others, there are 
numerous further instances. 

• It is not simple and has inherent complexities to deploy distributed ledger 
technology for a CPS/IoT. First, conventional consensus techniques, such 
as proof of work, are frequently excessively complicated in CPS/IoT-based 
systems and result in inadequate throughput and latency levels for many 
applications. Additionally, mining incentives are needed by traditional 
blockchain applications, which are not immediately present in a CPS-
based use case [57]. As a result, specialized distributed ledger systems and 
architectures that provide enough scalability while taking into account the 
real-time nature of many CPS applications and the restricted nature of IoT 
devices are essential research fields. 

• Mathematical modelling may be used to demonstrate that distributed ledger 
systems provide extremely high security; however, experience has dem-
onstrated that this claim is not at all accurate in practice. More than US$2 
billion in cryptocurrencies have been stolen between the beginning of 2017 
and the beginning of 2019 by hackers (both lone, opportunistic, and skilled 
cybercrime groups), according to data that has just been made public; the 
actual amount is likely far greater. Few attacks are the result of platform 
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implementation defects; these systems have extremely complicated code 
and are therefore easily vulnerable to modest, subtle leaks. As a result, while 
creating specialized blockchain CPS-specific devoted apps, extra attention 
should be paid to that. Although most systems now rely on the proof-of-work 
consensus for transaction verification, the majority of hacks target transac-
tions, taking advantage of the 51% rule attack that causes multiple spends. 

• On well-known blockchains like Bitcoin, this assault is incredibly expen-
sive, but on the more than 1,500 other smaller digital currencies available 
today, it becomes considerably more appealing. In addition, a potential 
specialized distributed ledger technology called Tangle, which specifically 
addresses scaling problems in IoT applications, is much more prone to 
assault and only needs 34% control. Exploiting flaws in smart contracts is 
another recent and extremely popular sort of attack. For blockchain CPSs 
in particular, several specialized smart contracts must be created to provide 
users with functionality tailored to their needs. Due to the difficulty of read-
ily reversing already completed transactions, these issues are particularly 
difficult to address [58]. To prevent all of these blockchain hacking sce-
narios, several businesses have begun to provide auditing services that use 
AI to spot fraudulent activity and questionable transactions. Formal verifi-
cation proofs have also been produced to find faults or possible weaknesses 
in both platforms and smart contracts. 

• Last but not least, a significant obstacle to the future widespread use of 
blockchain-based technology is to raise the acceptability rate among devel-
opers as customers as well as a large audience [59]. Despite the well-known 
benefits that technology may provide in terms of automation, the openness 
of procedures, personal privacy, and the autonomy of banks or other inter-
mediaries, just a small percentage of people and businesses are now using 
it. This is mostly due to a lack of faith in the underlying technology brought 
on by repeated instances of criminality against blockchain-based systems, 
which is not just a result of ignorance and underappreciation of the funda-
mental concepts. Issuing certifications for blockchain solutions or platforms 
that have passed a comprehensive audit based on certain public criteria is 
one possible way to get over this obstacle [60]. Additionally, insurance pro-
viders might specify certain insurances to assist in cases of fraud. 

8.8 CONCLUSIONS 

Learning about the working instruments and features of blockchains allows us to 
conclude that this innovation will undoubtedly benefit society. Their top qualities to 
recommend include agreement, trust, frankness, and so on. Because of their nature, 
blockchains are exceptionally protected. These days, security should be everyone’s 
top concern, and blockchain fully provides it. To compromise a blockchain, one 
should always compromise many connected machines, and it is inconceivable 
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to do it. The highlight of blockchain is that it has numerous benefits for society. 
Because blockchain is straightforward, it could help people in ridding themselves 
of numerous curses, like debasement. Because of the area of straightforwardness, 
the exchange record cannot be changed by a single party; if it endeavours to do so, 
at that point, it will appear on all of the blockchain’s frameworks. It can also be 
used in situations where it is necessary to determine possession histories, etc., with 
surprising accuracy. The art of the progress of CPSs, or future engineering systems, 
is receiving increased attention from several nations in the form of funding possi-
bilities. The authors will attempt to develop a framework to guarantee the depend-
ability property of these systems by their behaviour evaluation, starting with this 
study, which highlights the need to develop CPSs in various application domains, 
the research challenges, and the early achievements in this field. 
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9.1 INTRODUCTION 

An aircraft is a flying machine supported for flight by the dynamic action of air 
on its surfaces, such as airplanes, gliders, and helicopters. A normal aircraft flight 
would include several stages in its flight mission profile, including taxi, take-off, 
ascend, cruise, descent, approach, and landing [1]. The complete flight profile for 
aircraft is illustrated in Figure 9.1. 

As depicted in Figure 9.1, the final landing of the aircraft flight is initiated when the 
pilot starts to descend toward the ground at a prescribed altitude and downward veloc-
ity. Therefore, aircraft system designers usually prefer to develop a dedicated autopilot 
unit to perform the descent–approach–land phase of an aircraft that ensures that the 
aircraft will touch down very gently and avoid damage. Indeed, several techniques 
were used to design the autopilot controller for the aircraft landing process, such as 
the classical control systems [2] and the fuzzy control systems [3]. However, sev
eral recent control studies have reported the desirability of using fuzzy controllers for 
implementing several dynamic control systems, especially those with an observable 
and controllable plant, such as the auto-aircraft controller for the landing approach. 

Figure 9.1 Aircraft mission profle.  
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This is due to the ability of fuzzy logic controllers to adapt themselves to the changes 
during the control operation, which provide more fixable to shape their surface of 
control. Figure 9.2 shows a simplified view of the aircraft system architecture adopt-
ing the fuzzy controller with two inputs (altitude and velocity) and one output (Force). 
Indeed, like any cyber-physical system [4], an aircraft controller should provide a 
robust defense system against the vulnerability of several cyberattacks, such as the 
attack models presented in Refs. [5–9]. Examples of well-known cyberattacks that 
exploit the vulnerability of cyber-physical aviation controller of the aircraft system 
include (but are not limited to) False Data Injection (FDI) attacks, Sensor Spoofing 
(SSP) attacks, and Distributed Denial of Service (DDoS) attacks [10]. 

Fuzzy logic (as introduced in 1965 by Lofti Zadeh) [3] resembles the human 
decision-making methodology and deals with vague and imprecise information 
[5,9]. Unlike the two-valued logic variables (i.e., Crisp), fuzzy logic is a more 
fixable system that involves the use of an infinite number of logic variables where 
each of which can be characterized by linguistic variable(s), domain set(s), the 
universe of discourse, membership function(s), and many other attributes. Such 
flexibility makes the large adoption of fuzzy logic great in various control applica-
tions such as temperature control for air conditioners, an anti-braking system for 
vehicles, control of traffic lights and washing machines, large economic systems, 
and autopilot landing control for aircraft systems. 

Figure 9.3 illustrates the block diagram of the fuzzy logic controller (FLC). 

Figure 9.2 The simplifed architecture for the aircraft system with fuzzy controller. 

Figure 9.3 Block diagram of fuzzy logic controller. 
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The fuzzy logic controller encompasses four major components, as shown in 
Figure 9.3: 

Fuzzifier: To convert the crisp input values into fuzzy values 
Rule-base (knowledge-base): To store all the input–output fuzzy relationships 

(rules), including the membership functions and domains 
Fuzzy inference system (inference engine): To simulate human decisions by 

performing approximate reasoning such as the Mamadani inference model 
Defuzzifier: To convert the fuzzy values into crisp values from fuzzy inference 

engines such as the centroid of area method [5,8] 

Fuzzy logic has been extensively used to develop an intelligent controller for 
aircraft systems [11–16]. In this chapter, we will employ the Mamdani fuzzy 
control model [3] to design a fuzzy logic control system to monitor and con-
trol the final descent and landing approach for auto-aircraft for a safe landing. 
Dynamically, the proposed controller encompasses two state variables, namely, 
the downward velocity v(t) and the aircraft altitude h(t), in which they need 
to be tracked to generate the control variable, i.e., the force f(t), that is to be 
fed to the plant (aircraft system) to act accordingly. We are taking advantage 
of the graphical user interface (GUI) provided with the fuzzy logic toolbox of 
the MATLAB computing platform to develop the model for the proposed auto-
aircraft controller for a safe landing. Finally, the fuzzy controller modeling, 
coding, results, and analysis are reported in this report. Specifically, this chapter 
has the following contributions: 

We present a comprehensive cyber fuzzy logic control system for the auto-
mated driving aircraft controller that has been developed, explored, and validated. 

We implement the proposed cyber-physical system (CPS) via MATLAB to 
model and track the final descent and landing approach to ensure a safe landing 
for the aircraft and avoid damage. 

We employ two states in the proposed CPS system, including the landing veloc-
ity v(t) and aircraft altitude h(t), both modeled as inputs to the controller to gener-
ate the proper aircraft’s engine force f(t), which is modeled as the control variable 
for the auto-aircraft controller. 

We fuzzify system variables using different linguistic variables and their cor-
responding memberships to model the fuzzy system. Also, the internal fuzzy 
inference system (FIS) has been modeled using the Mamdani control model. The 
fuzzy control output was deffuzified using the centroid of area (CoA) to generate 
the corresponding crisp values. The deffuzified controller signals were plotted to 
analyze the continuous-time behavior of the controller dynamics to gain more 
insights into the landing strategy. Hence, both parameters [v(t), h(t)] contribute to 
the output force f(t) of the controller, which starts to spike at the initial time units 
fuzzily and then continues to decrease uniformly for the rest of the simulation 
time toward the landing area where the aircraft needs to stop its engine (i.e., f(t) = 
0lb: sec) preparing for the final descent. 
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We provided extensive simulation results, which revealed that our fuzzy con-
troller has a smooth rate of change of the downward velocity from initializing the 
aircraft descent at –50 ft/s to the landing position at 0 ft/s. Eventually, the devel-
oped fuzzy controller was successfully and efficiently designed to ensure that the 
aircraft would touch down very gently and avoid damage. 

Finally, the rest of this chapter is organized as follows: the main problem state-
ment of the autopilot controller is stated in Section 9.2. Section 9.3 presents the 
proposed system model for the fuzzy controller design. In Section 9.4, we provide 
and discuss the results and findings of our system implementation. Finally, Sec-
tion 9.5 concludes the work. 

9.2 PROBLEM STATEMENT 

It is desired to design an autopilot for an aircraft’s final descent and landing approach 
using a fuzzy logic control system [10]. It is assumed that the desired downward 
velocity v(t) is proportional to the aircraft altitude h(t) square. Thus, at high alti-
tudes, a large downward velocity is desired. As the altitude diminishes, the desired 
downward velocity gets smaller and smaller. This ensures that the aircraft will touch 
down very gently and avoid damage. This is a two states system, i.e., v(t) and h(t), 
with one control input, f(t). Indifference equations, the plant to be controlled, are 
described by the following simplified two-state equations (Equation 9.1): 

v(k + 1) = v(k) + 0.75 ∗ f(k) and h(k + 1) = h(k) + 1.5 ∗ v(k) (9.1) 

Here v(k + 1) is the new velocity and, v(k) is the old velocity, h(k + 1) is the 
new altitude, and h(k) is the old altitude, and f(k) is the control forces generated 
by the fuzzy controller. 

9.2.1 Task Statement I 

Let the range for the aircraft altitude h(k) = 0 to 2000 ft, the aircraft velocity v(k) 
= −50 to +50 ft/s, and for the force f(k) = −75 to +75 lb·s. 

1. Fuzzify the altitude input variable h(k) into four fuzzy sets using the fol-
lowing linguistics variables: Near−Zero (NZ), Small (S), Medium (M), and 
Large (L) altitude. Select the appropriate type of fuzzy membership func-
tions for each set and plot these membership functions. 

2. Repeat step 1 for the downward velocity v(k) using the following fuzzy 
variables: Down−Large (DL), Down−Small (DS–, Zero [Z], Up–Small (US), 
and Up–Large (UL) velocity. 

3. Repeat step 1 for the control force f(k) using the following fuzzy variables: 
Down−Large (DL), Down–Small (DS–, Zero [Z], Up−Small (US), and Up– 
large (UL) force. 
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4. Use common sense and engineering judgment to determine the fuzzy rules. 
Finally, use the discrete fuzzy centroid strategy to defuzzify the fuzzy out-
put f(k). 

9.2.2 Task Statement II 

Perform the following tasks using the following initial conditions: h(0) = 1950 ft/s 
and v(0) = −45 ft/s. 

1. Calculate the control force that must be applied on the aircraft for the first 
four cycles. 

2. Using MATLAB, design and simulate the performance of the fuzzy control-
ler from the initial conditions to landing. Plot the controller output force 
f(k), the aircraft altitude h(k), the downward velocity v(k), and the relation-
ship between the aircraft altitude h(k) and the downward velocity v(k). Use 
simulation interval T = 0.25 s. 

9.3 FUZZY CONTROLLER DESIGN 

This section discusses the comprehensive phases for the proposed design and 
implementation of the fuzzy logic controller for an aircraft’s final descent and 
landing approach. We have used the Fuzzy toolbox of MATLAB [17], which pro-
vides complete steps to develop the fuzzy controllers. Thus, the FLC design pro-
cess composes the following phases. 

9.3.1 Phase 1: Preparing the Overall Controller 
Schematic 

The top view of the proposed fuzzy control system design of the aircraft’s autopilot 
for the final descent and landing approach is illustrated in Figure 9.4. At this stage, 
we have prepared the controller inputs (velocity and altitude) and outputs (Force), 
selected Mamadani as an inference method, configured the AND OR methods as 
“MIN” and “MAX” operations, as well as the defuzzifier as “Centroid” operation. 

9.3.2 Phase 2: Configuring the Controller I/O 

We have prepared the controller parameter as fuzzy functions by fuzzifying sys-
tem dynamics ranges to end up with the membership functions illustrated in Fig-
ure 9.5. As can be seen from the figure, since both velocity (input parameter) and 
force (controller output) have five linguistic variables (i.e., five fuzzy sets), each 
can be implemented using five overlapped membership functions. However, the 
case for the aircraft altitude was different since it was fuzzified into four fuzzy 
sets and, thus, four membership functions that can split the horizon range of this 
input parameter. 
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Figure 9.4 Top view of the proposed fuzzy controller. 
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Figure 9.5 Membership functions for each parameter. 

9.3.3 Phase 3: Developing the Rule-based System 

To design the proper Fuzzy controller, we developed our rule-based system using 
the following matrix of rules (Figure 9.6) that maps the two inputs (i.e., velocity and 
altitude) to the possible fuzzy output (i.e., Force) linguistics. Using common sense 
and engineering judgment, a map has been developed to determine the fuzzy rules. 

The complete list of rules of the fuzzy aircraft controller accumulated 20 rules 
base since the number of linguistics accompanying each input is 4 and 5, respec-
tively, forming a rule base matrix of the length of 4 × 5. The list of rules is given 
below and followed by Figure 9.7, which shows the same rules implemented 
using the rule base engine provided by the MATLAB Fuzzy toolbox. 

9.3.4 Phase 4: Modeling Fuzzy Inference System 

As all rules have been configured to cover all possible relations of inputs and out-
puts, the inference process can be started by applying any input combinations of 
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Figure 9.6 Rule-based matrix for the fuzzy controller. 

Figure 9.7 Implementing the fuzzy rules using MATLAB. 

v(k) and h(k) to find out the response of the controller, which determine the proper 
force accordingly. The rule inference system is illustrated in Figure 9.8. This FIS 
uses the Mamadani method, which applies the min–min–max composition and 
centroid defuzzification. Also, the figure provides an example of applying the 
input combination: [h(k),v(k)] = [1000,0], which shows the controller output force 
of −18.5 lb·s. 
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Figure 9.8 Rule-based viewer for aircraft fuzzy controller using Mamadani FIS. 
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9.3.5 Phase 5:Visualizing Overall I/O Relationships 

To better understand the controller functionality, we provide the relationships of 
the Defuzzified Input Output using the Mamadani fuzzy model (i.e., min–min–max 
composition) and Centroid of Area (COA) as defuzzification process of extracting 
crisp value from a fuzzy set. Such relationships are provided in Figure 9.9, which 
illustrates the two possible relations (since we have two inputs and one output): 
the force versus velocity relationship and the force versus altitude relationship. 

Finally, the overall combined relationship between all inputs v(k) and h(k) with 
all corresponding outputs f(k) is presented in Figure 9.10. 

9.4 RESULTS AND DISCUSSIONS 

The auto-aircraft control has always been a subject of interest as it can be related 
closely to many dynamical models involving adaptive control. In this chapter, 
we have implemented the fuzzy controller for a two-state auto-aircraft landing 

Figure 9.9 Relationships of the Defuzzifed Input Output for each single input. 
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Figure 9.10 Surface plot for the overall relationships of the Defuzzifed Input Output. 

Figure 9.11 The downward velocity of aircraft v(t) versus time t. 

system with one control variable. Therefore, this section will discuss the valid-
ity of the developed fuzzy control system for its controller input (velocity and 
altitude) and its impact on the control output (aircraft force). For instance, Figure 
9.11 illustrates the behavior of downward velocity for aircraft. Our fuzzy control-
ler has a smooth rate of change of the downward velocity from initializing the 
aircraft decent at –50 ft/s to the landing position at 0 ft/s. Note that the simulation 
time here is 25 seconds, with the sample time configured at 0.25 seconds. 

Figure 9.12 illustrates the tendency of aircraft altitude, which verifies the effi-
ciency of the developed fuzzy controller since it provides a uniform exponential 
decrease of the altitude toward the landing position, which is strongly proportional 
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Figure 9.12 The altitude of aircraft h(t) versus time t. 

Figure 9.13 The controller force of aircraft f(t) versus time t. 

to the change of downward velocity. Again, the simulation time here is 25 sec-
onds, with the sample time configured at 0.25 seconds. 

Figure 9.13 illustrates the behavior of the output force f(t) of the controller, 
which starts to spike at the first couple of time units fuzzily and then continues to 
decrease uniformly for the rest of the simulation time (i.e., landing time) toward 
the landing area where the aircraft needs to stop its engine (i.e., f(t) = 0 lb·s) pre-
paring for the final descent. 
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Figure 9.14 The relationship between downward velocity v(t) and aircraft altitude h(t). 

Figure 9.15 Obtaining the initial force f(0) the fuzzy controller’s rule base viewer. 

Finally, Figure 9.14 illustrates the relationship between downward velocity and 
the aircraft altitude. From the plot, as the altitude decreases, the velocity decreases 
too. Both of them almost reach the landing position at the same time (Figure 9.15). 

9.5 CONCLUSIONS 

A fuzzy logic controller (FLC)-based Mamdani fuzzy technique for modeling and 
tracking the landing approach and final descent for safe aircraft landing and avoid-
ing damage using MATLAB simulation package has been developed and reported in 
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this chapter. The simulation results showed that the proposed FLC model provided a 
smooth rate of change in downward velocity v(t) from the initial velocity downward 
to saturate statically at zeroft/s while pushing down the aircraft by decreasing altitude 
h(t) toward the landing area continuously on time sampled at 0.25 second. As a result, 
both of the parameters [v(t), h(t)] contribute to the output force f(t) of the control-
ler, which starts to spike at the first couple of time units fuzzily and then continues 
to decrease uniformly for the rest of simulation time (i.e., landing time) toward the 
landing area where the aircraft needs to stop its engine (i.e., f(t) = 0 lb·s) preparing 
for the final descent. One last thing, according to the simulation results and appendix 
plots, the centroid deffuzifier seems to be the best option to model the dynamics for 
our controller system since it provides the most stable and smooth results when com-
pared with results generated using other deffuzifiers. In the future, we will seek to 
investigate and discuss the employment of other intelligent schemes to construct the 
autopilot controller using neural network models, fuzzy-neuro models, heuristic and 
meta-heuristic models, and machine/deep learning models [18,19]. 
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Chapter 10 

Harnessing the Power of 
Artificial Intelligence in 
Software Engineering for the 
Design and Optimization of 
Cyber-physical Systems 

Shubham Tiwari and Ayasha Malik 

10.1 INTRODUCTION 

Various practices intersect specific stages of the Software Development Life Cycle 
(SDLC) in programming tasks. To extract important information from data acquired 
throughout the SDLC, various information extraction approaches are used. This chap
ter analyzes numerous artificial reasoning tasks that have applications in the auto
mation of programming plans [1]. To address certain programming-related issues, 
artificial intelligence techniques such as data mining, artificial neural networks, and 
fuzzy logic have been utilized. However, the complexity of programming tasks neces-
sitates the automation of all discussed procedures to address the associated instability 
[2]. A large amount of data from all stages of the SDLC has been evaluated. However, 
this data contradicts the findings of the prerequisites study, implementation, unit test
ing, integration, and system testing, as well as the design and maintenance phases. 
The engineering of the software design and composition is based on the information 
gathered during the design and planning phase, for the purpose of remodeling. The 
mining of large amounts of data has been found to be beneficial for the efficient reuse 
of information and ID disclosure [3,4]. However, for the development of software, 
as well as for recycling and support automation for authorized standards, artificial 
intelligence (AI) should be used in cooperation [5]. The main goal of this research is 
to propose various functions and features related to AI in the field of computer pro
gramming for the advancement of the field. The testing of the most advanced AI tech
niques is carried out in the final phase, which is also relevant for the field of product 
remodelling and the overall development of the field of programming. Applications 
are categorized according to their location, type of AI technology, and automation 
level by AI-SEAL, which stands for AI in software engineering application levels. 
This illustrates that AI in the field of computer programming is a challenging and 
rapidly developing domain and that a thorough exploration is necessary to address the 
issues and problems related to programming in the field [6–8]. 

AI has both positive and negative implications for different groups of people. It 
can be beneficial for customers, businesses, and even those with malicious intent. 

 
 

 
 

 

 
 

 
 

 
  

 
 
 
 
 
 
 

 
 
 
 
 
 

-
-

-

-
-

https://doi.org/10.1201/9781003474111-10


 

 

 
 

 

 
 
 

 

 
 
 

 
 

 

168 Emerging Trends for Securing Cyber Physical Systems 

AI is used for a variety of tasks, such as assisting with online searches through 
Google Assistant, helping with phone conversations through Siri, and even recog-
nizing faces on Facebook [9]. Additionally, AI is helping credit card companies 
detect and prevent fraud, saving them billions of dollars annually. However, it 
raises the question of whether it is a good idea to rely on AI to keep confidential 
information secure. In today’s era, advancements in technology have opened up 
the possibility of creating new types of computer systems, known as Cyber-Phys-
ical Systems (CPS), that can work in coordination with the real world [10]. These 
systems typically involve a combination of real-world actions and computer sys-
tems. Additionally, an overview of this topic is provided herein: 

• The framework of AI and its applications is discussed in this work. 
• Various artificial techniques are stated in this piece of work, which are rel-

evant in this field. 
• Applications of AI in SE along with its types are featured in this work. 

The remaining portion of this chapter is summarized as follows: In Section 10.2, 
the application of AI in the field of software engineering, along with various types 
of AI, is explained. This section also covers how to extract information from data 
using AI and the advantages of AI. Section 10.3 discusses the use of AI in computer-
ized software development and covers the concept of data mining through RPA and 
AI. The section also describes how to reuse software. Section 10.4 covers the evalu-
ation methods of AI. In Section 10.5, the intersection of CPS and AI is discussed. 
The section provides an overview of CPS, including its definition, characteristics, 
and applications. It also examines how AI can improve the performance of CPS and 
the current state of research in this field, highlighting the challenges and opportu-
nities that arise when AI is integrated with CPS. In Section 10.6, potential future 
developments and implications for both CPS and AI are discussed, including some 
types of neural networks and distributed AI. Section 10.7 concludes the chapter. 

10.2 THE USE OF AI IN SOFTWARE ENGINEERING 

To address potential software engineering issues, data mining has been conducted 
to extract valuable information from various programming repositories [11]. 
This technique has also been applied in automated reasoning. The use of domain 
knowledge, along with advancements in the field of programming, remains an 
important area of research for automating intuitive programming tasks [12]. To 
support the development process of products, various business concepts are now 
readily available in the market. In the field of programming, the task of AI is to 
search for and gather information related to programming and AI and apply it to 
the field [13]. This study examines the role of AI in programming, combining 
the three key areas of programming, data mining, and automated reasoning to 
improve the concept of intuitive programming and, ultimately, automate the entire 
programming development process [14]. 
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10.2.1 AI’s Forms 

We can bifurcate AI into various categories, but two potential categories are 
capacities and functionalities. 

• Narrow AI: Narrow AI is smart enough to perform a specific task or operation 
that has been assigned to it. It is currently the most practical type of AI. How-
ever, this type of AI is limited in its capabilities as it is designed to perform 
specific tasks, which is why it is also referred to as weak AI. If we try to push 
it beyond its intended capabilities, it can malfunction or fail. A prime example 
of this is SIRI by Apple. SIRI is programmed to perform a fixed set of func-
tions. Another example of Narrow AI is IBM’s Watson Supercomputer, which 
is equipped with machine learning and natural language processing. Other 
examples of Narrow AI include chess-playing programs, e-commerce sites, 
and systems for recognizing speech and images [15]. 

• General AI: The goal of General AI is to create a system that can perform 
logical functions with the same level of effectiveness as a human. The ulti-
mate objective is to build a system that is capable of independent thought. 
However, to date, no AI has been able to fully replicate the cognitive abili-
ties of the human mind. This is a complex task that will require significant 
research and development [16]. 

• Super AI: The Super AI model can surpass human capabilities in all areas 
and perform every task more efficiently. This AI is considered to be an 
advancement of General AI, as it can solve complex problems, form percep-
tions, and learn on its own. However, it is currently still in the hypothetical 
phase. If this system were to be implemented in real life, it would be one of 
the greatest achievements in human history [17]. 

• Reactive machines: The primary types of AI machines are Reactive 
machines, which do not store memories of past events for future reference. 
The main focus is on identifying opportunities and taking action on them 
quickly. Examples of this type of AI include IBM’s Deep Blue system and 
Google’s AlphaGo system [18]. 

• Limited machines: Contrary to reactive machines, limited machines can retain 
previous experiences for a short period. However, the stored information may 
only be useful for a limited duration. A self-driving car is a prime example of 
this. The primary function of a self-driving car is to record the speed of sur-
rounding vehicles, the speed limit, and the distance between itself and other 
vehicles. Additional data is also recorded for driving purposes [19]. 

• Theory of mind: Isn’t it cool that a machine can decipher human emotions, 
its beliefs, and is also able to socialize with other human beings? This AI’s 
idea and motive are the same as discussed above. It is presently in a progress 
phase and may require more time before marketing. A group of attempts 
have been made and are still being made to create and improve this AI [20]. 

• Self-awareness: Taking the world of AI one step ahead, this self-awareness 
AI is an impending AI. What’s special about this AI? Well, this AI will be 
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so analytical that it will have its plans, understanding, and introspection. 
Once done, these AIs will be super smart compared to human minds. It is 
still in the theoretical phase but if it will be developed, then it will have the 
possibility to transform this globe [21]. 

10.2.2 Data Mining with the Aid of Information-based 
Systems 

To effectively address various software engineering problems related to the stor-
age and management of information, discovery through experimentation is essen-
tial. Data mining and associated software categories, such as user interfaces, lines 
of code, cyclomatic complexity, and density, play a crucial role in the classifica-
tion and improvement of software for the efficient application of data mining 
methods. Software engineering in conjunction with artificial intelligence is ben-
eficial for the sustainable elements of information systems [22]. 

10.2.3 SE Elicited from Business Intelligence 

The upcoming trend of AI in software engineering (SE) [23] involves identifying 
and organizing objects that exist in the physical world. For example, expert infor-
mation and research areas such as information-based systems. Automated intel-
ligence, specifically in the field of software engineering, is gaining momentum in 
both research and award-winning areas. Integrating AI with business intelligence 
leads to the automation of the software development process [24]. 

10.3 REUTILIZATION OF COMPUTERIZED SOFTWARE 
CONSTRUCTION WITH SI 

The field of SDLC is a subset of software construction. A significant amount of data 
is managed at each stage of the process. Clear communication and management of 
data is crucial at each level of the SDLC, especially when dealing with software-
related issues. The examination of specific information related to each phase of the 
SDLC improves the comprehension and analysis of the process, making it more 
efficient. To save time and simplify the development process, software is often 
reused. This approach is beneficial for all parties involved, as it ensures the use of 
high-quality, well-organized, and adaptable software components. To achieve a suc-
cessful and structured transition, automated and various software engineering tech-
niques can be employed to attain a well-organized approach. This can be achieved 
by making changes in the software development process to automate it, thus avoid-
ing the constant selection of software engineering issues. Additionally, it helps to 
preserve software attributes, making the software more adaptable to technology and 
improving its overall organization. This ultimately reduces the total time and cost 
required for the final development of the application [25–27]. 
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10.3.1 Structured Software Development with the 
Help of AI 

The construction of software using computer technology involves a combi-
nation of SE and various AI approaches. Data mining is used to select the 
best candidates and identify useful skills, which helps to reuse and enhance 
AI strategies and make decisions. This results in the automation of SE tasks, 
including the re-utilization of software. A thorough examination of Systems 
Integration (SI) [28] is conducted to reuse current business intelligence con-
cepts, allowing a large franchise to acquire the BI framework. The progression 
of the application will lead to a combination of AI strategies at every stage of 
software development. Reusing the organization, architecture, and processes 
of a business by the Software Reuse organization is done to recover SE [29]. 
Combining the three powerful fields of AI, data mining, and SE aids in the 
development of SI, allowing for the automation and renewal of software con-
struction strategies. Data mining and AI processes are related to SI, as they 
support all phases of the SDLC. In addition, this text describes various AI 
strategies that are crucial for the organized development of software in the 
re-utilization domain [30]. 

10.4 REUSABILITY ASSESSMENT OF ARTIFICIAL 
TECHNIQUES 

To improve different software development processes, various areas of research 
have been examined. It was found that neural networks, fuzzy logic, information-
based systems, and Machine Learning (ML) are effective AI strategies that can 
enhance operations. AI is rapidly growing in popularity, and it is being utilized in 
nearly every field, such as software development and testing, software architec-
ture, and requirement engineering. In this section, we will discuss the three most 
widely used AI strategies in the software engineering industry. These strategies 
are outlined systematically and comprehensively [31,32]. A range of techniques 
can assist in software development. In this chapter, we will explain how data min-
ing, ML, and neural networks can provide specific advantages in the field of SE. 
The most important procedures are outlined in Table 10.1 [35] and are relevant 
across the entire field of SE, with a specific focus on the development of busi-
ness software and the recycling of existing software [33,34]. The numerous data 
mining approaches utilized in the extraction of SE data for the reutilization of 
software are listed in Table 10.1. 

There is a variety of ML approaches that are employed by the SE platform. 
Deep learning (DL) enables the engineers to extract the necessary require-
ments from developing source code and do the computation through multi-
layer neural networks [36]. Figure 10.1 shows us the relationship between AI, 
ML, and DL. 
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Table 10.1 AI in SE 

Artifcial Intelligence in Software Engineering 

Data Mining in Software Software 
AI Techniques [35] Engineering Engineering Area Applications 

1 Knowledge discovery Software reuse Software reusability 
activities 

2 Classifcation Software reuse Identifying software 
components 

3 Clustering Software reuse Predicting reusability 

Figure. 10.1 The relationship between DL, ML, and AI. 

10.5 CYBER-PHYSICAL SYSTEMS 

CPS is a complex setup that has different levels which work together with the real 
world. According to many researchers, CPS is becoming more important for the 
industry as well as scientific studies. CPS is being noticed by the government and 
they also got some plans to use CPS to eradicate current problems. It is expected 
that by using this trendy technology with the physical world, systems can be made 
more efficient, safer, better, and more competitive. In this section, we are discuss-
ing how the chemical industry can benefit with the help of CPS. We will also 
discuss how CPS can perform better with the help of AI. As we mentioned earlier, 
AI is a boon for CPS; it can help CPS understand things better. Further, we will 
discuss the relationship between many important topics and CPS, and how it con-
nects to important parts of chemical engineering like system control and optimi-
zation. Finally, we will discuss the link between other trendy and emerging topics 
like “digital twins” and how it connects with CPS in chemical industries [37,38]. 
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10.5.1 Exploring the Utilization of Artificial 
Intelligence in Enabling Cyber-physical 
Systems 

The main purpose of this chapter is to demonstrate how AI can boost CPS per-
formance by making it understand things. Within the CPS, AI can be fruitful for 
things like a prediction about something and finding problems. It can help the 
system work better. For this part of the chapter, we will be discussing, in brief, 
the future outlook of CPS and the chemical industry together. As aforementioned, 
AI can work as an enabling component that provides important perception to the 
CPS. Furthermore, we will be discussing the connection of CPS with crucial sub-
jects like system control and optimization, which is a part of chemical engineer-
ing. A connection between “digital twins” and CPS is also discussed [39]. 

10.5.2 Investigating the Intersection of Control, 
Optimization,Artificial Intelligence, and 
Cyber-physical System 

The important factor in the chemical industry is to make sure that the process is work-
ing smoothly and making the most of it. If this is not happening, the process can’t oper-
ate even if the basic ways for controlling and checking are used. A lot of information 
and research is present regarding the control issues and making the chemical industry 
better. Many new ideas and innovations on these topics can be found throughout his-
tory. For now, we are not going to dig into a lot about these topics, but they are a crucial 
part of the chemical industry. So, whenever we discuss innovations in said field, it is 
necessary to remember these components that help CPS work better [40]. 

10.5.3 Cyber-physical Systems, Digital Twins, and AI 

If the digitalization of CPS is done in such a way that a virtual copy of CPS is made, 
then it’s like a mirror of the real one, i.e., cyber and physical systems. This virtual copy 
of CPS can be used for various things like making the system better and checking if it 
is working. It opens up a lot of possibilities if the virtual copy of CPS is made. “Digital 
twin” is known as the virtual copy of CPS. This can be used to analyze what’s hap-
pening in the world in real-time, learn from it, and get the required data. It also helps 
with the virtualization of CPS in a succinct virtual environment, which can be useful 
for the assessment of the physical environment, continuously learning from it, and in 
the end providing real, precise, and reliable information about the whole scenario [41]. 

10.5.4 Exploring the Capabilities of Artificial 
Intelligence in Cyber-physical Systems 

A combination of computer systems, networks, and things happening in the real 
world makes a CPS. These can watch and control the real-world parts. CPS is built 
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by different machines and tools that can sense things and computer intelligence. It 
uses these things to analyze the physical world with the help of algorithms that are 
connected to the Internet [42]. This simply means CPS can perform according to 
what’s happening in real life. As the field of data analysis, AI and communication 
is growing exponentially, more and more scientists want these kinds of machines 
to interact with the provided environment. Some examples can be taken as self-
driving cars, which use sensors to drive carefully, and also the appliances/prod-
ucts that save energy on their own. CPS is invigorating important switches and 
changing the way we live. It is acting like a building block for things like smart 
products and buildings. As this continues to grow and will become common in our 
daily lives, we will see four areas of CPS more often [43]. 

10.5.4.1 Swarm Intelligence: All for One and One for All 

There is one interesting technology/area of AI known as “swarm intelligence.” 
It is the working of many small “minds” together to make the whole system 
faster, more efficient, smarter, creative, and better at understanding [44]. One 
more important and interesting thing about “swarm intelligence” is that they 
don’t have one central control, can be made smaller or bigger, can change eas-
ily, work on their own, and can also work together. From this, we can simply 
conclude that all machines and robots work together to achieve the same goal. 
One thing that can help swarm systems work better is having good commu-
nications networks like 5G because it will allow the seamless interaction and 
transfer of data easily among the swarm members [45,46]. That is, robots will 
be able to talk and share info without any disturbance. Maybe soon, swarm 
systems may help in things that seem impossible for a normal being now. For 
example, rescue operations in dangerous environments. These systems can 
also plot untold places in real time while people are still moving and can also 
warn them about any danger approaching. In layman’s terms, this can help 
people even in extreme situations [47]. 

10.5.4.2 The Mitigation of Distance as a Factor in Networked 
Systems 

One new way to connect is the “tactile Internet,” which will allow us to interact 
in real-time with things that are far away. It is currently under development, but 
once it is developed, then the way of our communication will change and we will 
be able to understand how far we have reached by using this advanced technol-
ogy. One of the best and most interesting examples is that robots could be used by 
doctors to perform surgeries even when they are far away. Isn’t it interesting and 
so helpful for mankind? This will help more and more people to get medical help 
on time. But this is still a hypothetical situation, to make this happen we need to 
work on technology. Working on technology means having faster and better com-
munication networks like 5G, other technologies like VR and AR, robots, and AI. 
All these things collectively would make the surgery possible [48]. 
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10.5.4.3 Advancing the Integration of Artificial Intelligence and 
Machine Learning at the Point of Action 

For controlling the flow of data at the borderline between two different networks, 
hardware called an “Edge Device” is used. Edge Devices are becoming more 
mighty, smaller, and cheaper. But cheaper and smaller doesn’t necessarily mean 
that it won’t perform [49]. We can use these devices in AI and ML which will 
help us to make real-time decisions closer to the place where the whole data gets 
stored. This means making models that take into account where the data comes 
from and adapting the way the system makes decisions based on the situation. 
These systems are necessary for CPS to perform better, especially when the time 
is critical and no mistake can be tolerated like in surgeries with the help of robots 
or what we were talking about earlier, self-driving cars. It provides us with real-
time information which directly helps CPS to work and perform better [50]. 

10.5.4.4 Open, Yet Protected 

As technology is increasing and becoming more common, many smart devices 
and the Internet of Things (IoT) are also becoming more common among people. 
It is becoming a new normal in our lives as the majority of the population today is 
connected to the Internet. Researchers found that by the year 2030, more than 125 
billion devices will be connected around the world. Eight billion people with 125 
billion devices! But as more and more devices are being made and innovated, it 
is also important to review the old devices, rather than handling the new devices, 
as it poses too much risk. For instance, if more devices get connected, it will be 
easier for anyone to hack them. For device safety, we need to make sure that dif-
ferent systems are working together and also learning as time passes by. This will 
change the safety of our devices, especially when more people are getting con-
nected. Machines and robots can perform many things either good or bad, but it’s 
the responsibility of a company or a person to use them for good purposes. They 
should work on making new products and services, creating more employment, 
but with good intentions and keeping the user’s data safe [51]. 

10.5.4.5 Prospects and Future Directions 

As the advancement in technology continues to grow and the way of living is chang-
ing, it is making people more excited but also worried at some times. But this whole 
concept is about connecting the real world with the virtual world. Things like swarm 
intelligence, the tactile Internet, and edge computing are advancing in their fields 
and making the technology more intelligent, which can understand things better. 
Humans are going through a phase where everything is changing so rapidly. We 
should be more aware that the changes we are making are positively impacting our 
lives. New technologies like Amazon’s Alexa and Apple’s Siri will always listen to 
us, and there are dangers online that can put our information at risk. The best and 
only way to deal with all these changes is to accept and work accordingly [52]. 
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10.6 UTILIZATION OF ARTIFICIAL INTELLIGENCE 
IN ENABLING CYBER-PHYSICAL SYSTEMS IN 
INDUSTRIAL APPLICATIONS 

The goal of this chapter is to show and evaluate the capability of AI-derived cyber-
physical systems, which allows the system to think on its own. On a primary level, 
AI can prove to be a useful part of CPSs, for example, to detect a fault or to predict 
system behaviour in real-time. This topic has been discussed previously in the lit-
erature. As the advancement in AI systems continues, it increases the complexity 
as well. There are still different parts that don’t work smoothly together. It needs 
to change. This simply means better tools and technologies are required to control 
them and make any decision. It is one of the biggest challenges for scaling AI sys-
tems. This challenge needs to be addressed as AI plays a big and important role in 
making big systems work well. It connects all the parts and makes sure they work 
smoothly and decisions are being taken quickly on their own [53]. 

What else AI can do is help the system to learn itself and to think itself. This is 
all possible by teaching the system to do some tasks or letting it do itself. This is 
called supervised and unsupervised training, which enables systems to perform a 
particular task. Apart from this, AI models can help systems change and adapt on 
their own as their learning grows. People want to learn more about how to make 
big AI systems and how to use them in different things. This is important because 
AI can be used to do things that people usually do. This is what we are talking 
about when we talk about using AI in special systems that can do different jobs. 

Nowadays businesses are making use of AI models to make things run smoothly 
without any interference. The best part about this is that it is helping different busi-
nesses to communicate with the CPSs structures and make decisions. This process 
is called “autonomy.” The idea of autonomy is becoming more popular as technol-
ogy is increasing and innovations are being made, like self-driving cars. This helps 
businesses to use less manpower. The idea is to make sure machines can work on 
their own and be friendly to people. It needs certain things like being able to work 
in small parts, being equal, sharing information, knowing what’s happening around 
them, and being able to manage themselves. This idea hasn’t been talked about 
much because we didn’t have the technology to make it happen. But now, with the 
Internet-of-Things, we can start working toward making this idea a reality. 

A group of machines that are connected to perform different tasks such as shar-
ing information in real time is known as an industrial IoT network. This proves 
to be fruitful for AI-enabled systems which are computer programs that can do 
tasks on their own i.e., think and learn. This network also enables AI-enabled 
systems to share information and work in a union to manage the whole system. 
In layman’s terms, it simply creates an environment that allows AI to work better 
[54]. Knowing how to use AI in moving systems is still a problem that needs to 
be solved. “Dynamic AI” is very important for systems in chemical engineering 
that change a lot and are hard to predict. These systems usually take a long time to 
settle and need someone to keep an eye on them to make sure they keep working 
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well in the future. To address this problem, Recurrent Neural Networks (RNNs) 
are the best approach. One other type of RNN is known as Deep Neural Networks 
(DNN). It is good at solving problems in various spaces, but not enough research 
has been done on the correct way to use this in industry. DNNs have not played a 
major role in chemical engineering as yet. Although AI is advancing every single 
day, it’s still not very good at solving problems about the change of systems [55]. 
One other type of AI is called distributed AI, which enables big systems to think 
for themselves, work in unity, adapt, and change how the CPSs work. 

10.7 CONCLUSION 

A huge area of AI functions for the reutilization of software in the field of SE and 
its types are covered in this chapter. Merging data mining with AI to allow SE 
applications is one of the results of SE. It can advance the computerized reutiliza-
tion of software for the development of software. By assessing the number of 
frameworks narrated, one can spot important research chances in the field of AI 
in the context of the reutilization of the software. Hence, this chapter described 
several things in brief such as automation, AI applications, mechanization of AI to 
do human-related tasks, voice recognition, own perceptions and decision-making, 
etc. To identify patterns in digitalized documents, images, and text messages, AI 
has been used in RPA. The main advantage of RPA is that it releases the physi-
cal employees by cleverly automating everything like the collection of data and 
classification chores, and also neglects most clerical mistakes. This chapter also 
discussed the power of AI-enabled CPS in various industrial applications. It also 
tells us how AI can boost the performance of CPSs in different areas and prove 
to be useful. Areas like control, optimization, and real-time monitoring can ben-
efit. This chapter also highlighted the challenges and problems which need to be 
acknowledged to fully utilize the abilities of AI-driven CPSs. The future of CPS 
is very promising and holds great potential for increasing safety and efficiency. 
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Chapter 11 

Blockchain Technology and 
Artificial Intelligence 
Overview, Transformation, 
and Application 

Nandini and Bharat Bhushan 

11.1 INTRODUCTION 

Artificial intelligence (AI) in the form of decision support system and neural net-
work is used practically in every aspect of day-to-day life. AI is a dominating 
technology due to its high-level accuracy as well as requires less computational 
power [1]. In large firms, robots are replacing workshop employment which lead 
employees to management positions. Chess is one of the most popular games 
where AI has been applied [2]. Although less intelligent than individuals, these 
robots deploy using brute force techniques to quickly scan hundreds of locations. 
Nowadays, neural networks are used to predict atmospheric (weather) conditions. 
The past records are known as data set used by the neural network to examine the 
further records for trends, and forecast future weather conditions [3]. AI systems 
can be used in smart healthcare, but first they must be “trained” using the data set 
produced by clinical procedures like screening, therapy assignment, and so on. It 
analyzes data from electrodiagnosis, genetic testing, and diagnostic imaging at the 
diagnosis stage [4]. 

Although the benefits of AI technology will largely outweigh the hazards, it is 
important to consider the obstacles and risks that may arise [5]. Finding every bug in 
a piece of computer code is impossible, whether using human assistance or only tech-
nological techniques. This implies that some types of computer assaults will be capa-
ble of exploiting technologies that, in some way or another, fall under the umbrella 
of AI [6]. It is disconcerting that AI technologies are so frequently used and that the 
majority of them are sensitive to hostile attacks. Adversarial attacks frequently take 
the form of input modifications for ML or DL models with the goal of misclassifying 
the input data. The task category to which the algorithm belongs greatly influences 
adversarial attacks on AI models [7]. Evasion attacks use adversarial instances to 
exploit system flaws and cause the intended mistakes without changing a system’s 
behavior. The idea behind evasion attacks is that an adversary may learn a substitute 
classifier using fake data to successfully avoid the targeted classifier without hav-
ing previous knowledge of the decision function of a classifier. Although adversarial 
samples are frequently perceptually identical to “clean” samples, they nonetheless 
offer a severe security risk to machine learning (ML) applications [8]. 
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Decentralized AI refers to artificial intelligence integrated with blockchain 
technology [9]. Since storing and managing data is the primary function of block-
chain, when it is integrated with AI, the data that are maintained can make deci-
sions on their own and might own their own intelligence. The AI’s working data 
may also be shared to different other networks via a trustworthy and secure block-
chain method [10]. Given that the blockchain is a very secure and reliable plat-
form and that AI can process enormous amounts of data, the two technologies can 
operate better together [11]. Without the need of middlemen, decentralized AI can 
process data and run analysis on digitally signed and protected data that is kept on 
the blockchain [12,13]. 

Despite the fact that blockchain has been popular several times, there aren’t 
many thorough studies that discuss the development and use of blockchain for 
AI [14,15]. This chapter compares the suggestions in the extant literature that 
have focused on merging blockchain and AI, and it presents a comprehensive 
framework for applying blockchain to AI situations. A detailed investigation of 
blockchain-based AI applications has described the new blockchain platforms, 
apps, and protocols that are oriented particularly toward the AI sector. This chap-
ter evaluates the available research and also identifies and investigates some of 
the open research questions that are related to using blockchain technology for AI. 

This chapter is divided into different sections as follows: Section 11.2 pres-
ents the overview of blockchain, uses of blockchain, types of blockchain, and 
some consensus protocols for blockchain. Section 11.3 describes prevalent issues 
in blockchain, operational maintenance, quality assurance, malicious behavior 
detection, blockchain interoperability, and lack of adoption and trust among users. 
Section 11.4 elaborates on AI-based secure computing, blockchain that can trans-
form AI, decentralized AI applications, blockchain-based AI applications. 

11.2 OVERVIEW OF BLOCKCHAIN 

Blockchains are recognized as technical advancements that have the potential to 
fundamentally transform the way society trades and contracts [16]. Every zone of 
blockchain has been covered in the following sections. 

11.2.1 Blockchain 

Blockchain is a chain data structure. Each piece of data is treated as a block, and 
that block is sequentially connected to every other block in chronological order 
[17]. Blockchain is a decentralized technology which is cryptographically guar-
anteed to neither be manipulated nor falsified. The small-world prototype used 
by blockchain networks can preserve data integrity and consistency as well as 
network stability in the event of node changes [18]. Despite having a brief history, 
blockchain has quickly advanced and won the trust of numerous applications. 
Blockchain has established its functions as a secure and decentralized database 
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independent of financial applications like Bitcoin and comparable apps. Block-
chain technology can be integrated with numerous non-financial applications, 
including networking [19]. Blockchain decentralized storage is used to store large 
amounts of data that links current blocks to previous blocks via smart contract 
code. A smart contract is a contract that automatically executes a contained action 
when conditions are met, without third-party intervention. 

11.2.2 Understanding Blockchain 

Blockchain is among the most significant advancement in technology in recent 
days. It has gained popularity mainly for its absolute security and capability of 
managing the numerous aspects of online authentication challenges. 

11.2.2.1 Blockchain as a Platform for Transaction 

Blockchain was originally introduced in Bitcoin as a completely public block-
chain that, in the absence of reliable central authority, would be accessible to all 
participants worldwide anytime a transaction was recorded on it [20]. In order to 
complete a transaction, the prior owner has to sign a hash of the payment wherein 
they acquired the Bitcoin and the current owner’s public key using the ciphertext 
that confirms the public key. The blockchain is made up of a series of blocks that 
are placed in order, and each block contains transaction verifications. In order 
to be included in the next block, transactions are required to be processed and 
validated by miners. Each block’s transactions are hashed to form a Merkle tree, 
grouped, and hashed once more till either one hash is left, identified as the Merkle 
root. Merkle roots are appended into the block’s header. Every block header con-
tains previously used block header’s hash, thus producing a block after block 
[21]. Figure 11.1 shows the process of transaction when one individual transfers a 
certain amount of Bitcoin they hold to another. 

Figure 11.1 Transaction process life cycle. 
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11.2.2.2 Blockchain as a Platform for Computing 

Consider a blockchain serves as a fundamental computing platform at two layers: 
transactional and systemic [22]. Unlike previous financial cryptosystems that precisely 
specified transaction semantics, Bitcoin introduced transactions as small programs of 
scripted computer code that is a variant of the FORTH language. The possibilities for 
advanced programs like “smart contracts” also seem to be open, but there are limita-
tions. Storage space is very expensive as transactions in blocks are byte by byte. Every 
transaction must be validated by each node if confronted with the issue of stalling and 
the inability to know when the arbitrary program is terminated [23]. These constraints 
propose a minimally efficient language without loops, giving the idea of ubiquitous 
computing to the test and penalizing users for inefficient computations. The script can 
be considered Turing complete by using two stacks that form a two-pushdown autom-
aton. With this arrangement, loops in the script are unrolled using extra stacks [24]. 

11.2.3 Classification of Blockchain Technology 

Blockchain is mainly of two types: private and public blockchains. However, there 
are also some variations like consortiums and hybrid blockchain. Each blockchain 
consists of clusters of nodes working together in a P2P (peer-to-peer) network system 
[25]. Every node in the network has an enhanced version of the shared ledger. Each 
node can validate transactions, initiate or receive transactions, and create blocks. 

11.2.3.1 Private Blockchain 

Private blockchain is either a restricted or permissioned blockchain whether it 
works merely in a protected or closed network. These blockchains are mostly 
used inside an organization or by companies where the only participants in the 
blockchain network are selected members. Permission, security, authorization, and 
accessibility levels are in the hands of the governing organization. Therefore, pri-
vate blockchains are used in a similar way to public blockchains, but with smaller 
and more limited networks [26]. Private blockchain networks are used for supply 
chain management, voting, ownership of assets, digit identity, and more. There are 
some private blockchain examples which are practically implemented—projects 
using HyperLedger (Fabric, Sawtooth), Corda, and multichain [27]. 

11.2.3.2 Public Blockchain 

Public blockchains are permissionless and non-interfering scattered blockchain 
systems. Any individual having Internet access may sign up to blockchain, 
become a node with authority, and become a part of blockchain network. The 
users of public blockchain have access to both recent and old information, may 
ensure transactions, can engage in mining, and can give proof of work on incom-
ing blocks. The most significant uses of public blockchain are mining and trading 
of cryptocurrencies. Therefore, the blockchain like Bitcoin and Litecoin are the 
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most famous and universal blockchains. If security standards and procedures are 
strictly followed by the user, then blockchains are mostly secure [28]. However, 
there is only one problematic issue that occurs when users do not follow safety 
procedures carefully, for example, Bitcoin and Ethereum. 

11.2.3.3 Consortium Blockchain 

A consortium blockchain is a form of semi-decentralized blockchain that uses a 
number of different networks handled by many different organizations, as com-
pared to private blockchains controlled by one entity. This particular blockchain 
enables several businesses to function as a block, communicating information and 
cooperating in mining. Most banks, governments, and other authorized organiza-
tions use consortium blockchains frequently. Energy Web Foundation are exam-
ples of consortium blockchain [29]. 

11.2.3.4 Hybrid Blockchain 

A private and a public blockchain are combined to form a hybrid blockchain. It 
makes use of both types of blockchains’ features. In other words, anyone may have 
both a private and public authorization system. Users of such a hybrid network 
may manage who has the information accessing rights stored in the blockchain. 
Users may easily connect private blockchains with several public blockchains 
using flexible hybrid blockchain technology. The private network of hybrid block-
chain is often where transactions are confirmed. On public blockchain, people 
may share and verify it as well. Public blockchain require additional nodes for 
verification and higher hashing. As a result, blockchain networks will have more 
security and transparency. Example of hybrid blockchain is Dragonchain [30]. 

11.2.4 Consensus Protocol for Blockchain 

Due to the autonomy and decentralization of the blockchain network, automated 
methods are necessary to make sure that all the participating nodes coincide on 
only authorized transactions. In order to offer a useful service on the blockchain 
network, these protocols are set up to prevent malicious actions like “double 
spending” attacks. Simply said, these protocols are algorithms that regulate all 
activity on a blockchain network. This section explains the various consensus 
protocols used by the blockchain network, their benefits and drawbacks, and the 
circumstances in which they are most beneficial [31]. 

11.2.4.1 Proof of Work 

Proof of Work (PoW) was the initial consensus technique implemented on the block-
chain network. It is the oldest and most widely used protocol in the modern block-
chain system. PoW is the only proof that someone had expended a certain amount 
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of effort. The primary rule is that before that the user should verify their authenticity 
before sending a mail message. The objective of this proof of work is that arithmetic 
problems are regularly solved, and the difficulty should also meet the critical listed 
method [32]. Maintain connections to protect yourself from PoW repeat attacks. It 
should be simple when checking the recipient to prevent unnecessary processing cost. 
It should be difficult enough to prevent third parties from cracking it [31]. 

11.2.4.2 Proof of Stake 

To address issues with the PoW approach, such as the unnecessary expense of com-
puter resources and the 51% attack, researchers have suggested a new sort of con-
sensus mechanism called proof of stake (PoS). This protocol confirms blocks based 
on the stake of the validators (miners) when they stake a portion of their Bitcoin. 
The PoS protocol was adopted by Ethereum, one of the largest blockchain networks, 
to improve network scalability and reduce power consumption. It may be used to 
improve security, validate transactions, and increase productivity. Several cryptocur-
rencies employ the PoS method, including Gridcoin, Tezos, and Steem [32]. 

11.2.4.3 Delegated Proof of Stake 

Delegated proof of stake (DPoS) was intended by Daniel Larimer on April 2014 to 
speed up transactions and overcome the confidentiality concerns which in PoS an 
offline block can also gain cash. Two new functions—identities and delegates—are 
added to the DPoS system, and each has the deposits that will be taken. The block 
transaction cost, on the other hand, will be shared by all members if any member 
takes excellent care of the system. As a result, the payment will motivate the dele-
gate to put more effort into keeping the system secure [31]. Since each user signs the 
block in turn, if due to any situation any user is unavailable or fails to sign the block, 
then he faces the risk of having someone else sign the block in his place. The del-
egate must thus ensure that there will be enough Internet time for the profit. Another 
name for this particular DPoS protocol is a deposit-based proof of stake [32]. 

11.2.4.4 PoA 

Proof of Authority (PoA) is a type of consensus protocol for permissioned 
blockchains that have grown in popularity because, relative to fewer message 
exchanges, they outperform traditional BFT algorithms. The PoA protocol, which 
was first proposed as a part of the Ethereum ecosystem for private networks, was 
used to create the client Aura and Clique. The PoA protocol is implemented as 
follows: the miner able to solve the computational problem is granted the right to 
develop a new block header; this header includes the hash value of the preceding 
block as well as the name of N trader who would have taken part in a potential 
new block. Miner transmits the (possible) new block header after mining the pre-
vious block header [32]. Similar to Bitcoin, relevant parties and participants in 
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N transactions sign the transactions using their private keys, and the final trader 
prepares the block, broadcasts it, and takes part in the handling competition. The 
ledger’s proceeds are divided among miners and merchants through this process. 
The signature of each of these N individuals serves as the Proof of Authority. The 
advantage is that without the guidance and advice of merchants, miners who con-
trol the computing power cannot dominate auditing or handling capabilities (as it 
can’t be signed by their private keys) [33]. 

11.2.4.5 Ripple 

The open-source, Internet-based Ripple protocol enables the decentralized cur-
rency exchange, payment, and settlement services. The client (application) ini-
tiates transactions in the Ripple network, which are subsequently sent through 
tracking and validating the blocks to the whole network. The tracking node’s pri-
mary responsibilities are the propagation of transaction records and the handling 
of client blockchain requests. The validating node can update the blockchain with 
new information by using the consensus protocols. Between the authenticating 
nodes in Ripple, consensus is obtained. A predefined UNL (Unique Node List) 
of reliable nodes is available for each validating node [31]. On the transactions, 
the list’s nodes have a vote. The identities of the nodes taking part in the choice 
were previously known nodes. Therefore, as it only requires a less period of time 
to confirm the transaction, it is more efficient than alternative consensus protocols 
like PoW. Apparently, Ripple is the best option for the private blockchain. It can 
accept 20% of the network’s nodes having complex problems without affecting 
the correct consensus since it has a BFT capacity of n = 1 [32]. 

Various types of consensus algorithms are compared in Table 11.1. 

Table 11.1 Comparison of Consensus Protocols 

Properties PoW [31,32] PoS [32] DPoS [31,32] PoA [32,33] Ripple [31,32] 

Blockchain 
type 
Transaction 
fnality 
Transaction 
rates 
Token 
needed 
Cost of 
participation 
Trust 
model 
Adversary 
Example 

Permission-
less 
Probabilistic 

Low 

Yes 

Yes 

Untrusted 

≤25% 
Bitcoin 

Open 

Probabilistic 

Low 

Yes 

Yes 

Untrusted 

<51% 
Peercoin 

Open 

Probabilistic 

High 

Yes 

Yes 

Untrusted 

<51% 
Bitshares 

Permissioned Open 

Immediate Probabilistic 

High High 

– Yes 

– Yes 

– Untrusted 

– <20% 
Rublix Ripple 
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11.3 PREVALENT ISSUES IN BLOCKCHAIN 

In general terms, the blockchain network is reliable and scalable but the data 
security is highly linked with the level of hash computing power that supports 
the blockchain. The next generation is growing ever more fascinated in block-
chain technology and the development of its special suitability for the technologi-
cal environment. The following are some of the common attacks of blockchain 
technology: 

• 51% Attacks: There are instances where two blocks having conflicting trans-
actions are mined simultaneously. In such a situation, only the block that 
gets a priority of network authorization is maintained in the chain, likewise 
the one rots away. The outcomes might be severe if a group of hostile hack-
ers were able to seize 51% or more of the mining power [34]. The hackers 
can then exploit their dominant position to commit fraud and transaction 
cancelation. Although theoretically feasible, it would be virtually hard to 
rewrite the entire blockchain. They might even be able to change part of the 
blocks. Blockchain security problems, such as 51% or more of the mining 
power, might be conceivable at a time when there aren’t enough miners on 
the communication network [35]. 

• Sybil attacks: The attacker creates multiple bogus nodes on the network 
in this attack. This attack was named after the well-known fictional per-
sonality. Using the very same nodes, the hacker can obtain majority agree-
ment and impede transactions in chains. Therefore, a massive Sybil attack 
is nothing more than the 51% attack [34]. 

• Double spending attacks: The term “double spending” refers to using the 
same funds twice. Everyone is aware that there are only two ways to complete 
every given transaction. One is not online, while the other is. In order to pre-
vent duplicate spending, Bitcoin uses a confirmation mechanism and a global 
ledger known as the blockchain [36]. Two new roles known as witness and 
delegate are introduced by DPoS, each of which has a number of members. 

• Private key security attacks: Public-key cryptography is the essential 
building block of blockchain technology. As a result, using public-key 
cryptography incorrectly might cause security issues for blockchains. An 
attacker can be able to discover separating the public key’s private key if 
key signing is performed improperly in blockchain (for instance, by utiliz-
ing the same key for multiple signatures instead of Merkle tree). Owning 
the private key is equivalent to controlling all the personal data that is kept 
on a blockchain [37]. 

• Selfish mining attacks: Selfish mining is the practice of one miner or a group 
solving a hash, producing a new block, and then removing it from the pub-
lic blockchain. This causes a split, which is then mined in order to sur-
pass the open blockchain. The group’s blockchain may introduce its most 
recent block to the network if it surpasses the honest blockchain in time. 
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The group’s fork would replace the original blockchain since the network 
is designed to only acknowledge the most recent block. By changing the 
blockchain, the miners essentially stole Bitcoin from other users [38]. 

11.3.1 Operational Maintenance 

It is challenging to pinpoint the possible elements influencing the performance of 
blockchain due to the decentralization and variety of blockchain systems. Since 
various consensus techniques are used, for instance, Hyperledger Fabric’s trans-
action throughput bottleneck differs from that of Bitcoin and Ethereum. Addi-
tionally, smart contracts, like other software systems, are made up of several 
computer applications that might include errors, malicious code, or run incom-
patible settings. As a result, it is essential to accomplish the intelligent and reli-
able operational maintenance of complex blockchain systems [39]. Blockchain 
maintenance will help in finding errors that slow down the network and highlight 
structural problems that might leave the entire blockchain vulnerable to attack. 
These are just a handful of the numerous reasons why a business should carefully 
consider blockchain upkeep. However, adhering to routine DLT (Distributed Led-
ger Technology) maintenance procedures may also assist businesses in identify-
ing profitable innovation opportunities. To assume responsibility for the system 
and prevent leaving it to chance, routine blockchain maintenance is carried out 
[40]. By doing regular blockchain maintenance someone will be proactive in pre-
serving the security and innovation of nodes and systems. Some basic steps for 
maintaining a blockchain are discussed in the following sections. 

11.3.1.1 System Monitoring 

To find any abnormalities, it is crucial to do routine system or code monitoring. 
The methods for finding vulnerabilities are often different for blockchain compa-
nies with massive dispersed servers and a diverse ecosystem. In order to uncover 
flaws, hacker engagements are sometimes accompanied with a bug bounty. 

11.3.1.2 Analyzing for Potential Threats 

Analyzing the possible threat is crucial when the abnormality in your blockchain 
code has been found. The difficulty of fixing the error or issue and, more impor-
tantly, the potential financial impact it might have on the organization are also 
crucial considerations. 

11.3.1.3 System Improvement 

The business may quickly go on to rectify the faults after successfully identifying 
bugs and doing proper analyses in order to ensure system improvement. The main 
takeaway is that the connected computer network will function at its best. 
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11.3.1.4 Safety Guarantee 

Trusted safety may be ensured with an optimized system or blockchain network 
and closed flaws that could be a source of an attack. 

11.3.2 Quality Assurance 

Software flaws in smart contracts include reentrancy, overcharging, randomness 
control, and Decentralized Autonomous Organization (DAO) attack, among oth-
ers. Blockchain makes certain levels of product quality achievable and main-
tainable. When customers put their faith in brands, they buy goods and services 
they know will be of a high caliber. Additionally, before a product may be sold 
on the market, it may need to comply with certain regulatory requirements. The 
terms used here are more Ethereum-centric, however the fundamental concept is 
applicable to any blockchain platform [41]. Ethical responsibilities are important 
because they are testing a system that fosters trust; where data is unchangeable 
and millions of dollars are on the line, testers must make a solemn commitment. 
Shifting to the left development environment is an essential member of the team 
creating the user stories and requirements should be a QA engineer. P2P Network 
Testing is necessary to create a framework or test strategy that takes into account 
the functionality, scalability, and volatility of P2P systems. Knowledge of block-
chain means QA (testers) should be familiar with a wide range of blockchain 
frameworks and technologies. They must comprehend the fundamental distinc-
tions between various consensus protocols (effect on performance and latency) 
and cryptographic methods (data encryption and decryption). 

11.3.3 Malicious Behavior Detection 

In addition to legitimate enterprises, blockchain may be used for nefarious actions 
that are difficult to identify because of its pseudonymity (i.e., anonymous block-
chain addresses). However, due to the encryption of the blockchain data, it is 
more difficult to recognize and classify criminal behavior using simple data ana-
lytics. Additionally, the challenge is made worse by the enormous volume and 
heterogeneity of blockchain data as well as the variety of user behaviors [42]. 
Therefore, direct use of traditional classification-based approaches (such as ML 
methods) is not possible. 

11.3.4 Blockchain Interoperability 

As many companies utilize blockchain technology, a preference exists for many of 
them to create personalized systems using distinctive features (governance norms, 
blockchain technology upgrades, consensus mechanisms, etc.). These numerous 
blockchain are unable to operate together since at present there is no worldwide 
standard that would let various networks interact with one another. The skills to 
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communicate, see, and access data between blockchain networks without the use 
of a mediator or centralized governance or authority is described as interoperabil-
ity [43]. Interoperability issues may make broad adoption nearly difficult. 

11.3.5 Lack of Adoption 

Organizations are cooperating more often now to form cooperative blockchain 
working groups to discuss common issues and get a solution that might help 
everyone without revealing the personal information. For instance, in prepara-
tion for the COVID-19 pandemic, a number of significant pharmaceutical firms 
worked with Deloitte to develop a blockchain for the Clinical Supply Chain Indus-
try Working Group. The team created KitChain, an application using blockchain, 
in collaboration with LedgerDomain. The application’s capability is to track pack-
aged medicine shipment; other benefits include supply chain security, a decrease 
in the need for paper records, and protection of patients’ trial data confidentially. 

11.3.6 Trust among Users 

The sixth important restriction to broad acquisition of blockchain technology is 
the absence of trust between the consumers. Organizations may have trust issues 
regarding the security of the technology itself, and, perhaps, they will not rely on 
other contributors in a blockchain network, thus resulting in a dual difficulty. The 
blockchain looks to offer a safe, private, and verifiable way for all transactions. This 
is true even in the case where the network gets decentralized and there is no central 
authority to grant approval and substantiate the transactions. Consensus algorithms, 
which encourage general consensus in relation to the current state of the distributed 
ledger for the entire network, play a crucial part of every blockchain framework. It 
ensures that each new node participating is the sole, and only, version of the infor-
mation accepted by all of the blockchain’s nodes [44]. Business executives have 
found that private blockchains with no known users may be more reliable. 

11.4 AI-BASED SECURE COMPUTING 

Data is known to be essential to its respective owner and several kinds of data may 
get formed by modifying the unprocessed data to suit various purposes and condi-
tions. For instance, it is feasible to extract and reorganize a user’s health data from 
Private Data Collections (PDC) to produce organized medical data that is consid-
ered to be extremely helpful for its buyers from hospitals, research organizations, 
and health application developers. All of any entity’s information in cyberspace is 
stored in PDC since it is a digital clone of the real thing, thus the owner places a high 
priority on the security of that information. In order to safeguard data, SecNet adds 
an Antenna System Controller (ASC) component to each PDC’s OSS. AI is one of 
the main components of PDC [44]. There are multiple sorts of ML techniques that 
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have been created for different AIs, including pattern matching, computer vision, 
and self-driving vehicles. Different AI techniques are now being developed to han-
dle different data types. These data-specific AI tasks may be viewed as a substantial 
collection of the “solution islands” since both the academic and commercial com-
munities have created a variety of unique software tools and systems that individu-
ally handle various faces of intelligence [45]. PDC serves as an operating system 
of AI, integrating many AI components into a more complete, unified intelligence 
system. In PDC, a number of AI capabilities combine to create an intelligent sys-
tem. In order to offer a secure and intelligent OSS for PDC and create more potent 
and evolving security rules, ASC may include the Generative Adversarial Network 
(GAN) module from the very beginning of secure computing. The OSS of PDC 
would become significantly more intelligent and powerful after several iterations 
of generating and categorizing by the GAN module, and fake access requests for 
data would have minimal impact. To mislead and perplex the OSS of a PDC, the 
GAN module of PDC produces Fraudulent access requests for certain confidential 
data that “look like genuine” requests. Thanks to blockchain technology, several 
organizations may trade their computer results with one another while maintaining 
their security, improving performance, and using less energy [44]. 

11.4.1 How Blockchain Can Transform AI 

The area of AI research describes itself as the survey of “intelligent agents,” or any 
technology that takes activities to increase its probability of success in achieving 
goals and perceives its surroundings [46]. The majority of AI systems now being 
developed are typically specialized expert systems that reach conclusions by con-
sulting a knowledge base. Many researchers are concentrating on the creation of AI 
systems that may employ highly smart decision-making algorithms to resolve a par-
ticular set of difficulties; some of these researchers may have a positive impact on our 
daily life. By combining AI with blockchain technology and options, applications 
and algorithms for decentralized AI may be designed with access to the same record 
security, reliable, shared platform of data, logs, knowledge, and other resources. On 
such a platform, a reliable audit trail of all the data that the AI algorithm acquired 
before and during the learning and decision-making process may also be maintained. 
AI systems rely on data or information for learning, inference, and selection. The ML 
algorithm works better when data is collected through a platform or data repository 
that is reliable, safe, trustworthy, and reputable. Because of the remarkable integrity 
and resilience of blockchain technology, it can’t be changed [47]. 

11.4.1.1 Enhanced Data Security 

Data storage via blockchain is extremely safe. Blockchain is renowned for 
securely containing confidential and delicate information into a disk array of sur-
roundings. The only “respective private keys” that need to be kept secure are 
those for the data that are digitally signed and stored in blockchain databases [48]. 
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As a result, AI models can work with protected data and make decisions that are 
more dependable and trustworthy. 

11.4.1.2 Improved Trust on Robotic Decisions 

Every decision generated by AI agents that users or consumers find challenging 
to comprehend and trust become dysfunctional. Blockchain technology is well-
recognized for recording payments in point-by-point decentralized ledgers that 
make it easier to accept and recognize the decision made with assurance that there 
have been absolutely no modifications to the records throughout the user-involved 
assessing process [48]. In order to encourage transparency and increase public 
trust in the general public’s capacity to comprehend robotic judgments, the way 
an AI system makes decisions may be published on blockchain [49]. 

11.4.1.3 High Efficiency 

Multiuser business procedures, including individual users, corporate forms, and 
governmental organizations, are essentially inefficient since several stakeholders 
must authorize business transactions. Due to the incorporation of AI with block-
chain technology, smart DAOs may be utilized for automatic and speedy accep-
tance of data, value, and transfer of assets between diverse customers [50]. 

11.4.1.4 Decentralized Intelligence 

Multiple agents are needed to perform various subtasks that have permission to 
use the common data, when a decision of the highest level needs to be made. 
Thus, each individual cybersecurity AI agent can be combined to offer a fully 
coordinated security across the underlying network and to address issues related 
to scheduling (e.g., supervised learning) [51]. 

11.4.1.5 Collective Decision-Making 

In a robotic group environment, each of the agents must work together in order to 
accomplish the swarm goal. Without the need for a centralized authority, distributed 
and decentralized decision-making algorithms have gotten deployed in the robotics 
field. Voting robots make decisions and the outcomes are chosen by the majority. As 
blockchain is available to all robots, it may be used to verify the results of the elections. 
Each robot has the authority to emit a vote, which takes the form of a transaction [52]. 

11.4.2 Decentralized AI Applications 

11.4.2.1 Automatic Computing 

AI applications have several objectives. One fundamental objective is to allow 
multiple intelligent agents (i.e., tiny computer programs) to perceive their separate 
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surroundings, maintain their internal states, and conduct specific actions in line 
with those perceptions and states. The blockchain architecture can make it easier 
to create fully decentralized autonomous systems by enabling operational decen-
tralization and tracking an enduring record of communication between users, 
apps, data, devices, and systems [53]. 

11.4.2.2 Planning 

Planning approaches are used by AI applications and systems to coordinate along 
other applications and systems to address intricate issues in unique contexts. Well-
planned strategies improve the efficiency, in terms of operation, and sturdiness of 
AI applications and systems by carrying out a variety of algorithms that are logi-
cal and rule based to achieve preliminary goals while taking into account the current 
input state. Distributed AI planning solutions focused on blockchain are necessary 
to deliver more effective strategies with long-term monitoring and provenance 
history since centralized planning is perceived as a challenging and inefficient task. 
The blockchain has the potential to produce an essential and unchangeable blueprint 
for strategic applications and operational systems [54]. 

11.4.2.3 Optimization 

One of the key properties of AI-enabled applications and systems is the finding 
of a set of optimal solutions of all feasible options. The environments in which 
recent AI applications and systems function range from ubiquitous and perva-
sive (like edge computing systems), geographically bounded (like personal area 
networks, wireless local area network, etc.) and centralized, hugely parallel, and 
distributed (like cloud computing systems). The optimization methodologies are 
effective in constricted contexts depending on the application level and objectives 
at system level. These techniques make it easier to locate the finest solutions, 
like choosing the most pertinent sources of data in pervasive systems, the finest 
edge or cloud servers for data processing and applications, or allowing resource-
effective data management in massive distributed computing environments. The 
execution of present optimization tactics under centralized management while 
taking system- and application-wide optimization objectives leads to the process-
ing of unnecessary and unrelated data and lower quality systems and applications 
performance [55–58]. 

11.4.2.4 Perception 

Monolithic data collection results from the ongoing collection, interpretation, 
selection, and organization of data from ambient surroundings by AI programs 
and applications using intelligent agents and bots [59]. Decentralized perception 
system can make it simpler to gather data from several points of view. Tracking 
perceptual trajectories, transferring collected data securely, and storing data in an 
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unalterable manner all are made simpler by decentralization based on blockchain 
technology. Decentralized perception approaches are helpful since applications 
and systems don’t necessarily need to acquire streams of data for efficient and 
high standard insight. 

11.4.2.5 Search 

Since AI applications must perform in extremely large search spaces, efficient 
search algorithms are the foundation of AI technology (large data sets or mul-
tivalued, high-dimensional data streams). Completeness, complexity (i.e., time 
and space), and optimally are only a few of the factors that are taken into consid-
eration while designing the search algorithms. In non-linear data structures like 
tree and graphs, where the algorithms begin in one phase and eventually extend 
until they find the necessary variable or have fully traversed search space, these 
approaches frequently make use of a massive framework that is simultaneously 
centralized and dispersed in order to boost operational efficiency. Nevertheless, 
a critical analysis of their utilization of decentralized infrastructure deployment 
is necessary. The goal is to replace traditional search algorithms with blockchain 
technology and decentralized infrastructure in order to reliably and permanently 
record the successful search trails and traveling paths that might one day result in 
the most efficient search result for similar jobs. 

11.4.3 Blockchain-based AI Applications 

11.4.3.1 Decentralized Data Storage and Management with AI 

The fusing of AI with blockchain technology has permitted the process of various 
resilient programs that permits the communication of numerous agents, offering a 
great framework for securely organizing, storing, and exchanging data. Several of 
important systems that employ this association are covered in this section. 

Mamoshina et al. [60] present the biomedical research and healthcare sectors as 
advanced by blockchain and AI technology. They have provided a model, decen-
tralized way to evaluate the values corresponding to time and the significance 
of distinctive data. This chapter gives an overview of AI and blockchain tech-
nologies that may be applied to increasing the analysis of biomedical, enhancing 
the predictive analysis report, enabling patients with new tools for managing and 
controlling their own data, and assisting them in monetizing the unique distinctive 
data with incentive benefits to engage in ongoing health monitoring. Recursive 
cortical networks, capsule networks, and other advancements in computer vision 
and natural language processing are just a few examples of prospective ML tech-
niques that are now being used and explored. However, techniques like super-
vised learning, recurrent neural networks, and generative adversarial networks 
are becoming more and more popular for the use in decentralized, blockchain-
powered personal data marketplaces. 
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Lofti et al. [61] presented emerging features of AI and blockchain which are 
having the potential to be highly beneficial to the healthcare sector. Socially intel-
ligent machines can aid with elder care. Given the increasing need for elder care 
and storage of skilled nurses, robots that are socially dependable are among the 
most feasible and effective technologies that may serve as a gateway for commu-
nication and ascertain the requirements of critically ill patients or elderly people. 
Such robots focus on improvement by encouraging the patients and elders to exer-
cise, maintain their stress level with some breathing exercises, and take care of 
themselves. The goal is to improve the user experience, and encourage patients 
and elders to improve quality of life [61]. 

The handling of enormous amounts of data, the exponential expansion of com-
puter power, and the enormous rise in public acceptance of linked equipment and 
apps to record activities all have become major research goals in AI and ML [62]. 
Woods et al. [62] underline the significance of merging AI methods with block-
chain framework to address the reliability and safety issues posed by web access, 
where interactions between humans and bots or bots-to-bots have expanded due 
to bots producing 52% of all online traffic. This is concluded that in the upcoming 
time, bot-to-bot communication will surpass bot-to-human communication due to 
rising bot traffic. Before engaging in conversation, bots will be capable of asking 
each other for identity and checking the backstory of the ratings and records. A 
better degree of security and transparency may be attained by storing the query 
data and information on a blockchain throughout an audit process [62]. 

Raja et al. [63] proposed a blockchain powered by AI that offers an automatic 
coding function for smart contracts, therefore converting it into an intelligent con-
tract. Additionally, it expedited transactions verification and optimized energy 
usage. The findings demonstrate that, when a variety of different circumstances are 
taken into account, intelligent contracts offer superior security than smart contracts. 

Cao et al. [64] discussed the conceptual framework, research challenges, and 
technology prospects of block intelligence and autonomous AI. Additionally, they 
focused on the interaction and meta-synthesis of centralized and decentralized 
AI. They further evaluated how autonomous AI and edge intelligence may sup-
port, empower, and advance smart blockchain, Web3, the metaverse, and overall 
decentralized technology. 

Yin et al. [65] suggested a revolutionary distributed trustworthy computing and 
networking architecture referred to as HyperNet to address the problem of data 
loss. The platform called Unique Device Identification (UDI), which permits for 
an identifier-drive routing mechanism and protected digital identifier manage-
ment, is part of HyperNet and consists of the high-tech PDC, which is regarded 
as the digital version of a human being, by using blockchain, every other entity 
can make a decentralized trustworthy connection between them, as well as smart 
contracts, and the UDI platforms. In addition to having the capacity to change 
the existing information that relies on the communication network into the future 
information society generally focused on collected data, HyperNet has the power 
to defend data sovereignty. 
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11.4.3.2 Decentralized Infrastructure for AI 

Three innovative elements that blockchain technology introduced to traditional 
distributed systems are unchangeable literature cases, decentralized and distrib-
uted access, and instinctive asset exchange [66]. The framework of blockchain 
provides clients with new data models with better performance, distributed man-
agement throughout the training of data by AI models with better data reliability 
when utilized in combination with AI approaches. Blockchain offers the enor-
mous data sets that AI needs to improve its data models. This section covers the 
framework and decentralized infrastructure presently in use for AI applications. 

Yu et al. [67] created a blockchain platform with better performance for smart 
devices. This platform uses technologies, including decentralized network frame-
work, intelligent device and block mapping, and some consensus algorithms like 
PBFT_DPOC for providing a reliable communication between devices during 
the block-to-block mapping process. A novel Delegated Proof of Contribution 
(DPOC) technique is proposed by Yu et al. [67] to enable any block to function 
as a blockchain producer (BP). In order for each node to participate in the voting 
process using this technique, each contender must provide a hardware framework 
of their own, together with processing power, storage, and bandwidth. A miner’s 
weight-sum seniority rating and votes are used to establish the final ranking. Sev-
eral mega blocks and substitute blocks are created throughout this voting process. 
By creating blocks using PBFT algorithm, the super-nodes arrive at consensus. 
Every block has to bear the signature that is digital of the rest of the BP nodes. 

Huang et al. [68] presented a decentralized software-defined infrastructure 
design where data owners can deploy their own rules to the application systems 
where the data are created for further governance operations. This approach resem-
bles the well-liked Software-Defined Networking, where users may set switch 
rules and modify use. The present data governance activities may be drastically 
changed into a decentralized topology due to gilding infrastructure architecture. 
Data owners have the entire authority to choose where their data should be stored 
and how the data may be shared, and on the one hand, data can be isolated from 
the program that creates it. As a result, infrastructure can set up a new generation 
of decentralized responsive data governance that can encourage data connecting 
innovation to better suit the needs of many users and the open environment. 

Soker et al. [69] discussed Chain Intel to encourage people toward the develop-
ment of distributed and decentralized AI agents that operate on open-source platforms, 
responsible for working of distributed AI and decentralized blockchain together. The 
purpose of Chain Intel is to implement and models of AI in decentralized applications 
(DApps) can be used. This platform seeks to support and distribute the AI model imple-
mentation throughout the network, allowing scalable, reliable, and intelligent applica-
tions. Currently, Chain Intel is trying to enable decentralized AI model performance, 
whereby a remote device can operate some components of a deep neural network while 
others do so on a collection of nodes that are active in Chain Intel P2P network. 

These existing works are summarized in Table 11.2. 
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Table 11.2 Summary of Contributions 

References Year Major Contribution 

Mamoshina 
et al. [60] 
Lofti et al. 
[61] 

Woods 
et al. [62] 

Raja et al. 
[63] 

Cao et al. 
[64] 

Yin et al. 
[65] 

Yu et al. 
[67] 

Huang et al. 
[68] 

Soker et al. 
[69] 

2018 

2018 

2018 

2020 

2022 

2018 

2018 

2019 

2017 

Presented the biomedical research and healthcare sectors as 
advanced by blockchain and AI technology 
Presented the emerging features of AI and blockchain which 
have the potential to be highly benefcial to the healthcare 
sector 
Underline the signifcance of merging AI methods with the 
framework of blockchain to address the reliability issues 
posed by web access 
Proposed a blockchain powered by AI that offers an 
automatic coding function for smart contracts, thereby 
converting it into an intelligent contract 
Discussed the conceptual framework, research challenges, 
and technology prospects of decentralized AI and edge 
intelligence 
Suggested a revolutionary distributed trustworthy computing 
and networking architecture referred as HyperNet to address 
the problem of data loss 
Created a blockchain platform with better performance 
for smart devices.This platform uses technologies, including 
decentralized network framework, intelligent device, and block 
mapping, and some consensus algorithms like PBFT_DPOC 
Proposed a decentralized software-defned framework design 
where the owners of data can deploy their preferred rules 
to the application software where the data are created for 
further governance operations 
Discussed Chain Intel to encourage people toward the 
development of distributed and decentralized AI agents that 
operate on open-source platforms, responsible for working of 
distributed AI and decentralized blockchain together 

11.5 CONCLUSION AND FUTURE SCOPE 

This chapter examined and evaluated the state of the art with regard to suitability 
and application based on blockchain properties considering AI. The study illus-
trates the summary of blockchain applications for AI. Decentralized storage depicts 
how it might improve and address important AI-related problems. In addition, this 
chapter provides a comprehensive taxonomic analysis and comparisons of tradi-
tional blockchain in relation to decentralized AI operations and their implementa-
tion, different kinds of blockchain, its architecture, and consensus protocols, in 
order to empower AI with the support of blockchain for secure data management 
in a trust-less environment as well as to use AI and blockchain together to address 
the problem of missing data. Regarding the framework for AI and decentralized 
data handling, a thorough investigation for blockchain applications in intelligent 
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multi-agent systems are examined. Moreover, several AI and blockchain charac-
teristics are reviewed in the literature and summarized. 
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Chapter 12 

Blockchain Technology for 
Cyber-physical Systems 

Dahlia Sam, Jayanthi K., Joshi A., Deepa Kanmani S., 
Adlin Sheeba, and Kameshwaran A. 

12.1 INTRODUCTION 

A cyber-physical system (CPS) combines physical components with built-in 
computer and storage, such as smartphones or automated televisions. Through 
a network of connected systems and objects, CPS connects with other systems 
and objects. Just a few of the numerous CPS applications in use today include 
smart grids, M-health and E-health, enterprise management systems, industrial 
production, and management processes. While this is true on one side, the fact 
is that the rapid development of IoT systems profoundly penetrates a number of 
cyberattacks, which frequently have a negative impact on millions of people’s 
lives. Since every computerized data has a significant impact on how decisions 
are made, maintaining data integrity, security, and authenticity are now crucial 
considerations. 

Blockchain, a relatively new distributed computing paradigm, offers a viable 
answer for contemporary CPS applications. A distributed ledger that includes 
technologies like cryptography, smart contracts, and consensus methods offers 
trustworthy infrastructures. In a blockchain setting, the data is copied after being 
actively validated across all network nodes using a consensus mechanism. It 
makes use of distributed storage techniques, and the data is replicated throughout 
the network on each node. 

However, when it comes to CPS, the blockchain’s computationally expen-
sive nature with high bandwidth overhead and delays is the most challenging 
component. Therefore, the creation of a strong blockchain algorithm can protect 
CPS systems from security threats and provide a novel angle for CPS application 
research. 

The use of blockchain to improve CPS performance is discussed in depth in 
this chapter. Section 12.2 gives an introduction about cyber-physical systems 
followed by its applications and challenges discussed in Section 12.3. Sections 
12.4 and 12.5 give an overview of blockchain technology and the challenges in 
adopting blockchain for CPS. The designing of blockchain-based frameworks 
for CPS is discussed in Section 12.6 and the lightweight scalable blockchain is 
elaborated in Section 12.7. Managing data trust and user anonymity for CPS 
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applications with blockchain is discussed in Section 12.8. The various applica-
tions of blockchain in CPS are given in Section 12.9. Section 12.10 concludes 
the chapter. 

12.2 WHAT ARE CYBER-PHYSICAL SYSTEMS? 

CPS or cyber-physical systems are groups of physical items (sometimes known as 
“hardware”) that are controlled by software- and computer-based processes. CPS 
entails specially designed computer and communication systems that communi-
cate with the outside world. Software, networking, and embedded computing are 
only a small part of CPS. There is a significant amount of calculation, communi-
cation, and control involved. In CPS, the term “physical” refers to any man-made 
or natural system that abides by all the rules and guidelines of physics. The best 
possible integration of digital and physical components is supported by scientific 
theories and disciplines because it maximizes their complementary effects and 
enables the achievement of considerable cost, performance, and overall lifecycle 
sustainability gains. Here, the physical and computational processes are closely 
entwined, and they are able to regulate the physical process while simultaneously 
gathering feedback from the various systems using a variety of computer systems 
and sensor networks. CPS offers a number of different properties, including the 
capacity to work in a real-time setting with highly predictable behavior and higher 
performance potential. 

As a large-scale system that distributes tasks and roles, CPS automati-
cally controls and monitors numerous business, scientific, and industrial 
activities. It requires cross-disciplinary frameworks that are reliant on power 
sources, computer networks, and other infrastructure. Continuous perfor-
mance improvement and the ability to self-adapt and alter in “real-time” are 
also strengths of CPS. CPS requires strong decision-making systems that 
function as distributed, interconnected systems of systems. Potential CPS 
devices include a Linux-powered laptop, a printer with a PCI card, a serial 
port DB-25, a Lego programmable robot known as “Mindstorm,” a phone-
operated water pump, a hybrid A&D computer, a “Smart Grid” power sys-
tem, smart weapons, etc. 

CPS can be thought of as a discipline that focuses on technology and calls for 
mathematical models. CPS combine modern computer technology with abstract 
mathematical modeling. Following the Turing-Church model, CPS combines 
abstraction of dynamical systems, linear algorithms, differential equations, etc., 
with computer-based data processing. CPS is a hybrid discipline that combines 
computer science, engineering, and mathematics. According to a generally 
accepted definition, CPSs are systems that smoothly integrate both the hard-
ware and software to perform prescribed functions. As these tasks are divided up 
among many agents and become increasingly automated, new research trends are 
promoting the usage of blockchain technology. 
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12.3 APPLICATIONS AND CHALLENGES OF CYBER-
PHYSICAL SYSTEMS 

The CPS is a new era of digital systems that consists of two primary functional 
elements: (1) enhanced connectivity that helps ensure actual information feedback 
from the physical realm and the Internet, and (2) smart information management, 
analytics, and computation power that creates the Internet [1,2]. Applications and 
theoretical foundations are the two main categories of CPS studies. 

Research on CPS has a substantial impact on the expansion of agriculture by 
enhancing the efficiency of both food production and consumption through the 
application of technology such as precision agriculture, intelligent water manage-
ment, and more effective food distribution. Mehdipour (2014) [3] developed a 
“Rat Deduction System” (RDS) to act as a framework for rat surveillance in the 
agriculture industry. The price of rodent control, the amount of crop waste, and 
environmental damage all can be considerably reduced, thanks to this method. In 
the realms of education and research, IoT concept has been used widely in order 
to integrate the physical engineering systems along with the cloud. The research 
on CPS applications in education demonstrates that analyzing each of the follow-
ing topics separately is not sufficient because when we talk about a CPS, it is not 
their union but rather their intersection: embedded computer systems, systems 
theory, sensor and communication systems, physical assets, decision theory, data 
fusion, information retrieval, resilience, and flexible settings. In the environment 
that education should provide, these components must be analyzed collectively. 

CPS is one type of distributed system. Even though the vast majority of CPS 
devices use less energy, the uncomfortable demand and supply for energy mean 
that there is still a substantial challenge with the energy supply. Electricity, water, 
and heat waste can be minimized by energy-conscious building. The electrical 
power grid of the future is the smart grid, which can produce, distribute, and 
consume power in an adaptable and optimal manner. The CPS for environmental 
monitoring must be dispersed across a wide and varied geographical area (forests, 
rivers, and mountains) and operate for prolonged periods of time without human 
intervention while consuming the least amount of energy possible. Thanks to a 
massive number of sensor nodes dispersed around the region, CPS can monitor 
the local environment in the event of a natural or man-made disaster and respond 
quickly. Investigating how CPS affects the environment is essential since natural 
disasters like flooding, fire, or toxic gas can damage equipment and threaten the 
dependability and safety of the system. In a complex CPS, a single equipment 
failure might lead to abnormal environmental circumstances that would jeopar-
dize the entire system. 

Even when the end users are extremely mobile, vehicle cyber-physical systems 
(VCPS) have shown to be one of the most effective solutions for providing cost-
effective services with the least amount of delay. In order to overcome the per-
sistent problems in intelligent transportation systems, research on CPS, including 
autonomous vehicles, intelligent intersection systems, wireless communication 
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support systems for vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I), 
can be extremely important. The main areas of research on CPS in this category 
include smart sensor systems for real-time patient health condition monitoring 
and warning, telemedicine systems that enable the provision of healthcare ser-
vices remotely, and semiautonomous operated home service robots that can assist 
patients with their daily activities. Medical-based cyber-physical systems (MCPS) 
are being used by hospitals more and more to provide patients with high-quality 
continuous care, but developing MCPS that are safe and efficient still poses many 
difficulties. These include integrating information technology and cybernetics 
into the operating room and addressing problems with context-aware intelligence, 
autonomy, security, and privacy. Regardless of the viewpoint, this online health 
solution allows hospitals to share clinical and surgical information to PHR- and 
EMR-based apps. Future cyber-physical medical systems should include the fol-
lowing features: plug-and-play compatibility with other interoperable medical 
equipment; broad data integration and access; full data collection and analysis; 
closed-loop control characteristics; and actual visualization. 

Security lapses could disrupt CPS and cause significant economic and societal 
losses. It is particularly challenging to design secure CPS because of the vast 
number of attack surfaces from the cyber and physical components, as well as the 
frequently constrained computing and communication resources. Cybersecurity 
is not the same as CPS system security. The CPS security is more important than 
cybersecurity because the cyber components of the CPS need to follow all cyber-
security protocols in addition to the other security protocols brought in by the 
physical components and their interactions. CPS provides excellent opportunities 
for brand-new uses in the smart city and smart home with a wide range of smart 
building solutions. An metropolitan region is considered to be “smart” if it pro-
vides the latest in cutting-edge social, business, emergency response, healthcare, 
energy distribution, and transportation services [4]. In smart homes, numerous 
sensors are present to assess a variety of physical traits or more complex data. 
Numerous possible uses exist for this ecosystem. The smart house aims to do this. 
Giving us comfortable living spaces is the focus of the smart homes and smart 
cities. 

Smart cities utilize smart mobility in addition to boosting overall public safety 
to reduce traffic. A fundamental challenge for this application sector is the require-
ment to integrate several geographically scattered devices into a similar software 
environment. Today’s applications for smart homes and cities require a unique 
approach to blend in and be accessible to their users. The main challenges in 
building industrial systems are now universally considered to be adaptability, 
modularity, and configurability. The use of hardware and software technologies 
integrated into a product to boost productivity during production or service deliv-
ery is referred to as “smart manufacturing” [5]. CPS is a crucial piece of technol-
ogy for implementing smart manufacturing. Automated warehouse systems, an 
integral part of such systems, are currently managed using hierarchical and cen-
tralized control architectures as well as protocols for automation programming. 
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The majority of studies focus more on modeling, conceptualization, and applica-
tion techniques than actualization because CPS research in the industrial sector is 
still in its early phases. 

Future manufacturing has a lot of potential, as promised by the German stra-
tegic plan known as Industry 4.0. Industry 4.0 is the term used to characterize 
the comprehensive integration of state-of-the-art information technology (like 
CPS) into industrial situations, solutions, and processes. The CPS perspective 
on the impending industrial revolution will improve security, productivity, and 
efficiency by integrating embedded system production technologies, opening the 
door for highly flexible work flows and creative kinds of collaboration. Large 
memory is required by the CPS system’s technical specifications in order to store 
the data produced by embedded systems. Any CPS system’s system dynamics and 
control algorithm must take the system’s computational complexity into account. 
Any system’s feedback loop can be used to regulate quality control. Any CPS 
system will face additional difficulties due to excessive information overflow in a 
collaborative network. 

The impact of this data overabundance is an increase in noise in any system, 
including pop-up windows, spam folders, and contextual advertising tied to 
any information. Increased energy-efficient communication between cyber and 
physical things is the result of the IoT paradigm’s growth. The way people and 
machines interact is crucial. Any cyber-physical system must be realized while 
being aware of dangers. All levels of stakeholders must undergo many degrees of 
security checks, and greater device communication is required for data transfer 
between various systems. Physical device tampering, such as improper handling 
of wearable body sensors, can cause severe loss, such as the loss of patient infor-
mation who is severely ill. 

12.4 WHAT IS BLOCKCHAIN? 

Blockchain technology is a cutting-edge database system that permits open infor-
mation exchange on the inside of a business network. Data is kept in blocks that 
are connected together in a chain and stored in a blockchain database. Due to 
the inability to delete or amend the chain without network consensus, the data 
remains chronologically reliable. In order to manage orders, payments, accounts, 
and other transactions, you can employ blockchain technology to establish an 
irreversible or immutable ledger. A common picture of these transactions is made 
consistent by the system’s built-in features, which also stop illegitimate transac-
tion submissions [6,7]. 

Users of blockchain network can reach an agreement using blockchain, the 
technology platform of crypto currencies, without physically having to trust one 
another. Academics W. Scott Stornetta and Stuart Haber originally put forth the 
concept of blockchain technology in 1991. They set out to demonstrate a practical 
technique for securely adding time stamps to digital documents, preventing their 
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modification or retroactive updating. They came up with a method of storing the 
time-stamped documents employing the concept of a cryptographically protected 
chain of blocks. Later in 1992, Merkle Trees were incorporated into the block-
chain concept [8]. 

Blockchain has improved as a result and can now hold several records in a sin-
gle block. A “secured chain of blocks” is created as a result. The chain of columns 
can be used to hold a series of linked data records. The chain’s whole existence 
will therefore be contained in the most current record. 

Later in 2004, Hal Finney, a well-known scientist and supporter of encryp-
tion, developed the Reusable Proof of Work System. After creating an RSA-
signed token, this creates a proof-of-work token based on Hashcash that cannot 
be swapped. By maintaining a record of unit ownership on a reliable server, this 
prevents double spending. Users from all over the world were able to rapidly 
confirm its authenticity and integrity, thanks to it. RPoW is a pioneering and early 
prototype in the development of crypto currency. The double spending security 
is provided via a distributed peer-to-peer system that tracks and validates each 
transaction in Bitcoin. 

In a nutshell, we can state that Bitcoins are created by lone miners in exchange 
for rewards, and they are then verified by the decentralized nodes in any network. 
On January 3, 2009, Satoshi Nakamoto mined the first Bitcoin, bringing about 
the creation of Bitcoin. It offered a 50 Bitcoin reward. Hal Finney was the first 
receiver, and on January 12, 2009, he was given 10 Bitcoins. The architecture of 
blockchain is given in Figure 12.1. 

Consequently, the first Bitcoin transaction ever took place. Since then, block-
chain technology has developed steadily and in a very positive direction. Initially 
used independently by Satoshi Nakamoto, the words block and chain gradually 
gained popularity as a combined word, blockchain, circa 2016. The crypto cur-
rency blockchain’s data file, which included the records of every transaction made 
on the network, has grown significantly in size from 

Digital documents will be time-stamped using blockchain to make it difficult 
to change or retroactively date them. Without relying on a centralized server, 

Figure 12.1 Architecture of blockchain. 
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blockchain is intended to overcome the problem of duplicate records. Data that 
has been saved inside of a blockchain is very difficult to change. 

Just like we have SMTP for e-mail services, there is a software protocol called 
blockchain. Blockchain’s, however, would not be able to function without the 
Internet. It consists of a variety of parts, such as a database, software, networked 
computers’ blockchain network, that continuously add new blocks to the chain at 
predetermined intervals, and each network member replicates this chain. Block-
chain enables portable devices to easily search the inclusion of data and also it is 
almost impossible to maliciously modify the chain because each block contains 
the hash of the blocks before it. This makes it necessary to change all of the blocks 
in order to change any one block’s content. 

In order to organize transactions, classic database techniques use a concurrency 
control scheme and a trusted environment. In contrast, by offering consensual, 
provably safe, and distributed solutions, blockchain technology can ensure secu-
rity and address several common flaws. The difference between the access control 
guarantees in a traditional centralized architecture and the blockchain network 
architecture is that blockchain assumes the node will behave in a byzantine or 
an arbitrary way. As a result, blockchain-based systems are capable of tolerat-
ing byzantine failure and offering enhanced security as compared to incumbent 
database systems. 

As a result of worries about data security and privacy, numerous commercial 
organizations and technological institutions have gradually begun to utilize the 
blockchain. The implementation of blockchain, however, faces difficulties with 
interoperability, scalability, and energy consumption. Other significant obstacles 
to the widespread implementation of blockchain technology include a lack of 
standards, a lack of legislation, and a skill scarcity. 

To denote blockchain mathematically, a block B can be defined as a vector of 
entries. This can be denoted as follows: 

B = (T r1, …, T r NB) (12.1) 

In order to create a block, the entries need to be piled up. 

12.5 CHALLENGES IN ADOPTING BLOCKCHAIN 
FOR CPS 

The idea of a smart city is still developing, and despite its promising future, secu-
rity issues are becoming more and more prevalent. Due to its beneficial charac-
teristics, including auditability, transparency, immutability, and decentralization, 
blockchain has the potential to support the growth of smart cities. 

The adoption of blockchain technology by several commercial enterprises is 
hampered by a number of challenges. Major problems with the application of 
blockchain include scalability, interoperability, energy use, a skill shortage, and a 
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lack of standards. Bitcoin’s network can only handle less than ten transactions per 
second, rendering it unsuitable for use in more demanding applications. Similar 
to this, the majority of the blockchain operates in isolated storage towers that are 
difficult to connect to other peer networks. They are unable to communicate with 
other blockchain-based systems to transfer or receive data. 

The blockchain system is difficult because it requires a lot of computer power 
along with high cost. Additionally, there isn’t yet a global standard for block-
chain, which causes problems with interoperability and troublesome methods. 
This makes widespread adoption exceedingly challenging. There is also a serious 
shortage of blockchain experts and developers, which exacerbates these problems. 

12.6 DESIGNING BLOCKCHAIN-BASED FRAMEWORKS 
FOR CPS 

As the Internet gets more and more pervasive in our daily lives, at least a few 
MBs of data are generated. Social media has made it feasible for everyone in the 
modern age to work as a marketer, writer, publisher, or content producer if they 
have a smartphone and Internet access. It is extremely challenging to guarantee 
the security and copyright of social media content, including photographs, videos, 
and audio. Because copyright infringement occurs frequently, it should be easier 
to verify that the content is original and authentic. IPFS, a cutting-edge decentral-
ized file storage system, and a secure sharing mechanism support a blockchain 
architecture [9]. Due to its decentralized nature, this system offers infinite oppor-
tunities for regulating copyrights of content on decentralized social media. 

Although implementing blockchain has benefits for every industry, there are 
drawbacks as well. However, due to its numerous advantages across numerous 
industries, blockchain is well-known and widely used. Undoubtedly, the most 
important breakthrough is blockchain. The use of blockchain in the industry has 
significantly increased. Not only has it resulted in the change of businesses like 
Dropbox and Airbnb, but also of numerous others. This shift in how organizations 
conduct their operations will promote expansion and boost productivity. Addi-
tionally, it will assist the government in increasing employment and improving 
service quality. It has been crucial for businesses by offering a cheap and effective 
substitute for cash payments. Blockchain technology makes it possible for the 
payment system to work. It is also a helpful feature in a number of applications, 
including crowdfunding, digital identification, e-commerce, insurance, and prop-
erty management. 

These are a few applications of this technology. It speeds up the creation of new 
goods and services by businesses and industries as well as the flow of data and 
information, the capacity to authenticate each network transaction, and tasks that 
are difficult for conventional financial institutions and enterprises to complete in 
less than 2 seconds. Consensus is the foundation of blockchain technology, which 
is how the blockchain functions. 
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In numerous areas, blockchain has had a big impact on organizations and 
industries. Companies are even exploring option in blockchain implementation to 
create blockchain-based apps. As with any technology, blockchain has a variety 
of applications. It can be used to enable automated, low-latency bidding through 
automated contract systems or systems of record for large, complicated enter-
prises or to improve the efficiency and security of specific types of transactions. 
New blockchain applications for cyber-physical systems include applications in 
e-commerce, finance, transportation, and cybersecurity. 

Blockchain technology is already being embraced widely due to its inherent 
qualities that make data decentralized and immune to fraudulent tampering. To 
enable intelligent transaction validation on the blockchain, numerous machine 
learning (ML) techniques are being used. The core of these machine learning 
techniques is the labor- and time-intensive process of training a model. It is chal-
lenging to make every blockchain node intelligent while utilizing the bare mini-
mum of computing resources on the network. An entire blockchain network can 
be made intelligent using multilayer perceptron (MLP) [10] a single node that was 
trained at network formation since it has the prototype definition. 

Each node becomes intelligent after the training process is over by duplicating 
the model and intelligence. A new node can be added to a blockchain network that 
is fully functional quickly. 

12.7 LIGHTWEIGHT SCALABLE BLOCKCHAIN 
FOR CPS 

Humans are interacting with the physical world in new ways owing to cyber-
physical systems (CPS). Due to the complexity, limitations, and dynamic nature 
of the interactions, however, centralized techniques for CPS systems are unable to 
solve the specific issues of CPS. A decentralized strategy that takes these particu-
lar characteristics into consideration is necessary to fully utilize CPS’s potential. 
Recently, solutions based on blockchain have been suggested to overcome CPS 
issues [11,12]. However, implementing blockchain for various CPS domains is 
not simple and comes with its own set of difficulties. Despite the benefits of block-
chain for CPS applications, it is not easy to use blockchain in CPS due to scal-
ability problems, high consumption of resources, transaction latency, poor flow, 
privacy concerns, and a distrust problem. 

12.8 MANAGING DATA TRUST AND USER ANONYMITY 
FOR CPS APPLICATIONS WITH BLOCKCHAIN 

In this chapter, it is proposed that clear trust-building techniques be provided using 
blockchain technology. A blockchain, or ledger, is a growing chain of blocks con-
nected by cryptography that contains transactional data of various types, such as 



 

 

 

  

Blockchain Technology for Cyber-physical Systems 213 

financial transactions involving the exchange of assets. As its name would imply, 
a blockchain is also known as a ledger. An immutable chain is created when trans-
actions are maintained in chronological order on a blockchain, making the data 
there verifiable and auditable. Additionally, due to the immutability virtue of the 
blockchain and a creative application of cryptography and game theory, everyone 
in the network agrees on a single copy of the blockchain [13,14]. Figure 12.2 
depicts a blockchain in a high-level picture. 

Through the use of emerging technologies like blockchain, it is feasible to estab-
lish explicit methods for controlling the trust among all participants. A blockchain 
is a growing network of interconnected blocks that maintains transaction data of 
many different types, including financial transactions and the exchange of assets 
using smart contracts. As the name suggests, a blockchain is a network of inter-
connected blocks. Blockchains can help with cyber-physical system control as 
well. Every entry on a blockchain transaction is continuously updated, producing 
an irreversible chain that makes the data it contains traceable and open to inspec-
tion. The ledger is distributed among all nodes in the particular network [15].A 
single copy of the blockchain is kept on each node in the network due to the 
immutable nature of blockchain technology, encryption, and game theory. 

Figure 12.2 High-level view of blockchain. 
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In addition to being used as a ledger of records, blockchain may also be used to 
build smart contracts, which are autonomous entities kept on the data section of 
the blockchain network and encoded as a type of transaction. 

A state machine with a representation of its current state on the blockchain 
can also be thought of as a smart contract. This is the point of communication 
between the physical and cyber systems. Again, when the smart contract’s execu-
tion is accomplished, its new state will be broadly acknowledged by all pertinent 
network participants, and the blockchain will be updated to reflect this new state. 

There are two primary types of blockchain, as we are previously aware. The 
most common form is public, where anyone may participate without needing 
advance authorization, like Bitcoin and Ethereum. On the other hand, a private 
blockchain can be created that grants each user a unique set of permissions for 
particular blockchain tasks, such as read, write, and access permission. The 
main area of interest in this cyber-physical system is private blockchain. The 
Hyperledger open-source project, which was founded by Intel and is managed by 
the Hyperledger Umbrella, is the focus of this discussion, with permission block-
chain generally being given the lion’s share of attention. 

Traceable assembly systems will be considered as a CPS with blockchain appli-
cation. In the modern world, assets are frequently used as assembly lines. It is 
essential to assign identities to assembly system components in order to foster 
trust among a group of unreliable economic actors regarding their identification 
and their aptitude for solving various societal and economic problems. Utiliza-
tion claims include paid memberships in place of consumer ownership of assets 
like cars, where ownership is retained with the producer and the consumer sub-
scribes to asset pools of varying quality, preventing the use of counterfeit parts in 
the automotive industry, as well as many other models of complex, decentralized 
ownership of assembly systems. The components may be used with confidence, 
which supports reuse and recycling [16,17]. 

A different approach by utilizing the blockchain’s immutability, provenance, 
and consensus mechanisms is chosen. The following fundamental notion is the 
foundation upon which we construct a blockchain-based CPTS that offers assur-
ance in the accuracy of identities in assembly systems and their usage data. It 
is presumed that physical components have digital identities that correspond to 
them. 

Conventional identity management is unable to provide the level of confidence 
necessary for the identification and usage of assembly systems and other CPS in 
the real world. There are currently security tags on the market, such as improved 
RFID tags that can only be connected to actual items and cannot be removed with-
out being destroyed. For data signing, these tags have the necessary cryptographic 
primitives. Additionally, we assume that assembly systems include IoT devices 
for usage data collection and that they are enhanced by cryptographic primitives 
for data signing. 

In order to strengthen confidence in the accuracy of identities and usage data 
for assembly systems based on these presumptions, we were able to develop a 
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demonstrator that makes use of a blockchain-based CPTS. The demonstrator 
offers a permissioned blockchain constructed using the Hyperledger Sawtooth 
architecture, which connects into a larger business logic and interacts with real 
items via fictitious security tags. 

12.9 BLOCKCHAIN APPLICATIONS IN CPS 

As computer acceptance has increased over the past few decades, records have 
mostly moved from being tangible paper documents to digitized ones created and 
controlled on computers—one of the many uses for computer security that com-
puters have made feasible. Even though these records are made and kept on com-
puters, a human still enters the information. Just a few examples include financial 
transactions, health information, and insurance information. Humans continued 
to be the main source of data collecting in these applications as a result. Sen-
sors have replaced humans as the main data collection source in many systems 
in recent years, powered by the upsurge of IoT and pushed by the emergence of 
sensing applications. 

In order to build an integrated system capable of abstraction, design, and 
analysis, CPS systems incorporate physical processes, software, and communi-
cation. Embedded systems, real-time communication, computers, networking, 
and physical system dynamics are just a few of the disciplines that the technol-
ogy integrates. The application of blockchain technology to financial transac-
tions has been extensively studied and documented. Innovations in this field 
have made it possible to deliver money directly to authorized recipients without 
the need for command execution. The possibility of delays, repression, or other 
outside effects is decreased by the implementation of blockchain-based smart 
contracts. 

It offers complete financial security, keeps track of the conditions of the con-
tract, and is unbreakable. Additionally, it makes it simpler to track and monitor 
online identities utilizing blockchain technology. The usage of blockchain as a 
low-cost notary system can prevent numerous frauds by creating unique certifi-
cates that are simple to validate. 

12.9.1 Blockchain and IoT 

Today’s IoT already includes more than a billion intelligent, linked gadgets. With 
the expected proliferation of hundreds of billions more, the world is on the cusp 
of a revolution that will have an impact on a wide range of businesses, including 
the electronics industry. Thanks to the growth of IoT, industries can now gather 
data, gain insight from the data, and make decisions based on the data. As a result, 
there is a great deal of “confidence” in the knowledge acquired. Do we really 
understand where these data came from, and should we really base our decisions 
and conduct our business on unreliable information? 
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IoT can provide data that has been collected through sensors. The essential con-
cept is to identify objects as soon as they are created so that their identity can be 
recognized and validated using blockchain throughout their existence. Through 
the use of a device identification protocol, which enables each device to have a 
unique blockchain public key and send encrypted challenge and response mes-
sages to other devices, it is made sure that a device maintains control over its iden-
tity. The reputation or history that a device with an identity builds can likewise be 
tracked by a blockchain. 

The business logic of a blockchain network is expressed by smart contracts. 
These smart contracts operate independently when a transaction is suggested, 
adhering to the rules established by the network. Smart contracts can be extremely 
important in IoT networks since they automate coordination and authorization 
for transactions and interactions. IoT was first intended to surface data and pro-
vide timely, actionable insight. For instance, everything may be connected, and 
smart houses are a reality today. In fact, these IoT devices can even respond when 
something goes wrong with IoT, such as ordering a new part. Smart contracts are 
a terrific method to control how these devices function, which is something we 
need to be able to accomplish. 

12.9.2 Blockchain for Automotive Industry 

Blockchain technology has applications in the automotive sector, which has a 
large number of internal and external stakeholders (such as dealers, retailers, 
OEMs, insurance companies, financial institutions, fleet management services, or 
government agencies) from different industries and countries with different regu-
lations. These stakeholders transmit value across their business networks (e.g., 
data, transactions, processes, and workflow) and have particular needs in terms of 
trust, security, or time (e.g., real-time access), as well as in terms of transaction 
and operating expenses. The usage of blockchain can help this business network 
in a number of areas in the automotive industry: 

• Immutable data management: Proof of ownership can be used to safeguard 
intellectual property (such as patents), prevent identity-related frauds, offer 
a car’s history of traceability, improve supply chain procedures, ensure the 
authenticity of cars or spare parts, and retain audit trail data. 

• Digital logbook: A blockchain can be used to securely store, update, and 
validate tamper-proof data such as vehicle maintenance or ownership his-
tory. As a result, blockchain can offer a shared ledger among the various 
involved and authorized businesses, such as automakers, dealers, and inde-
pendent repair shops. Smart contracts, which may collect data from numer-
ous sources and then design a payment mechanism for accessing vehicular 
data, can be used to automate processes. 

• Operations management: Blockchain can track the provenance of parts or 
vital assets in the supply chain. 
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• Supply chain traceability: To increase business productivity by lowering 
the cost of monitoring crucial assets, making sure warranties are upheld, 
and simplifying maintenance or recycling chores. 

• Fraud prevention: By collecting, storing, and time stamping mileage data 
via a blockchain, odometer fraud can be prevented. 

• Financial management: Cross-border payments, incentives, peer-to-peer 
payments, insurance claims, auto auctions, maintenance, and repairs all can 
be sped up and automated using blockchain technology. 

• Processing insurance claims: In the event of an accident, a shared ledger 
can also be used to show fault. This application makes it possible to stream-
line and expedite the insurance and claim procedures by automatically com-
pleting a claim and sending the information to the insurance provider via a 
smart contract. Furthermore, data on braking habits or speed can be utilized 
to detect fraud or produce customized insurance quotes. 

• Incentives: Blockchain enables the creation of individualized reward and 
experience systems. 

12.9.3 Blockchain in Supply Chain Management 

Three potential areas of value addition by blockchain technology in the supply 
chain industry are as follows: 

• Replacing labor-intensive, manual processes: Despite the fact that supply 
chains are currently capable of handling large, complex data sets, many of 
their processes, especially those in the lowest supply tiers, are slow and 
only rely on paper, as is still frequently the case in the shipping sector. 

• Improving traceability: Consumer and regulatory demand for provenance 
information is already driving change. By lowering the expensive expenses 
of quality problems like recalls, reputational damage, or lost sales from 
goods sold on the black or gray markets, boosting traceability also adds 
value. 

• Reducing supply chain IT transaction costs: This advantage is now more 
theoretical than actual. Bitcoin compensates users to validate every block or 
transaction, in addition to asking those who propose a new block to include 
a fee in their request. Such a levy would undoubtedly be unaffordable given 
the massive magnitude of supply chains. 

12.10 CONCLUSION 

In the situation of today, CPS functions as a disruptive approach that substi-
tutes cutting-edge CPS infrastructures for conventional power systems. Cyber-
physical systems are continuously transmitted from centralized to distributed 
systems, requiring reliable, secure, and effective infrastructures. Because of the 



 

    

    

  

 
  

    

   

    

    

    

 
 

218 Emerging Trends for Securing Cyber Physical Systems 

crucial nature of CPS, which has a high degree of heterogeneity, complexity, and 
resource-constrained attributes, the risk of a secure fault-tolerant robust computer 
system is enhanced. 

For CPS, blockchain serves as the underlying technology, providing a fault-
tolerant, dependable, secure, and effective computing infrastructure. The block-
chain, which enables a wide range of exciting new technological applications in 
cyber-physical systems, including the Internet-of-Things (IoT), manufacturing, 
transportation, and supply chain, among many other sectors, can be used to build 
a secure, decentralized public ledger. 

This chapter presents a thorough analysis and discussion of a variety of CPS 
applications that have made use of blockchain. Blockchain technology has sev-
eral uses, including those in healthcare, transportation, and cybersecurity. Without 
a doubt, the blockchain with its built-in combination of algorithms, distributed 
storage, and improved security protocols can be the most effective solution for 
modern CPS applications. 
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Chapter 13 

Cyber Forensics for Cyber-
physical System 
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13.1 INTRODUCTION 

Recent technological developments have made it easier to integrate computing and 
communication capabilities into physical systems that interact and react to environ-
mental cues. Networked computing technology has been developed recently. Cyber-
physical systems (CPS) are a result of these embedded technologies. Cyber-physical 
systems are the consequence of the fusion of concepts from embedded systems, real-
time systems, and control theory. CPS are large-scale, heterogeneous systems that are 
capable of monitoring and regulating the physical world [1]. To sense and keep track 
of physical entities, embedded components like actuators and sensors are used. The 
engineered system in CPS, which consists of both cognitive and material resources, 
is crucial to many applications. Physical phenomena that need monitoring and regula-
tion are a part of physical processes. All of the cutting-edge embedded technology that 
analyzes data and conducts communication with a dispersed environment is included 
in cyber systems. A network of interfaces, including sensors, actuators, and analog to 
digital converters (ADC), will be employed to connect the physical and digital worlds. 

The convergence and exchanges between the physical and digital worlds are made 
possible by cyber-physical systems [1]. CPS provides innovative technology that 
enhances a wide range of physical-based applications across numerous domains. CPS 
can be employed for improved productivity, efficiency, precision, safety, and depend-
ability in manufacturing processes [2,3]. It can be applied to healthcare applications 
to offer both patients and healthcare providers practical real-time services [4,5]. CPS 
can be employed in big residential and commercial buildings to enhance energy effi-
ciency and residing conditions [6,7]. It can also be applied to transportation systems 
to increase safety and effectiveness [8]. A few innovations, highlights, and ideas from 
network, circulated information bases, sensor, implanted gadgets, programming frame-
works, including equipment parts, microcontrollers, and actuators are used and coor-
dinated by CPS. CPS likewise coordinates various disciplines, including mechanical, 
biomedical, design, frameworks, and designing, alongside the spaces of medical ser-
vices, transportation, and energy to upgrade applications in reality [9]. 

While CPS can give various cunning enhancements for upgrading designs and 
strategies, they are defenseless to cyberattacks and crime like some other advanced 
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and appropriated framework. Security blemishes in different frameworks might 
bring about huge actual mischief not withstanding harm to equipment, pro-
gramming, and information. Actual mischief can appear as human fatalities and 
wounds, infrastructural harm, asset misfortune, and hardware disappointments or 
breakdowns. An assortment of safety efforts is pondered and included to shield 
the CPS applications when they are quickly created and conveyed in various fun-
damental spaces. CPS should likewise highlight fitting and productive legal sci-
ences capacities to work with examinations concerning online protection dangers 
or crime. The creating field of CPS criminology is depicted in this concentrate 
alongside its deterrents and a few proposed arrangements. The report additionally 
examines a few forthcoming future reviews and improvement ways that could 
prompt better CPS crime scene investigation techniques and capacities. 

This chapter focuses on aspects of the CPS cyber forensic concept in the man-
ner shown. Section 13.2 gives foundation information on CPS such as its objec-
tives, capabilities, and risks. A summary of the CPS investigation is provided 
in Section 13.3 from the perspectives of innovation, hierarchy, and legitimacy. 
The techniques for empowering CPS legal examination are discussed in Section 
13.4. Section 13.5 deals with devices for better cyber-crime scene investigation 
followed by criminology apparatus suggestions in Section 13.6. Section 13.7 dis-
cusses about some cyber techniques and Section 13.8 about the potential future 
innovative work topics. Section 13.9 concludes the chapter. 

13.1.1 Foundation 

The predictable and trustworthy collaborations among its physical and innovative 
parts put aside arranged implanted CPS frameworks [9]. CPS are being utilized 
increasingly more wherever to improve the actual spaces. CPS offers significant help 
for shrewd, mindful, and crucial applications [10]. The interconnected application 
area utilizes the oversight and control abilities given by CPS to achieve foreordained 
objectives. Regularly, programming made complex calculations are utilized in the 
digital domain to make control decisions. In opposition to ordinary implanted frame-
works, CPS are arranged installed frameworks with appropriated parts and handling 
power. Among these parts are microcontrollers, sensors, and actuators. These gad-
gets are connected together by wired or remote organizations and have a profound 
association with their actual environmental factors. Any CPS is made out of three 
fundamental stages: sensor checking, insightful programming direction, and actuator 
execution [11]. These three urgent stages are connected together in a criticism circle, 
as found in Figure 13.1. Distributed computing is utilized by frameworks known as 
“digital actual cloud frameworks” to run the frameworks and do modern calculations. 

Numerous applications can profit from making and executing CPS arrange-
ments; however, they convey significant dangers assuming that they are presented 
to cyberattacks. These risks might deteriorate to where they cause fatalities, foun-
dation harm, and negative financial repercussions. The primary CPS applications 
are summed up in Table 13.1, along with their critical goals and related perils. 



 

 

Figure 13.1  CPS closed steps. 

 

 

  

  

Table 13.1 Primary CPS Applications 

CPS Applications Objectives Issues 

Smart buildings 
Smart water networks 

Vehicle safety 

Smart manufacturing 

Energy production 

Monitoring and treatment 
Water production and 
water quality 
Reduced congestion, traffc, 
accidents 
Production, product quality, 
safety 
Max power generations, 
better capabilities 

Loss of resources and live 
Damages, life loss, pollution 

Life loss, infrastructure 
damages 
Damages, safety reduction, 
live loss, economic impact 
Infrastructure damage, 
reduction in production 
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13.2 CPS INVESTIGATION 

Computerized criminology has progressed essentially during the couple of years. 
Computerized legal sciences arrive in different structures. These incorporate 
virtual machine occasions, versatile gadgets, organizations, cloud administra-
tions legal sciences, and computerized crime scene investigation [12]. CPS legal 
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sciences is an original subset of PC crime scene investigation that is immature, 
contrasted with different subsets, and requires additional thought. Computerized 
criminology and CPS are consolidated in the field of CPS legal sciences (digital 
and actual frameworks). It can likewise be viewed as a particular part of criminol-
ogy that interfaces with network legal sciences since CPSs are habitually orga-
nized frameworks. The efficient act of catching, endlessly examining network 
traffic and correspondences, is known as organization legal sciences [13]. CPS 
examinations additionally incorporate parts from every one of different classifica-
tions, contingent upon the degree of its use and the parts utilized. For example, in 
the event that the CPS utilized these administrations, cloud criminology would be 
pertinent; by the by, the fuse of framework offices or test patients would require 
the utilization of actual criminal legal sciences. 

We will research the CPS crime scene investigation utilizing the techniques 
illustrated by Ref. [14] for assessing cloud legal sciences. The mechanical, hierar-
chical, and lawful parts of this system should be thought of in every way. We will 
feature a couple of key CPS legal sciences–related issues in every one of these 
classifications. 

13.2.1 Scientific Angle 

The related administrative incorporates the techniques, strategies, techniques, and 
devices expected to complete criminology methods in CPS situations. Among 
these are the social occasion of information, the advancement of displayed, 
reproduced, and virtual conditions, as well as the incorporation of deterrent mea-
sures. Information assortment is the method involved with finding, grouping, 
and acquiring crime scene investigation information. Since advanced violations 
might quickly affect the climate, CPS criminology assembles data about both the 
computerized parts and the encompassing actual climate, rather than different 
strategies for advanced legal sciences [15]. A few devices are utilized to remove 
criminological proof from the CPS, in view of the innovation that was utilized 
to deliver the CPS. The data source will be considerably unique in relation to 
current frameworks since there will be various sources with different attributes. 
Subsequently, the information gathering frameworks should be suitable for these 
conditions. 

The exchange between both the physical and the advanced conditions is one 
of the primary principles of CPS. Thus, the CPS examination instruments should 
likewise envelop the actual pieces of the framework. Along these lines, virtu-
alization, imitation, and reproduction approaches can empower CPS criminol-
ogy. Making a proactive move can likewise make CPS criminology examinations 
a lot simpler. The criminology tasks in case of an assault, for example, can be 
helped by catching the correspondences that are moved, the control orders, and 
the entrance exercises. Moreover, the actual assessments that can be led on these 
CPS stages should be here and there viable (or free) with the PC legal sciences 
that are being applied. 
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One fundamental component of laying out CPS protection and CPS examina-
tions is the utilization of interruption recognition techniques that might be exe-
cuted into CPS subsystems [16]. Various interruption recognition methods have 
been grown explicitly for CPS frameworks [17]. These procedures attempt to 
address security issues and different issues with CPS applications. Using inter-
ruption identification through CPS programs empowers the assortment and exam-
ination of various statistics on CPS physical activities as well as exclusive facts 
pertinent to the cooperation among exclusive subsystems. This data would give 
computerized follow-ups in case of an attack, aiding the examination. It likewise 
helps in surveying how the ongoing security situation is doing. Besides, more 
information can be acquired and explored to more readily comprehend how the 
CPS’s few parts are applied in reality. As well as working with CPS legal sciences 
systems, this data can be utilized to improve future CPS plans and brace security 
obstructions against new assaults. 

13.2.2 Institutional Perspective 

In lieu of the CPS proprietors, in some CPS applications, clients or associations 
from outside the CPS may very well have influence over CPS parts. Client’s 
shrewd meters for contrast give data on power utilization to a savvy lattice that 
helps it run all the more effectively and control the creation, conveyance, and cost 
of energy. Another model is the utilization of outsider administrations in some 
CPS executions to give the CPS state-of-the-art highlights. It is feasible to incor-
porate organization and correspondence frameworks as well as cloud- and haze-
based registering administrations. It is fundamental to characterize the division 
of assets and obligations between clients, outside organizations and associations, 
and CPS proprietors in these frameworks to defend the information trustworthi-
ness. The criminology processes utilized shouldn’t disregard any guidelines or 
regulations that are relevant to all gatherings included. 

Administration is a significant test with regard to CPS criminology. At the point 
when an attack happens, the decision body stretches out to all framework parts, 
alongside the CPS, its environmental factors, and any basic foundation, and goes 
with choices in regard to freedom, classification issues, and access challenges 
[18]. In any case, truly, most CPS are created and carried out with the help of vari-
ous associations and nearby suppliers. Straightforward entry to review logs, past 
utilization information, and other applicable legal sciences information should be 
composed by all partners. All parts of information insurance, including classifica-
tion, uprightness, and security, should be maintained, and the legitimate conven-
tions and regulations should be noticed. 

13.2.3 Legislative Angle 

The legitimate side of CPS criminology is broadening the scope of regulations and 
guidelines to cover its exercises and data. CPS crime scene investigation thoughts, 
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techniques, and rules ought to be created to ensure that endeavors to lead criminol-
ogy negate no regulations or guidelines. Consequently, CPS crime scene investiga-
tion will save client’s security and protection rules for any frameworks drawing 
in outside clients all through CPS legal sciences exercises. This is to some degree 
related toward the administration part given that freely kept up with and possessed 
CPS can be audited and criminology data can be acquired inside. Nonetheless, in 
light of the fact that there are various associations which manage and regulate a 
CPS, there will be legitimate worries with circuits of locale, captures, and differ-
ent limitations. Nonetheless, in the event that the proof is to be utilized in criminal 
allegations, inside strategies expected by the lawful cycle should be followed. 

CPS crime scene research might motivate multijurisdictional worries assuming 
the CPS parts are dispersed throughout various states or international locations. 
For instance, while cloud frameworks in a single kingdom may give admittance 
to cloud advantages, the primary pieces of a given CPS management are probably 
arranged in any other. The cloud stages being utilized now and again are reach-
able from various nations. In specific designs, CPS information could be kept in 
one country while other distributed computing administrations might be given in 
another. Any help that is given in one more nation may likewise be utilized by a 
cloud supplier. Thus, while carrying out analytical activities in such frameworks, 
multijurisdictional practice and legitimate errors should be thought about. 

13.3 APPROVING CPS LEGAL EXAMINATION 

Because of the intricacy of CPS, legal examinations are exceptionally convoluted 
strategies. Some exploration is being finished on creating components and means to 
incorporate criminology standards and attributes through the development and exe-
cution of CPS to help legal sciences examination methods. This approach is known 
as the crime scene investigation by-plan system. This procedure is being utilized in 
the clinical CPS to help legal sciences examinations for deceitful clinical conditions 
based on clinical CPS viewpoints (innovation, innovation, clients, and so on) [19]. 

The idea to utilize the crime location examination approach for digital actual 
cloud frameworks is another model [20]. Utilizing this worldview, the creators 
of this study included measurable guidelines into the CPS creation and execution 
stages. The significance of this examination rests in the way that while distributed 
computing can give CPS various advantages, its joining suggests conversation 
starters in regard to how to guarantee the protection, precision, and openness of 
information. Because of the broad usage of frameworks, actual parts, and orga-
nizations in the improvement of CPS, they are particularly helpless to potential 
cyberattacks. Assaults might begin from the parts of the CPS, the organizations 
that interface the CPS to the assistance, or even the actual cloud. Six necessi-
ties are illustrated in the proposed system for a CPS to some way or another be 
affirmed as fitting for criminology examinations. These incorporate regulations 
and laws, CPS equipment and programming necessities, prerequisites, episode 
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dealing with necessities, legal sciences readiness prerequisites, risk of the board 
methodology and thoughts, and industry-explicit necessities. The significance of 
approval was likewise stressed by the creators as a method for guaranteeing the 
steadfastness of the turn of events and plan of CPS examinations. 

As a rule, the criminological insightful methodology might help in finding 
security breaks, particularly their sorts and sources. Also, it screens, examines, 
and makes inferences from the proof. Therefore, it is more straightforward to 
respond to different criminology-related questions. The scientific undertaking 
system is likewise a significant stage since it gives a construction to the CPS 
insightful methods. In contrast with other conventional cycles that have a huge 
choice of business assessments instruments and programming that can be utilized 
for security occurrences, creating legal sciences strategies for CPS can be very 
challenging. Thus, utilizing the proposed criminology by-plan framework is very 
gainful. Despite the fact that it could raise speculation expenses and improve-
ment intricacy, utilizing this strategy will accelerate legal sciences examinations 
and safeguard the CPS. The CPS’s ability to create a high return on initial capital 
investment all through exercises is supposed to profit from this. These advantages 
are additionally of most noteworthy significance in light of the fact that the greater 
part of CPS is utilized for basic applications and applications influencing human 
prosperity. These situation’s defects, assaults, and control could bring about fatali-
ties, huge wounds, framework misfortunes, and information breaks, among other 
possible outcomes. A couple of models incorporate canny assembling, water-sav-
ing frameworks, shrewd transportation organizations, and keen designs. 

13.4 DEVICES FOR COMPUTERIZED CRIME SCENE 
INVESTIGATION 

This section comprises the different devices required for the cyber-crime scene 
investigation of cyber-physical system. 

13.4.1 Computerized Legal Sciences 

Computerized legal sciences include the crime scene examination devices and 
different techniques required for the investigation. 

13.4.1.1 EnCase 

This business stage contains various examination devices and techniques [21]. It 
cautiously concentrates on document recuperation from cancellation, record asso-
ciation and audit, hash code examination, exhibition appraisal, vault evaluation, 
investigation of marks, and examination of web history. With the assistance of the 
bookmarking instrument, enCase sorts out the material and produces a report that 
is incredibly clear and easy to figure out, stressing significant information. 
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13.4.1.2 Examination 

This open-source program can perform measurable procedure on Windows and 
Unix-based working frameworks [22]. The recovery of online antiquities, hashed 
filtration, web examination, sequential investigation, catchphrase searches, and 
results on record types should be in every way possible with dissection for ana-
lytical purposes. 

13.4.1.3 Measurable Toolbox 

Measurable Toolbox [23] is a piece of Window outlines PC crime scene inves-
tigation programming made by Access Data. This device empowers informa-
tion investigation, document recuperation from erasure, MD5 and SHA hashing 
check, record examination for FAT, NTFS, Ext2, and CDFS, and graphical record 
seeing. Plate imaging likewise utilizes the FTK Imager application, which is a 
part of the FTK Tool compartment. 

13.4.1.4 Instability 

Memory legal sciences, infection examination, and occurrence reaction are for the 
most part empowered by open-source programming named Instability [24]. Linux, 
Windows, Macintosh, and Android are a portion of these working frameworks. 
Notwithstanding RAM on 32-digit or 64-cycle PCs, Unpredictability additionally 
takes a gander at natural unloading, VMware unloading (vmem), debacle removal 
locales, virtual machine dump destinations, Firewire, Lime standard, Master proof 
HPAK design (fast dump), and QEMU memory deep oil drilling destinations. 

13.4.1.5 Mail Watcher 

Use Mail Watcher [25] to see and examine messages in Mozilla Thunderbird, 
Windows Store, Microsoft Viewpoint Express 4, 5, and 6, as well as other client 
mail programs. It has the ability to direct broad requests across the messages in 
general and channel through mail envelopes at the same time. 

13.4.2 Network Legal Sciences 

Network legal sciences involves the tool for analysis purpose by monitoring the 
network activities. Some of them are discussed in the following sections. 

13.4.2.1 Wireshark 

It [26] is an open-source, freeware point of interaction and organization analyzer 
that cause sudden spikes in demand for Windows, UNIX, macOS, BSD, and 
Linux. It has the capacity to record crude USB traffic, accumulate bundles from a 
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genuine framework utilizing pcap, identify discourse through associations in the 
caught rush hour gridlock, and variety code edges to assist clients with recogniz-
ing various kinds of traffic, in addition to other things. 

13.4.2.2 Xplico 

Xplico is utilized to extricate the information from the recorded application, including 
email interchanges, convention information, and discourse over convention content 
[27]. Web traffic investigation, multi-stringing, adaptable information (convention 
decoder) and result (regulator) interfaces, port-independent convention distinguishing 
proof, and careful pcap information examination are among Xplico’s key highlights. 

13.4.3 Portable Legal Sciences 

Portable legal sciences focus on the framework and hardware devices required for 
the cyber investigation. 

13.4.3.1 XRY 

Worldwide situating frameworks, cell phones, and different gadgets can be 
explored utilizing a computerized and versatile criminology device called XRY 
[28]. This is involved by associations in the military, authorization offices, law 
enforcement, and knowledge. XRY analyzes information by spilling RAM, 
bypassing the operating system, and managing it straightforwardly. 

13.4.3.2 Cellebrite UFED 

The Cellebrite UFED Genius scope of versatile legal hardware [29] upholds 
examinations by social event, unravelling, assessing, deciphering, checking, 
and controlling information. This tool stash’s abilities incorporate the capacity 
to decode cloud-based proof, get ongoing information, access iOS and android 
gadgets, screen and survey video proof, assemble live information, do measurable 
imaging, and investigate encoded information. 

13.4.4 Data Set Crime Scene Investigation 

When we need to work on the data, we require a strong device for the cyber inves-
tigation based on legal sciences. The following sections show the data set of crime 
scene investigation. 

13.4.4.1 SQLite Crime Scene Investigation Program 

The proof used to foster a case can be made, kept up with, and assessed utilizing 
a data set legal sciences program called SQLite Diagnostics Program [30]. This 
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device can make SQLite data sets, look at and survey data set objects, record data 
sets, add various overseer sections, do complex examinations, and concentrate 
information in various different record designs. 

13.4.4.2 SQLCMD 

A data set extraction instrument created by Microsoft can be used as an order line 
device to execute erratic code and programming in SQL data sets [31]. This appli-
cation works with the assessment of information bases and cycle logs. A printed 
yield is created when SQLCMD is performed. 

13.4.5 Forensics Information Examination 

“Criminology information investigation” is a part of computerized legal sciences 
that ganders at organized information, for example, large information, informa-
tion from programming projects, and data sets pertinent to monetary violations 
and other deceitful exercises. PC programming, data set, and organization exami-
nation procedures are utilized by criminology information examination to accom-
plish insightful objectives. 

13.5 DIGITAL CRIMINOLOGY APPARATUSES 
SUGGESTIONS 

Digital criminology innovations are as yet being grown widely for application in a 
scope of cyber examinations. The accompanying worries are considered concern-
ing and creating specialized fields, as discussed in the following sections. 

13.5.1 Portable Criminology 

For the digital forensic, we first focus on the portable devices and their investiga-
tion to perform the cyber investigation. Some of the investigation processes are 
discussed in the following sections. 

13.5.1.1 Antiquity Extraction 

Most economically open portable examination devices accompany state-of-the-
art usefulness. The main disadvantage to utilizing an expert instrument is its 
expected expense. They support examining offices in their data gathering, yet they 
are excessive all the time. This may be settled by means of obtaining open-source 
programming for Android, iOS, as well as economic plan cell telephones. Through 
a troubleshooting span interface, initiatives like the Linux Memory Extractor are 
used to get memory in Android cellular telephones. Basic cell phones can likewise 
have information gathered by BitPim, and gadget reinforcements can be inspected 
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utilizing the iPhone Reinforcement Analyzer. The downsides of elements extrac-
tion instruments, separately open source and business, include their powerlessness 
to perceive scrambled as well as covered-up information, their failure to interpret 
data put away by versatile applications, and their own impediments concerning 
equipment similarity with specific working frameworks, for example, Paraben 
Gadget Seizure [32]. 

13.5.1.2 Reporting 

Any examination technique must have the option to create a decent record of the 
found data and reached inferences. An instrument that creates itemized reports at 
the finish of the interaction is expected for that point. Hexa unloading is the course 
of genuinely gaining a cell phone’s document frameworks. There is an error in 
revealing and examination of hex-unloading in cell phone legal sciences devices 
[33]. This disservice exists in light of the fact that these cell phone and PDA parts 
have not yet been shown by versatile scientific apparatuses for the motivations 
behind announcing design. 

13.5.1.3 Cloud 

While endeavoring to gather and break down information from cloud administra-
tions relating to cell phones, Versatile Criminology arrangements go up against 
various hardships [34]. These legal sciences devices, which are utilized to direct 
cloud examinations on cell phones, are restricted in their capacity to share assets 
in a cloud climate, to distinguish and give subtleties on information beginnings, to 
determine issues with cloud access approval, and to find the sources from which 
the proof is being gotten, especially in a processing server. Just few applications 
are sent for cloud examination utilizing the principal methods, including infor-
mation review and investigation, while most of portable criminology strategies 
accessible are disconnected-based. 

13.5.1.4 Android Forensics 

With the acquaintance of various models with the cell phone market and the 
assistance of Android gadgets, the area of portable criminology today has 
extended [35]. Indeed, even while there are immediate obtaining procedures 
and instruments like Crisis Download Mode (EDL) division, these are low-
level methods that are just accessible from a limited handful makers of Android 
versatile gadgets and chips. Moreover, contingent upon the settings of the 
cell phone, the form of Android, and any dynamic encryption modes, such 
apparatuses probably won’t have the option to obtain and remove informa-
tion. For example, Android reinforcements were never encoded on cell phones 
before Android 9, which made it conceivable to embrace unstable information 
acquisitions. 
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13.5.1.5 Deleted Data Analysis 

In light of the encryption key components used by those cell phones, it was espe-
cially difficult to reestablish and recuperate erased records [36]. The Strong State 
Drives (SSD) have been managed to make it difficult to recuperate information 
after a record has been erased. Strategies, including SSD, producing access modes 
are currently being investigated to recover private archives from the SSD circles. 
Consequently, such functionalities are being tried in criminology programs to 
recuperate lost records from cell phones. 

13.5.1.6 Two-factor Authentication 

Criminology apparatuses in some cases don’t get to delicate data by impairing, a 
validation procedure like Two-Component Confirmation [37]. For instance, Apple 
gadget clients, who utilize Two-Element Confirmation to safeguard their records 
from unapproved access, can impair the Track Down My Insurance choice or 
resetting Apple Recognizable proof/iCloud secret word without giving their genu-
ine Apple ID/iCloud secret phrase. This leads portable clients to stow away or 
adjust data, which can be valuable in examinations. 

13.5.2 Cloud PC Crime Scene Investigation 

Cloud investigation is an important aspect of digital forensic. Here we have listed 
some of them. 

13.5.2.1 Recognizable Proof of Proof 

It is annoying to have to check through logs because their accessibility is likely 
to obscure distributed execution models [38]. The information extraction and 
spot verification processes are difficult for the distributed scene of transmitted 
figures. It is far more difficult to access the open logs in institutions like Pro-
gramming as an Organization and Stage as an Organization than in System as 
an Organization. Server businesses monitor client practices are carried out in 
communicated processing because the cloud carries information that is erratic 
in character. 

13.5.2.2 Unstable Information 

Information that will be lost when a computer is shut down is referred to as shaky 
information [39]. Unstable information must be protected from being altered and 
evaporated in conveyed figure scenes because it frequently does so throughout 
evaluation phases. The majority of virtual machines use dynamic RAMs, which 
prevent information storing and information getting work environments, and it 
contains unpredictable information when handled in a distributed manner. As 
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a result, even during real-time information acquisitions for evaluations, any 
motorized device for legitimate sciences cannot be tested to isolate uncertain 
information. 

13.5.2.3 Decency of Data 

Analysts must protect the consistency of data in quantitative judgments while 
gathering information [40]. It should be the firsthand facts that the expert 
receives, which you may present in court and influence opinion with. Being 
conscious of the consistency of information quality is annoying in Cloud Gen-
uine sciences. Dispersed handling has a nature that permeates both virtual and 
conveyed designs. While information is extremely static and being handled, 
cloud information will typically change every time. Keep in mind that when 
acquiring network data, meta information also changes. Current devices for 
genuine sciences are not capable of retrieving and examining the data in its 
unusual kind of state. 

13.5.2.4 Cloud-enabled Huge Data 

Cloud-empowered Immense Information impacts criminal appraisals as well as 
expected suits [41]. This happens on account of Cloud-Drew in Epic Informa-
tion is being dealt with and managed in dispersed structures. Dispersed enlist-
ing criminal science contraptions face troubles in unmistakable additional items 
of data related with enormous affirmation, which are supposed to have been 
obtained. 

13.5.3 Virtualization Criminal Science 

This section discusses the virtual investigation of crime scene. 

13.5.3.1 Internet-based Data 

Framework machines, hosts, and servers are unwound and managed as virtual 
machines, virtual hosts, and virtual servers in virtualization, respectively [42]. 
The software or hardware known as a hypervisor creates and manages virtual 
computers. Without knowledge of the host server or design, network traffic can 
occur between virtual machines or between virtual relationships. As a result, net-
work data can be altered or destroyed. The hypervisor is accessible to overseers 
and criminal science devices whenever possible, but not to the virtual comput-
ers. The affiliation information that is outside the framework also cannot be fol-
lowed [43]. All affiliation information will be deleted immediately when a virtual 
machine is destroyed. 
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13.5.3.2 Duplicate Mac Areas 

In Ethernet-based affiliations, Mac addresses are used for communication, and 
they are unique for each Affiliation point Card [44]. Mac addresses are used to 
divide virtual machines into certain associations, but because they exist in a vir-
tual environment, these Mac addresses generally won’t be chosen as excellent 
Mac addresses. Since the addresses are not new, it is highly unlikely that the 
affiliation data will have been securely stored. The information obtained might 
occasionally combine a nearby Mac address that would be assigned to different 
hosts. This leads to the challenging situation of seeing questionable computers in 
the affiliation. 

13.5.3.3 Virtual Machine Eradication 

Fundamentally, information in virtual computers cannot be followed and obtained 
by assessments since it is affiliation data [45]. A virtual machine is wiped and 
no trace of it is left when the client destroys it. Due to the fact that information 
depends on volatilization, when you erase the machine, the data inside and the 
information stored in virtual memory both are destroyed. In addition to specially 
designed activity gadgets, ongoing tools are needed for the recovery of crushed 
data. 

13.5.3.4 Following Back Records 

In a specific virtualization structure known as Microsoft’s Virtualization Frame-
work [46], there are two age types of virtual machines. The main machine includes 
drivers built into the sharable components that grant the ability to create logs and 
record specifics about calculations and exercises. Real-world devices can extract 
information for evaluations by using stuff drivers. However, the machines of the 
next age don’t produce such drivers; instead, planned drivers have been imple-
mented. These don’t keep any kind of records of tests or workouts. Real sciences 
devices fail to obtain information on those machines since there is no way to 
obtain data from virtual machines and no built-in support for obtaining such data 
in the devices. 

13.5.3.5 Multitenancy 

With the use of virtualization, a dynamic and flexible foundation of virtual 
computers can continually run [47]. Memory, network cards, and disks are 
among the hardware components that these virtual computers have in common. 
It is challenging for inspectors to correctly collect data from the “getting con-
traptions” on these virtual computers. To put it even more plainly, it is seeking 
to identify the machine of the crucial client and identify the odd activities for 
that client. 
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13.5.3.6 Settled Virtualization 

Wrapping virtual machines within other virtual servers, an idea that is not yet 
fixed in stone, communicates the idea of established virtualization [48]. Since the 
virtual PC network is completely shut off from the real structure in such systems, 
routine data retrieving and management are irritating. With Settled Virtualiza-
tion, malicious devices are not able to collect data from network traffic, logs, and 
wiped systems. Bad behavior that occurs online as well as through Virtual Private 
Networks (VPN) in Resolved Virtualization systems cannot be detected by the 
instruments and methods used today for evaluations. 

13.5.4 Network Criminal Science 

The following apparatus is required for the network criminal investigation. 

13.5.4.1 Gigantic Extension PC Associations 

Enormous expansion network comprises gigantic limitation of information, 
in which the confirmation related with a terrible way of behaving is seen to be 
attempting by using existing devices [49]. The essential proof is gotten while 
neglecting some genuine affirmation, and that infers an extensive sum to make 
closes. Information in massive degree networks is a test to get as they travel 
through the relationship at striking velocity. This makes the appraisal instruments 
incapable to get the most tremendous and exact data. Segments of affiliation infor-
mation can be missed, and a couple of extra data can be added. In that capac-
ity, the uprightness of the got information is at serious gamble. Criminal science 
instruments for gigantic augmentation networks are restricted to various contrap-
tions, which essentially contain single-client PCs and single hung highlights [50]. 
These contraptions are not equipped with the most recent turn of events and plan-
ning to help the assessment of continuous affiliation wrongdoing area. Besides, 
the majority of them can’t keep up with different plans of information in network 
breaking point, and managing tasks of the affiliation, which ultimately results 
in releasing the early phases free from the information obtained. The monetary 
condition of devices puts the limited scale appraisal relationship in getting them 
down, although they are valuable and distinct in exploring confirmation. More-
over, in the monetary level of devices, it requires a lot of cash to permit the con-
traptions prior to using them. 

13.5.4.2 Virtualization 

In equipment structures, each certifiable affiliation interaction card has a corre-
sponding virtual alignment interface card that is used to establish a connection 
with a virtual affiliation [51]. The incoming and dynamic communication bundles 
are connected with some pNICs when a vNIC is used in a virtual machine, while 
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also looking at an outside connection from surreptitiously used virtual machines. 
The affiliation information cannot be obtained by information-gathering crimi-
nal science devices in virtual designs without compromising their security and 
dependability. By altering affiliation data, information in a virtual affiliation can 
be transferred from one host to the next according to a client’s fundamentals. 
The development of virtual computers and vNICs improves information address-
ing and collaboration, for example, VXLAN badly designed [52]. Properly, the 
getting and examining of affiliation information utilizing legal sciences devices 
extremely become baffled and touchy. 

13.5.4.3 Programming Portrayed Association 

In programming the above-mentioned associations, the majority of evaluation 
techniques utilized in the judicial sciences fail to pinpoint the assault’s origin 
[53]. This often happens in association-created attacks, when the attacker uti-
lizes switches to create false links between Association Layer Disclosure Reveal 
parties in order to deceive the groups. Data concerning this new association is 
propelled by a supervisor in the association who assumed it would be a real asso-
ciation. Snooping attacks have so begun at this time. Since no tools have been 
established or any components introduced to help determine the source and data 
starting points linked with an attack at any moment when it has been recognized, 
association criminal science is still working to figure out how to do this. 

Log records and follow archives are crucial in evaluations to identify and sepa-
rate the activities that took place during an assault, despite the difficulty of pro-
tecting them. Assessments in association legal disciplines in the area of criminal 
science are unsuccessful due to the difficulty in maintaining the correctness of log 
recordings once an attack has taken place. The lack of collaboration between asso-
ciations and dependable, cutting-edge frameworks enables an attacker to change 
the substance of log reports during a vindictive show [54]. In the Association’s 
field of criminal science, there are no procedures in place or approved elements 
are being used to confirm the accuracy of the gathered data and regions. 

13.5.5 Robot Working Structure Criminal Science 

Cyber investigation also involves the robot working structure for the examination 
of the evidence collected. Some are discussed in the following sections. 

13.5.5.1 Uprightness of Evidence 

Getting of information from Robot Working Designs (RWD) should be possible 
through live or far-off information-getting methodologies, as RWD in a general 
sense manages unstable information [55]. In live gaining methodology, informa-
tion can be changed and extra data can be added to the principal confirmation 
considering the correspondence between the Robot Working Design and robot 
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sensors. In distant information procurement techniques, it is seen that the infor-
mation, which is being obtained from RWD through an affiliation, is titanic in 
size and it is challenging to move from the continuous criminological gadgets. 
No matter what and how there are devices, for example, FTK as well as enCase 
have to do static information getting, there is not any contraptions made with 
cutting-edge parts to get information precisely from a Robot Working Design in 
a decent way. 

13.5.5.2 Specific Gadgets 

Due to communication, security, and access control difficulties involving the 
reserved data, legal sciences assessments in robot working systems are at risk 
[56]. During evaluation, every newly or emerging bit of data that is included in the 
system must be entirely dismantled. According to ROS Legal Sciences Assess-
ments, specified Crime Location Examination frameworks and Advances are 
required in order to collect, safeguard, and view evidence as well as to keep order, 
dependability, and accessibility of data while using automated gadgets. 

13.6 WEB OF THINGS CRIME LOCATION 
EXAMINATION 

This section focuses on cyber investigation over the evidence collected by Web 
of Things Crime scene. 

13.6.1 Recognizing Evidence of Confirmation Sources 

Assessments are increasingly challenging to do due to the vast amount of data cre-
ated by Web of Things infrastructure. It is difficult to pinpoint the origins, bases, 
and sources of the information gathered, and it appears incredibly unlikely that 
the analysts could have gathered all the data without leaving any proof behind. It 
was found that there are ambiguities surrounding the location of data storage, the 
method of data collecting, and the method of evidence organization after consum-
ing the borders of criminal science devices in IoT legal sciences [57]. Along these 
lines, specialists in respectable sciences ought to separate the verification while 
searching for the physical and mechanical nature of clever machines. 

13.6.2 Discovery Exactness 

Technology advancements like AI and deep learning computations are used in 
the legal sciences devices used for IoT criminology examinations [58]. These 
calculations are used to create informational indexes, which improve the accu-
racy of functionalities like information identification and highlight determina-
tion. A lot of computations are being made without taking into account real-time 
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norms of behavior as IoT devices and frameworks handle frequent situations 
in daily life. Because it requires constant interruption discovery systems to be 
included in the computerized criminology equipment, Web of Things Legal sci-
ences is thus at risk. 

13.6.3 Preparing Information 

A measurable tool needs to be accurate, reliable, and able to participate in an 
evaluation cycle [59]. Even though there are informational indexes created on 
criminology devices to separate proof in information-handling calculations based 
on artificial intelligence, they end up being manufactured informational indexes 
that are several years old. For the complex IoT Organization Criminology tests 
being conducted today, these informational collections are outdated. Additionally, 
it might be challenging to get precise results, especially when using these crime 
scene investigation tools to consistently organize and gather information. 

13.6.4 Present-day Techniques 

The proof gathering method is more complicated in cloud legal sciences due to 
the distributed characteristics of cloud information and the lack of actual access 
to sophisticated artifacts. The usual methods of interaction for recovery cannot 
be used by the legal representatives. Original tools are consistently supported by 
computerized legal sciences in order to genuinely gather evidence. These days, 
an additional examination field termed emergency is used. This method enables 
the location of collections of artifacts and the speedy identification of the most 
essential ones from the perspective of wrongdoing. Live and postmortem are two 
important applications of emergency that depend on AI technology [60]. 

The cooperation of software engineering skills with the real world renders 
CPS defenseless against vengeful attacks that go beyond the scope of conven-
tional digital assaults. For recovering bombed framework states, this method 
transmits CPS checkpointing and recovery models—a clever conception of the 
situation. 

The idea of recovery is to advance the framework to align with the benefits of 
internal components. By using a sliding window-based checkpointing conven-
tion, the framework states for recovery are recorded. The benefits of this novel 
technology are low and endless sensor overt repetition. The major Cloud Legal 
Sciences Challenges include information assortment, live crime scene investiga-
tion, proof isolation, virtualized climate, inner staffing, and outer reliance chains. 

The Digital Forensics Recommendation Model [61] helps forensic investiga-
tors by giving them guidance as they carry out their investigations. A list of mod-
el’s phases is provided in Figure 13.2. 

Digital real-world systems rely on modern distant technology, like 5G, to con-
nect with the outside world. Successful remote data changes can be made using 
the Cloud, IoT, or V2X foundations [62]. 
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Figure 13.2 Model phases. 

13.7 FUTURE CPS CRIMINOLOGY 

As CPS develops and significantly more CPS frameworks are produced and dis-
tributed, approaches for CPS security and CPS legal sciences will also be expected 
to be spelled forth. There are numerous approaches to make improvements. This 
section discusses potential developments in CPS criminology in the future. 

As with other logical disciplines, one pattern is for CPS legal sciences and 
security to be information-driven. Information can be utilized to create more pre-
cise models, which can then be applied to other survey and inspection cycles that 
highlight areas where CPS implementations fall short. 

13.7.1 Criminology and Information-driven Security 

For CPS, criminology and information-driven security might include a number of 
points which affect the cybersecurity system. 

13.7.2 Attack Area and Assistance Using Data-driven 
Science 

The implications of a few CPS security and criminal science systems, such as 
interference acknowledgment and countering systems, as well as overseeing test-
ing CPS security conditions, such as undeniable level consistent risks and low 
and slow vectors [66], can be covered in this point. Setting description and shar-
ing, recognizing assaults by thinking about them, identifying attacks using outline 
language structures, and differentiating attacks using stream-based plans are some 
potential strategies that could be employed for this point. 
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13.7.3 Foundations for Procedure-based Sharing and 
Unwavering Data Quality 

There are several expected directions for data reliability, sharing, and remembering 
unshakable quality of data for provenances, formal course assessment, and repro-
ducibility of security tests. This will necessitate reliant strategies that can disperse 
and maintain awareness of trust associations between the many CPS applications’ 
components and various structures connecting with them. Blockchain technology is 
one potential method for reimagining trust and securing transactions [63]. 

13.7.4 An Approach Based on Risk for Controlling 
Security Estimations 

This viewpoint incorporates many categories for examining security dangers, 
such as showing attacks, client and association hazards, defensive measures, and 
game speculation models for thorough bet evaluations [63]. 

13.7.5 Collection and Extraction of the Evidence 

Following the collection and extraction of the evidence, the reconstruction phase 
entails doing network analysis, ownership and possession analysis, ownership 
and time frame analysis, application and file analysis, ownership and data con-
cealment analysis, log file analysis, and ownership and possession analysis, as 
shown in Figure 13.3. 

Figure 13.3 Reconstruction of data. 
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In addition, it is practicable to employ data-driven methods of managing to 
identify the link between human behaving style and vulnerability to various types 
of attacks for CPS applications that incorporate human participation and collab-
orative efforts [59]. This has a significant impact on how distinct CPS applications 
are organized because it uncovers a few shadowy elements through insights and 
comprehensive data analysis. Due to the detachment of the necessary data sets, it 
was difficult to create such apps two or three years ago. However, it is now con-
ceivable as many applications and systems gather a significant amount of data as 
they function. As a result, we now have more information on the many CPS appli-
cations to evaluate and gain insightful knowledge from. It is possible to uncover 
numerous discernments connected to CPS security attacks by reusing data-driven 
methodologies. There are numerous applications for these discernments: 

• They can be used as a data source by CPS improvement associations to 
assist them in planning their future security measures and organizations for 
various CPS applications. 

• Government security organizations can utilize them to outline its CPS well-
ness initiatives, requirements, standards, and plans. 

• Different associations and affiliations that use CPS applications can use 
them to demonstrate their security practices and fend off potential security 
bets. 

Taking on some of these procedures will assist in reducing the application and 
usage of better security and legal sciences components and deal with any implica-
tions regarding shield of various kinds of systems, including CPS. In the upcom-
ing years, it is expected that more research and current examination will be 
conducted in an effort to identify appropriate, conventional, and effective game 
strategies. These include discovering new ways to organize social gatherings, 
make proposals, clean-up security data, look at security data [64], and recognize 
more notable security noticing and risk management techniques. Additionally, 
faster data-driven tools will be developed to discover historical insights, includ-
ing identifying zero-day assaults. Additionally, new security and criminal science 
strategies will be essentially advanced to provide better well-being endeavors 
and assessments. These strategies include human direct security strategies that 
solidify human approaches to acting in providing more secure CPS applications 
and setting careful security courses of action that combine information about the 
continuous environment setting in overseeing security risks. 

13.7.6 Crime Scene Investigations 

Another crucial future component of CPS legal sciences is the manner that many 
CPS crime scene investigations rely on clever calculations and AI techniques to 
handle powerful CPS applications and streamline operations and cycles. Intel-
ligent buildings, self-driving cars, innovative water systems, high-level assembly, 
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clever lattices, and astute traffic signal management are a few examples of CPS 
uses. These clever CPS applications make choices with the goal of benefiting from 
enormous amounts of acquired information in order to increase their dependabil-
ity, precision, efficiency, and cost-adequacy. 

These systems could be exposed to security threats as a result of becoming 
more vulnerable to security bets. For instance, attackers may be able to provide 
a few misleading details that adversely affect the learning process and reduce 
the display of these astute structures. It is crucial to protect the computer-based 
intelligence computations from any threats, such as those that could affect their 
effectiveness or security. Security risks against the arrangement stage and security 
risks against the testing/gathering stage are the names of these dangers. The hurt-
ing attack, which disrupts the availability and dependability of the simulated intel-
ligence processes by familiarizing poorly constructed models with the planning 
instructive record, is one significant security risk against the arrangement stage. 
Attacks that cause harm can be divided into two groups: attacks that cause harm 
without modifying any components or checks and attacks that cause harm while 
changing features or names. 

13.7.7 Countermeasures 

There are variety of controlled ways for advanced computing and artificial intel-
ligence. These tactics can either be proactive securities or open shields. Con-
solidating the countermeasures utilized in the readiness stage and the testing/ 
understanding stage, different countermeasures were studied in Ref. [65]. Any-
ways, to accomplish this, CPS will need to develop valid scientific tools and com-
ponents that are useful for monitoring computations involving automated thought 
and artificial intelligence. In these circumstances, it may also be possible to use 
artificial intelligence and man-made thinking procedures to detect and prevent 
security breaches and provide superior scientific mechanical assembly to CPS 
lawful sciences if attacks do actually occur. Additionally, it is crucial to look into 
how these practices might be used to prepare for and reduce the harm caused by 
security assaults while still providing adequate legal support to follow and handle 
actual attacks. 

13.8 CONCLUSION 

Experts and analysts, who are associated with coherent assessment and computer-
ized bad behavior assessments, have recognized various hardships in advanced 
quantifiable contraptions. Open-source devices can be actively and strategically 
acquired, but commercial mechanical assembly must be purchased. A corpo-
rate tool would be much more effective and precise in recovering results from 
evaluations than an open-source tool. In the field of automated criminal science, 
obstacles are found in fields like flexible, association, cloud, virtualization, robot 
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working systems, and Web of Things legitimate sciences. Problems with these 
devices have arisen as a result of a lack of most remote points of data acquisition, 
obtaining network information, appraisal, advancement assortments, similitude, 
and receiving reliable confirmation. These challenges achieve poor high-level 
legitimate sciences assessments, and give incorrect verification, which can’t be 
recognized and consumed to take decisions. Thus, at the present time, several 
mechanical assemblies are recognized to be at progress stage in executing deals 
with the disadvantages. 

In this chapter, we characterized and examined another sort of criminology, dig-
ital actual frameworks legal sciences (CPS crime scene investigation). We exam-
ined CPS criminology standards and issues as far as innovative, hierarchical, and 
legitimate perspectives. Given the continuing research in this area, we recognize 
that there are opportunities to further locate this point and provide effective CPS 
criminology measures. Endeavors to foster reasonable approaches, methodology, 
instruments, guidelines, and arrangements for this significant legal sciences type 
are critical. One potential methodology that offers some encouraging commit-
ment is the legal sciences by design approach, where criminology endeavors are 
empowered as implicit abilities in CPS and CPCS consolidated all through the 
improvement cycle. Subsequently, when an event happens, the CPS outfitted with 
these methods will have underlying measures to give agents the important infor-
mation for the crime scene investigation process. The chapter likewise examined 
future turn of events and exploration bearings for further developing CPS security 
and criminology abilities and cycles. 
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