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Preface

The 1990s brought the proliferation of the internet throughout the world. 
Researchers developed various computer-mediated virtual environments 
including social networks, video conferencing, virtual 3D worlds, aug-
mented reality applications, and Non-Fungible Token games. The term 
‘metaverse’ has been coined to encompass the digital transformation in 
every aspect of our physical lives. At the core of the metaverse is the vision 
of an immersive internet as a gigantic, unified, persistent, and shared 
realm. While metaverse may seem futuristic, it is catalyzed by emerging 
technologies, such as extended reality, human-computer interaction, arti-
ficial intelligence, blockchain, computer vision, IoT and robotics, edge and 
cloud computing, and future mobile networks. In terms of applications, 
the metaverse ecosystem allows human users to live and play within a 
self-sustaining, persistent, and shared realm. The metaverse is a virtual and 
visual world that combines physical and digital experiences. At present, the 
development and implementation of the metaverse is in the nascent stage 
and lacks a framework for visual construction and scrutiny. Therefore, this 
book offers a 360-degree exploration of the metaverse, with a focus on ava-
tars, content creation, virtual economy, social acceptability, security, pri-
vacy, trust, and accountability.

This book provides a thorough explanation of how the technology 
behind metaverse and other virtual reality is changing the world. The 
primary objective is to present the revolutionary innovation of the 21st 
Century—the metaverse—and exhibit its wide range of applications in dif-
ferent domains. Although blockchain and VR/AR were the first popularly 
known applications of the metaverse, several other applications also exist. 
While some still believe the metaverse is overhyped, in reality, it is trans-
forming almost every industry—healthcare, 3D, 4D, industry, game indus-
try, business management, artificial intelligence, and IoT, just to name a 
few. 
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This technological breakthrough not only paved the way for virtual real-
ity, but provides useful solutions for other areas of technology. The unique 
nature of the technology, which is a single, shared, immersive, persistent, 
3D virtual space where humans experience life in ways not possible in 
the physical world, makes it suitable for all real-world applications. The 
technology has great potential to transform business, and companies are 
already in the race for different product offerings.

The book is organized to cover all aspects of the metaverse, including 
its fundamentals, features, working principles, and application in different 
sectors.

Chapter 1 presents an in-depth analysis of the technologies used in the 
metaverse and provides a solid foundation from which to further study 
this fascinating field. Specifically, the chapter presents the fundamental 
characteristics of a novel-distributed metaverse architecture in terms of 
ternary-world interactions. The benefits and drawbacks of the metaverse 
are explored, along with the current pressing problems faced by metaverse 
systems and their most cutting-edge solutions. Finally, the chapter pro-
poses new avenues for the study of metaverse system developments.

Chapter 2 investigates the expected utilization of blockchain innovation 
in the metaverse, explicitly in the spaces of AR, VR, and MR. The special-
ized parts that utilize blockchain in these virtual conditions are examined, 
including how it tends to be leveraged to get client data and works with 
exchanges inside the virtual world. Also analyzed are the difficulties and 
amazing possibilities that come from coordinating blockchain innovation 
in the metaverse, like issues of versatility, interoperability, and reception. 
Also discussed is the potential for future development and the latest head-
way in the combination of blockchain innovation with the metaverse, as 
well as likely roads for additional examination in this field.

Chapter 3 provides basic information about blockchain, its consensus 
algorithms, its usage and problems in the metaverse, how it can used for 
solving metaverse issues, and future directions.

Chapter 4 describes how the metaverse relies upon blockchain tech-
nology and its components, such as data acquisition, data interoperability, 
data storage, privacy, and security.

Chapter 5 provides a clear understanding about the usage of the 
metaverse in healthcare industries and day to day healthcare applications. 
The metaverse is important in many healthcare innovations, for example 
the ophthalmology spectacle frame selection is easier in online applica-
tions because the lenskart uses metaverse technologies.

Chapter 6 discusses many topics related to the metaverse, including its 
characteristics and immersive reality, the functions of VR, AR, and MR, 
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why extended reality serves as its foundation, how to access it now, open 
issues, the creation of apps, obstacles, and its advantages over 2D learning 
settings. Finally, the chapter suggests a future research agenda that will be 
helpful to academics, industry experts, and decision-makers alike.

Chapter 7 explains how VRMAW is a one-of-a-kind, cutting-edge weld-
ing solution that promotes digital technology for teaching inexperienced 
welders. It outlines how to use metal arc welding while also being cost- 
effective, environmentally friendly, and clean.

Chapter 8 thoroughly explores the potential of creating 3D parametric 
computer-aided models using the AR technique.

Chapter 9 introduces a metaverse-based platform that was designed 
with the online education ecosystem in mind. This platform shows that 
online teaching and educational activities can be performed within the 
immersive metaverse, as well as holistic educational activities like learning, 
communication, and empathy. 

Chapter 10 pertains to eye diseases, Keratoconus, and the use of corneal 
topography to inspect for various defects in the eye.

Chapter 11 addresses the latest findings of a study on the possible uses 
of the metaverse in the industrial sector, and the significance of applying it 
to the industrial supply chain.

Chapter 12 clearly describes various applications of augmented reality 
in multiple domains, including gaming, construction, tourism, and many 
more.

Chapter 13 expresses the importance of virtual reality (VR) in vari-
ous manufacturing industries. VR is a powerful invention and interactive 
technology that significantly impacts our lives. Often known as immersive 
multimedia, VR replicates a physical presence for the audience in both the 
real and virtual worlds.

Chapter 14 explores the exciting world of mixed reality (MR). MR 
combines elements of both virtual and augmented reality to create a truly 
immersive and interactive experience. The chapter discusses the tech-
nologies used in MR, its current applications in multiple industries (e.g., 
entertainment and education), and its potential for future developments in 
fields such as healthcare and manufacturing.

Chapter 15 provides basic information about the technical aspects of 
artificial intelligence (AI), its role and importance in the metaverse, and 
suggested research directions.

Chapter 16 gives basic information about IoT, its relationship and 
importance to the metaverse, and the contribution of IoT in the creation 
of the metaverse. The chapter looks at IoT applications, the advantages and 
challenges of an IoT-based metaverse, and possible research directions.
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2 Metaverse and Immersive Technologies

1.1 Introduction

1.1.1 The Emergence of the Metaverse

The term “metaverse,” which was first used by author Neal Stephenson in 
his science fiction novel Snow Crash, was first published in 1992 [1]. “Meta” 
comes from the Greek for “beyond,” and “verse” means “universal.” The 
novel depicted the metaverse as a virtual counterpart to the real world or a 
dystopian version of the internet. Shared term “metaverse” is also used to 
describe virtual worlds where users can enter as digital avatars and conduct 
business or social interactions with other users. The metaverse is intended 
to be an alternative to the World Wide Web that is more immersive. There 
have been several expansions of the Metaverse. In the late 1970s, text-based 
interactive games like MUD (Multi-User Dungeon) were released, depict-
ing a multiplayer virtual environment with role-playing, interactive nar-
rative, and online conversation. At the time, the term “Metaverse” didn’t 
exist. These games might be considered the forerunners of the Metaverse. 
Commercial virtual worlds like Second Life were created during the post-
millennial era, which marked the start of the second phase. After that, a 
fully virtualized 3D environment was approved, such as OpenSimulator, 
which is normally compatible with Second Life [2].

The metaverse is an ever-present, cooperative online environment where 
users can participate in interactive narratives. It combines several technolo-
gies, including Mixed Reality (MR), Virtual Reality (VR), Extended Reality 
(XR), Augmented Reality (AR), the Internet of Things (IoT), Artificial 
Intelligence (AI), Non-Fungible Tokens (NFTs), and Information and 
Communications Technology (ICT) infrastructure. The Metaverse is cur-
rently being developed by IT firms as the successor to the mobile Internet. 
The Metaverse will eventually surpass the Internet in terms of transform-
ing new service ecosystems in all spheres of human endeavor, including 
healthcare, education, entertainment, e-commerce, and smart industries. 
The excitement surrounding the Metaverse is primarily driven by two fac-
tors. First off, the COVID pandemic has caused a paradigm shift in how 
people currently engage in work, entertainment, and socializing. As more 
individuals get used to doing these physical activities in virtual reality, the 
Metaverse will become necessary. Second, the Metaverse is becoming a 
more real prospect thanks to newly developed technical enablers [3, 32].

1.1.2 Core Attributes of a Metaverse

The basic characteristics of the Metaverse include:
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Synchronous and live: The Metaverse will be a living experience for every-
one, just like “real life,” with pre-scheduled and self-contained events.
Persistent: It simply keeps going without ever pausing, restarting, or 
stopping.
Available individually and concurrently: Everyone can join the Metaverse 
and participate in an event, venue, or activity with their agency. In a 
well-functioning economy, people and corporations should be able to cre-
ate, own, invest in, sell, and be reimbursed for many acts that create value. 
These actions include creating, selling, and being remunerated for goods 
and services.
An experience: All aspects of the user’s environment, including online and 
offline spaces, closed and open systems, and public and private networks, 
should be considered [33, 71].
A wide range of contributors: There should be a wide variety of content and 
activities, with many different people (some of whom work independently, 
others for for-profit enterprises) involved [4].
Offer unprecedented interoperability: There needs to be seamless shar-
ing of information, digital assets, content, and other elements throughout 
the various platforms; for instance, a car built for Rocket League (or even 
Porsche’s website) may be adapted for use in Roblox. The way things work 
in the digital world of today is comparable to the way a shopping mall 
operates, with each establishment having its own money, ID cards, propri-
etary units of measurement for items such as shoes or calories, and sepa-
rate dress requirements, among other things [5, 72].

1.1.3 Key Features of Metaverse

Infrastructure: Answers to the question “What are the key characteris-
tics of the metaverse?” would emphasize infrastructure. In the context of 
the metaverse, infrastructure refers primarily to the technological infra-
structure supporting the metaverse. In addition to utilizing high-tech 
components such as GPUs, the infrastructure consists of communica-
tion technologies such as Wi-Fi, cloud computing, and 5G. The contin-
ued expansion of the metaverse is one of its defining features. Therefore, 
the metaverse architecture must offer ultra-low latency, tremendously 
fast speeds, and expanded capacity [34, 35]. A robust infrastructure 
serves as the basis for smooth, value-based experiences for all metaverse 
users. Recent endeavors make the emphasis on infrastructure as a crucial 
entrance among metaverse elements abundantly clear. The ICT Ministry 
of South Korea laid the groundwork for an alliance between seventeen 
distinct enterprises and eight distinct industry organizations. To promote 
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the growth of the metaverse ecosystem, the industry alliance offers crucial 
opportunities for enhancing the metaverse’s infrastructure [6, 73].
Human Interface Technologies: When discussing infrastructure as one 
of the primary metaverse characteristics, it is natural to resort to human 
interface technologies. For joining the metaverse, users can utilize technol-
ogy such as VR headsets, haptics, AR glasses, and many more. The human 
interface technologies aid in transferring users to the metaverse’s endless 
immersive places. However, advances are being made to human interface 
technology for the metaverse. Smartphones, laptops, tablets, and personal 
computers can also function as metaverse access points when equipped 
with the necessary features [7, 74].
Digital Avatars: Avatars are a key feature among the significant charac-
teristics of the metaverse. Digital avatars are one of the core components 
of the metaverse’s design. Users can develop digital avatars for unconven-
tionally expressing their thoughts and feelings in the metaverse. You can 
use the metaverse features to create personalized digital avatars, allowing 
you to create a digital version of your favorite superhero. Intriguingly, 
the ability to create and modify digital avatars in the metaverse also pro-
vides new opportunities for gamification. Consequently, digital avatars 
build the foundation for an engaging and immersive experience within 
the metaverse. Imagine 4.66 billion internet users creating digital avatars, 
exploring the metaverse, exchanging knowledge, and engaging with other 
avatars. Isn’t this a truly revolutionary experience?
Decentralization: Decentralization would be the second most prom-
inent response to the question, “What are the key characteristics of the 

Persistent

Synchronous and live

Experience

Available individually and concurrently

Wide range of contributors

Offer unprecedented interoperability

Figure 1.1 Core attributes of a metaverse.
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metaverse?” The metaverse is envisioned as an open, shared reality in 
which users can travel fluidly between platforms. Users of the Metaverse 
might generate their own virtual experiences and assets with monetary 
worth and sell them without the need for centralized authorities [37]. This 
is where decentralization, a prominent aspect of the metaverse, would be 
found. Some of the most important technologies promoting the democ-
ratization of the metaverse are blockchain, edge computing, and AI [8]. 
Users can obtain complete control and ownership over their assets and 
experiences in the metaverse through decentralization. Consequently, the 
decentralized character of the metaverse plays a significant role in deciding 
the freedom of users. Therefore, the decentralization aspect differentiates 
the metaverse from the current Internet [36].
Experiences: The metaverse is essentially an open, featureless virtual 
environment devoid of experiences. The most significant highlight of the 
metaverse’s essential aspects is that the experiences facilitate the transfer 
of multiple physical events under a virtual roof. Most importantly, the 
metaverse promises to link together all physical and digital experiences. 
For instance, students and professionals could remotely collaborate in 
shared learning and working areas. In the metaverse, it is possible to create 
more interactive user experiences by combining disparate events under a 
single context. Teachers can take kids on a field trip without actually trav-
eling to the location [9].
Security: There is no reason to forsake metaverse security precautions, 
though. One of the most significant difficulties that organizations all around 
the world face today is ensuring their networks are secure. Therefore, secu-
rity problems also offer negative issues for the metaverse. To address such 
problems, the metaverse provides ecosystem-wide ethical and privacy 
rules as security measures. Although the metaverse is still under devel-
opment, the importance of security as one of its defining characteristics 
cannot be emphasized. The metaverse requires improved user protection 
measures and user IDs. It is reasonable to emphasize the relevance of eth-
ical behavior given the number of companies working on the creation of 
the metaverse [10].
Persistence: You would also remark on another notable element of the 
metaverse in the form of persistence. A popular misconception about the 
metaverse is that it is a virtual reality universe. You must don your VR 
headsets to access the metaverse’s virtual universe. However, what happens 
when the headset is removed? Does the universe within the metaverse 
end there? No. The metaverse continues to function even when you are 
unplugged. Imagine playing an online multiplayer game in which the other 
players continue to play even when you are not present. VR experiences are 
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exclusive to the company or brand that offers the experience. In contrast, 
the metaverse is an infinite, open realm that never sleeps, exactly like the 
physical universe. Therefore, persistence stands out as one of the most sig-
nificant features of the metaverse, as it is always accessible [11].
Production Economy: In terms of value, the creator economy has pre-
cedence over all other aspects of the metaverse. How will the metaverse 
provide users with value? Games, in general, are certainly entertaining to 
try out for a while. However, this does not justify the purchase of pricey 
devices to engage in the metaverse.
What About Work and Education? 
You could still access Zoom meetings on your mobile device and interact 
in virtual workplaces using your laptops and desktop computers. The cre-
ator economy provides metaverse users with access to design tools for the 
creation of digital products and experiences that they may own and trade 
on markets. Therefore, the creator economy is one of the most noticeable 
metaverse characteristics demonstrating its future significance [12, 38, 39]. 
Figure 1.1 shows the core attributes of a metaverse.

1.1.4 Layers of Metaverse

Jon Radoff is an entrepreneur, author, and game designer who has written 
extensively about “Building the Metaverse.” The seven layers of his concep-
tual framework explain the metaverse market’s value chain. Infrastructure 
is the foundation layer, so without a suitable framework, subsequent 
advancements are not possible [12]. As a result, technical operations are 

Infrastructure

Human Interface

Decentralization

Spatial Computing

Creator Economy

Exploration

Experience

Figure 1.2 Seven layers of metaverse.
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situated smack dab in the middle of the metaverse’s various layers. Figure 
1.2 explain the seven layer of the Metaverse. The stages involved in the 
framework are gaining experience, making discoveries, establishing a cre-
ator economy, conducting spatial computing, decentralizing power, and 
interacting with humans.

Layer 1: Experience
The majority of firms and individuals are now focusing on this layer. In 
digitally-driven environments, users interact with content such as gam-
ing, retail, NFTs, e-sports, and theatre. The metaverse is not only a three- 
dimensional depiction of reality. It will be the pinnacle of the virtualization 
of physical space, goods, and distance. When physical space dematerializes, 
the limitations that are imposed physically will be lifted. As a result, the 
metaverse will provide everyone with an abundance of experiences they 
cannot currently enjoy. Multiple Interactive Live Events (MILEs) hosted on 
platforms such as Decentraland and Roblox exemplify how the metaverse 
will make these events available to anyone. Live entertainment-inspired 
events, such as music concerts and immersive theatre, which have already 
been featured in Fortnite, Roblox, and Rec Room will become more 
prevalent in video games. Social entertainment will supplement e-sports 
and internet groups. According to Jon Radoff, customers are increas-
ingly becoming content providers [12]. Not only in the obsolete sense of 
“user-generated content,” but also as events and social interactions.”

Layer 2: Exploration
The discovery layer is concerned with the pulls and pushes that expose new 
experiences to humans. “Pull” refers to an incoming system in which users 
actively seek information and experiences, whereas “push” is more out-
going and consists of procedures that alert users of upcoming metaverse 
encounters [13, 40]. In truth, the discovery layer is the most profitable for 
businesses. Among the inbound and outbound discovery methods are:

Inbound: Marketing strategies include user-generated content, search 
engines, real-time presence, app stores, and earned media.

Outbound: social media, paid media, and earned media.
Outbound: Display advertising, email, and social media, as well as 

notifications
Community: Generated content is a significantly more cost-effective 

method of discovering new things than traditional marketing. As content 
becomes easier to exchange, barter, and share across an increasing number 
of metaverse contexts, it becomes a marketing asset. Content markets will 
replace application marketplaces as a discovery mechanism.
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Real-time presence is a crucial facilitator of incoming discovery. The 
discovery of metaverse experiences will not rely solely on content, but also 
on knowledge of what other metaverse enthusiasts are doing right now. In 
the end, interpersonal interactions through shared experiences are what 
the metaverse is all about. When a person joins Steam, Battle.net, Spotify, 
Xbox, or PlayStation, they may be able to view the games their friends are 
playing. These gaming systems have skillfully utilized real-time presence to 
boost in-game engagement [41].

The metaverse can digitize social institutions and develop a decentral-
ized identity ecosystem, moving authority from a few monolithic entities 
to social groupings to facilitate the frictionless flow of knowledge and expe-
riences. Display advertising, alerts, emails, and social media are the most 
effective outbound channels for discovery. Metaverse experiences can also 
be discovered as a result of metaverse developers distributing relevant con-
tent to the public through outbound channels.

Layer 3: Creator Economy
“Creators receive access to tools, templates, and content marketplaces 
that reorient development from a bottom-up, code-centric approach to a 
top-down, creatively-centered one,” says Jon Radoff. The creator economy 
includes design tools, software, and workflow platforms used to create 
metaverse experiences [14, 42, 43]. Content creators will shape this atmo-
sphere. They have had great success on social media and will continue to 
be a prominent metaverse development engine. They will create metaverse 
venues for audiences to interact, socialize, and engage. Creators can offer 
commercial products, NFTs, and IRL products and showcase and sell NFT 
collections to make money in the metaverse [15]. Throughout history, 
creator economies have developed in predictable ways, whether in the 
metaverse or games, the establishment of websites, or even e-commerce

 ¾ Pioneer Era: Because the first people to build experiences 
for a particular technology lacked the appropriate tools, 
they were forced to create each experience from scratch. The 
earliest websites were written in HTML, while users created 
shopping carts for online stores and game developers wrote 
code directly to the graphic hardware [16].

 ¾  Engineering Era: The initial market tools are meant to help 
overworked engineers save time by supplying SDKs and mid-
dleware. In games, the introduction of graphics frameworks 
such as OpenGL and DirectX enables developers to create 
3D visuals without using low-level programming. Ruby on 
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Rails has facilitated the creation of data-driven websites by 
developers. In the current period, the number of creative 
individuals is expanding at an alarming rate. Creators are 
provided with tools, templates, and content marketplaces 
that transform development from a code- centric, bottom-up 
process to an aesthetically-driven, top-down one. Using 
game engines such as Unity and Unreal, it is possible to cre-
ate 3D visuals without having to rely on the fundamental 
rendering of their studios’ visual interfaces [15].

 ¾  Creator Era: The experiences that content creators have 
within the metaverse are now primarily focused on central-
ized platforms such as Roblox, Rec Room, and Manticore. 
An unprecedented number of people have been given the 
ability to create user experiences as a result of these plat-
forms’ complete sets of integrated tools and discovery, social 
network, and monetization functions [44].

Layer 4: Spatial Computing
Combining the real and the virtual, spatial computing blurs the boundar-
ies between the actual and ideal worlds. Spatial computing has evolved into 
a large category of technology that enables the exploration and modifica-
tion of 3D locations and the addition of extra data and experiences to the 
real environment. The key characteristics of this layer include 3D engines 
such as Unity and Unreal. In addition to mapping and analyzing the inner 
and outside worlds, geospatial mapping with Cesium, Descartes Labs, and 
Niantic Planet-Scale AR also aids in mapping the inner world. Integration 
of device data (Internet of Things) and human biometrics is already preva-
lent in the health and fitness industries. Incorporating speech and gesture 
recognition into spatial computing software is the final step [17, 45].

Level 5: Decentralization
In a perfect scenario, the metaverse would be decentralized, open, and 
 diffuse - administered by a single entity and belonging to no one and every-
one simultaneously. Choices are maximized when systems are interoperable 
and developed in a competitive market, which increases experimentation 
and development. Moreover, creators have ownership over their data and 
products. Decentralization encompasses the blockchain, smart contracts, 
open-source platforms, and, eventually, the possibility of a digital iden-
tity that is fully autonomous. Developers may use online capabilities more 
easily using distributed computing and microservices. The most famous 
decentralized metaverse is Decentraland. It’s a blockchain-based virtual 
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world administered by a Decentralized Autonomous Organization whose 
laws may be changed by voting. In the metaverse’s decentralized regions, 
people and businesses are buying land [18, 46–48].

Layer 6: Human Interface
Human interaction is a crucial aspect of the hardware layer of the metaverse. 
Moreover, biosensors and neurological links between brains and comput-
ers are currently being evaluated. However, neural networks and haptic 
technologies are also included. This layer also contains haptics, which 
enable the transmission of information via touch even when no physical 
items are present. Using haptics, it is possible to control electronic devices 
in mid-air without touching buttons or a display [18, 46–48].

Layer 7: Infrastructure
The seventh layer ‘infrastructure’ consists of the technology that makes 
the preceding items possible. 5G and 6G networks, Wi-Fi, cloud architec-
ture, AI, AR/VR/MR, blockchain, and graphics processing units enable the 
metaverse (GPUs). 5G networks will exponentially increase capacity while 
simultaneously reducing competition and latency.

1.1.5 Look into the Metaverse Technologies

The metaverse world is made up of seven main technologies.

Technology 1: VR, AR, and XR
Virtual Reality (VR): VR is by far the most well-known and used of 
Metaverse Technologies. This is an experience that makes you feel like 
you’re in the real world. This technology is used in the real world for 
things like online games, social media, education, and job training, among 
other things. The Metaverse has the potential to upend several businesses 
by making available VR-based technologies that can whisk people away 
from their living rooms and into an alternative virtual world. Facebook 
Horizons lets users meet new people from around the world, participate 
in exciting activities, and construct their virtual worlds. It’s a global gath-
ering area where individuals may collaborate in real-time. The finest VR 
headsets are Oculus Quest, HTC Vive, Cosmos, Sony, Playstation VR, and 
Valve Index [19].
Augmented Reality (AR): The real world is made clearer to us through the 
use of a technology known as AR, which superimposes information gen-
erated by a computer on top of what we see. These days, augmented reality 
apps for smartphones rely heavily on the user holding the device in front 
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of them. The software can show contextual information or provide real-
world gaming and social activities by processing the camera image in real-
time. Smartphone AR has progressed greatly in the previous decade, but 
its applications are still limited. Wearable smart glasses are becoming an 
increasingly important tool for giving an AR experience that is more com-
prehensive. These devices need to have a form factor that is light enough 
to be worn for long periods, as well as a processor that uses a very minimal 
amount of power. Additionally, they need to have several sensors, includ-
ing ones for depth perception and tracking [19, 49].
Extended Reality (XR): The term “XR” refers to the metaverse in which 
AR, VR, and MR exist. Popular Extended Reality Metaverse games on 
TVs include Fortnite, Roblox, and ZEPETO. In addition to its use in video 
games, extended reality has many other applications. Evidence-based 
examples of educational materials that take advantage of augmented and 
virtual reality simulations and tools with Artificial Intelligence, location 
services, and language translation capabilities have been developed. For 
example, the United States Army has been using a VR dome for years to 
teach soldiers. 120,000 HoloLens augmented reality devices were pur-
chased by the military for use in both training and battle [20].

Technology 2: AI and ML
Artificial Intelligence (AI): AI may help create Metaverse elements includ-
ing characters, landscapes, buildings, character routines, and more. Unreal 
Engine may soon have sophisticated AI. AI could automate software devel-
opment, allowing users to generate more complex Metaverse items with 
less effort. On the blockchain, smart contracts may also be created, audited, 
and protected with the assistance of AI. Without artificial intelligence, it 
will be difficult to develop a Metaverse experience that is appealing, lifelike, 
and scalable. To lessen the risks of artificial intelligence while maintaining 
its potential, businesses like Meta collaborate with think tanks and ethics 
organizations.

Metaverse Uses AI in Various Forms
Avatars: The concept of an avatar is one of the most intriguing and hotly 
debated topics in the Metaverse. Artificial intelligence can analyze 2D user 
images or 3D scans to build Avatars that are very accurate and lifelike. 
Artificial intelligence is already being used by some companies, such as 
Ready Player One, to help in the creation of Avatars for the Metaverse.

Digital Human: In the Metaverse, digital humans are three-dimensional 
chatbots that respond to users in virtual reality. It’s made of AI technology 
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and is fundamental to the Metaverse’s architecture. NPCs are non-playing 
characters in virtual reality and games. NPCs are scripted, unlike user- 
controlled characters [21].

Language Processing: Individuals will have unrestricted access to the 
Metaverse once artificial intelligence is implemented and put to use for 
this purpose. An artificial intelligence system can understand human lan-
guages such as English and translate them into a format that a machine can 
read. Following the completion of an analysis, the output, also known as 
the answer, is translated back into English and delivered to the user.

Technology 3: Blockchain
The Metaverse, which is built on the blockchain, allows users to visit any 
virtual area without going through any kind of centralized server. The 
six metaverse categories of digital ownership, collectibility, value trans-
fer, governance, accessibility, and interoperability are where blockchain 
shines. The metaverse is a good fit for blockchain technology since it is 
open and affordable. Blockchain technology in the Metaverse may be 
applied to in-game real estate, virtual currency, non-fungible tokens 
(NFTs), self-identity authentication, and virtual currency [50–53]. A dig-
ital economy can flourish thanks to the existence of virtual currencies in 
the metaverse. Assets in blockchain games are often validated cryptocur-
rencies, like NFTs or crypto tokens, and are held on the chain in a decen-
tralized way due to the games’ decentralized and Web3-oriented nature. 
Each participant independently controls and owns their copy of the game. 
In the gaming Metaverse, MetaBlaze stands out as a GameFi x Defi util-
ity coin with broad applicability across the entire web3 ecosystem. Players 
may build and immerse themselves in a high-level, 3D, play-to-earn RPG 
with unique content, stunning visuals, and incredibly thrilling gameplay, 
all within the first Blockchain-gaming Metaverse to offer players perma-
nent rewards [22, 54–56].

Technology 4: IoT
Metaverse IoT apps collect and share data. IoT can connect a huge number 
of real-world devices to 3D. Metaverse simulations are real-time. AI and 
machine learning may help IoT manage data and improve the Metaverse. 
Metaverse will analyze and interact with the real world using IoT. Metaverse 
will customize IoT user experiences in 3D. Metaverse and the Internet of 
Things will enable data-driven decisions with minimal mental effort and 
training.
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Technology 5: Brain-Computer Interfaces (BCI)
Technological advancements in the field of brain-machine interfaces In the 
Metaverse, technology can take the reins from the human brain, allowing 
for the control of avatars, a wide variety of digital products, and digital 
transactions. Markets for video games and employee efficiency are seen as 
early adopters of this technology. In the early stages of the Metaverse, this 
technology will not be crucial. However, early adopters may start employ-
ing brain-computer interfaces by the mid-2030s to link up with the neocor-
tex. The human brain’s neocortex is where advanced thought is processed. 
A brain-computer interface device, like the one used in the virtual reality 
game Awakening by Neurable, uses an electrode-laden helmet connected 
to an HTC Vive head-mounted display to track brain activity. The software 
examines game data to identify the proper course of action. The most well-
known businesses are Neurolink and Nextmind [23, 57].

Technology 6: Three-Dimensional Reconstruction
Users will be able to virtually tour new constructions from anywhere in 
the world using 3D models reconstructed in the metaverse. The major 
problems of the metaverse are solved by this method, which employs 3D 
reconstruction to build realistic and natural-looking landscapes in a digital 
environment that mimics the real world as nearly as possible.

By using high-resolution 3D cameras, internet users can digitize their 
environments in stunning realism. To create a virtual replica for metaverse 
viewing, the 3D spatial data and 4K HD photos are sent to computers 
where they are processed. Some people also use the term “digital twin” to 
refer to these simulations of physical objects [24].

Technology 7 – 5G
Metaverse is the future of real-time communication. The Metaverse 
requires high bandwidth, latency, and internet connections to join a vast 
virtual environment with realistic graphics and polygon counts. With 5G’s 
extremely high millimeter-wave frequencies, users can have immersive, 
real-time dialogues with artificially intelligent characters in virtual real-
ity (VR) and augmented reality (AR). Roaming features improved render 
LOD, user-friendly API integration and Developer Platforms would all 
contribute to a wider audience.

1.1.6 Six Characteristics of the Metaverse

Realistic immersive experience: It gives sensory, object, and environment 
realism and has fueled Metaverse interest.
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A complete world structure: The Metaverse will be an exact duplicate of 
the physical universe, mimicking all ten of its constituents.

UGC (User-Generated Content): Residents of the Metaverse generate 
material and apps in their virtual worlds using UGC, a new creative arena.

Huge economic value: Metaverse platform architects will use technol-
ogy to create scarcity and tamper-proof data. The Metaverse’s lower scar-
city allows it to outperform the actual world economically.

Reforms: As a parallel universe, the Metaverse must reduce “central 
privilege” in the real world.

Significant uncertainty: Governance structure is the central question in 
the Metaverse, more specifically, who will lead its future governance sys-
tem. All designers of the Metaverse will have to determine who has the last 
word in the virtual world and who owns its economic benefits [3].

1.1.7 Accessing the Metaverse

If we accept that the Metaverse is an inevitable extension of our highly 
linked world and the subsequent iteration of the World Wide Web, then 
the crucial question will be how to access the Metaverse. Unknowingly, 
you may be a part of the in-development version of the Metaverse. For 
instance, if you are a Web3 user, have a crypto wallet, or have purchased 
an NFT, you are already a part of the Metaverse [7]. Currently, there is 
no unified Metaverse; rather, platforms like The Sandbox, Decentraland, 
and Axie Infinity are experimenting with independent Metaverse-based 
initiatives. The bulk of extant Metaverse projects operate on Ethereum 
and employ their coins. Axie Infinity’s native governance token is AXS. 
Sandbox utilizes SAND, whereas Decentraland uses MANA. Although 
different Metaverse platforms may require different processes to enter, all 
platforms share three fundamental requirements: creating an account, a 
digital wallet, and an avatar. Currently, the most popular Metaverse wallets 
are MetaMask, Coinbase, Enjin Wallet, and Math Wallet [5].

1.1.8 What Can We Do in the Metaverse?

As stated previously, a complete and unified Metaverse is limitless and pro-
vides its members with a vast array of unique experiences and opportuni-
ties. Even though the current version of the Metaverse is not yet complete, 
it already provides users with unique virtual activities.

Virtual land: In platforms such as The Sandbox and Decentraland, for 
instance, you can purchase virtual land that you can resell or use to create 
digital structures. Virtual land can also be utilized for a variety of social, 
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commercial, and entertainment activities, including meetings, gallery 
exhibitions, and more.

Gaming: Additionally, the virtual space actively pursues gaming poten-
tial. Others, such as Illuvium, are also pulling players to the Metaverse, 
even though we’ve already mentioned some of the leading names.

Social interactions: Social interactions, events, and even corporate 
activities are additional virtual activities that people may pursue in the 
Metaverse. A corporation seeking to attract new talent, for instance, can set 
up a virtual booth in the Metaverse to learn more about applicants regard-
less of their location.

Earning possibilities: There are also significant prospects associated 
with asset trading and other economic activities that could help you make 
a side income or – one day – a reliable income.

The future to come: Even if the first steps have been taken, a fully func-
tional virtual universe is still a distant goal. As we continue to evolve and 
include sophisticated technologies such as VR and AR to reach a higher 
level of complexity and broader digitization of the world, we will likely 
be able to create worlds that are superior to those shown in science fic-
tion films. It is impossible to predict when a true Metaverse will arise and 
whether it will have the interconnection that matches our expectations, 
but we may appreciate the experiences offered by metaverse-like and 
 blockchain-based projects currently in development [9].

1.1.9 Applications of Metaverse

The Metaverse is a publicly accessible virtual shared space. It is an umbrella 
term for the whole virtual and digital universe. To provide an immersive 
experience for end-users, several projects are currently developing digital 
twins of the physical world we live in and accessing this digital world via 
the network. This will allow users to meet, interact, and conduct business 
in a virtual environment, or a metaverse. This is because Metaverse appli-
cations continue to cover a broad range of use cases.

Healthcare: When you ask, “What are the uses of metaverse?” one of 
the first things you might hear is that it can be used in the healthcare field. 
The use of augmented reality is the most prominent illustration of how the 
metaverse can be applied in the medical field. Augmented reality (AR) has 
become an indispensable tool for enhancing medical students’ abilities and 
knowledge. Surgeons use surgical assistive tools like Microsoft Hololens to 
perform various surgeries [58–60].

Military: Applications of augmented and virtual reality in military set-
tings have also made significant strides in recent years. Tactical Augmented 
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Reality, also known as TAR, is a technology that gives the impression of 
being very similar to night-vision goggles (NVG), but it has a great deal 
more functionality. It can show exactly where a soldier is, as well as where 
friendly and enemy forces are. You can use the system day or night because 
it attaches to your helmet the same way your goggles do [15, 61].

Real estate: The field of real estate would appear to be the next most 
promising entry on the list of potential applications for the metaverse. 
Virtual reality is a significant technology for driving metaverse experi-
ences. It can provide clients with experiences that are realistic and immer-
sive, which is a strength that can work in favor of the applications of the 
metaverse in real estate. The power of virtual reality (VR), for instance, can 
be leveraged by real estate agents so that buyers can experience immersive 
virtual tours of properties [13, 62].

Applications for teaching: The amazing thing about virtual reality is that 
it opens the door to new worlds and experiences for us to have. When you 
put on a virtual reality headset, you get to experience accurate depictions 
that can change your life for the better. The effectiveness of conventional 
teaching methods in drawing attention to key concepts through the use 
of visuals will never reach the level that can be achieved by more modern 
approaches. Most students, regardless of age, would rather watch a video 
than read the material. The incredible things that can be “experienced” 
through VR technology are fascinating because they could never be “expe-
rienced” in real life. Students will be more invested in their education when 
they have access to this technology.

Manufacturing: Virtual reality applications, which are rapidly becom-
ing one of the most promising areas of metaverse research, have the poten-
tial to improve workplace safety by increasing employee engagement with 
and knowledge of risk. Because of this, metaverse applications can make 
a significant impact in lowering accident rates. The most widely used 
metaverse applications in production could help improve product quality 
over time [11, 63].

1.2 Related Works and Contributions

Due to the popularity of the Metaverse, several polls on related topics have 
lately been conducted. [16] Is it one of the earliest attempts to provide a 
map of the Metaverse? In [16], the writers discuss the Metaverse’s benefit 
to society. The architecture of the Metaverse is then described, along with 
some examples of recent developments in the field. According to Dionisio 
et al. [25], there are four qualities of successful 3D virtual worlds (or 
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metaverse): ubiquity, realism, scalability, and interoperability. Highlight 
the continual development of the underlying technology for virtual worlds. 
Eight essential technologies that make up the metaverse are reviewed and 
examined by Lee et al. [28] together with the prospects it presents from six 
user-centric aspects. Huynh-The et al. [29]’s investigation on the basis and 
growth of the metaverse uses AI methods. Yang et al. [27]’s investigation 
looks into the possibilities of blockchain and AI technologies for the cre-
ation of a future metaverse. In terms of national policies, industrial proj-
ects, infrastructures, supporting technologies, VR, and social metaverse, 
Ning et al. [26] give a survey of the development state of the metaverse. 
Park et al. [30] evaluate the user interaction, implementation, and repre-
sentative applications in the metaverse and describe three components of 
the metaverse (i.e., hardware, software, and content). An extensive study of 
the edge-enabled metaverse from the perspectives of communication, net-
working, computation, and blockchain is presented by Xu et al. in [31]. The 
analysis of [7] delves more deeply into the Metaverse’s technological foun-
dations. The concepts of blockchain, the Internet of Things (IoT), robotics, 
UI design, and extended reality (XR) are all introduced. Other Metaverse 
surveys cover more niche topics. In [10], AI is used to create intelligent 
chatbots and AR/VR gadgets that accurately scan and understand the user 
environment. The study analyses how blockchain and AI convergence can 
speed Metaverse service delivery. AI can train Metaverse characters, and 
blockchain can enable commerce. The report discusses Metaverse industry 
applications and achievements and predicts future industrial possibilities.

These studies do not address Metaverse implementation challenges at 
mobile edge networks from resource allocation [8], communication, net-
working, or computing perspectives. Understand the Metaverse’s enabling 
technologies before examining how these technologies can be employed 
on mobile edge networks. While analyses AR/VR applications that can 
improve a user’s immersion in the Metaverse, an equally important con-
cern is how to overcome communication and networking constraints to 
reach potentially millions of edge devices while meeting rigorous latency 
and data rate requirements. AR/VR surveys focus on 5G mobile edge net-
works and processing and offloading architectures. These polls don’t focus 
on the Metaverse specifically, thus they don’t address some of the major 
issues we raised in our survey. For instance, the Metaverse will have many 
people simultaneously accessing and engaging with the virtual worlds 
through AR/VR. Additionally, since these users will be interacting with 
one another, the round-trip communication latency will be severely con-
strained. In this review, we will cover significant issues such as the diffi-
culties of interoperability, heterogeneity, and large simultaneous stochastic 
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network needs. Additionally, the supply of AR/VR services is the main 
focus of [30, 76]. Our survey, in contrast, takes a comprehensive approach 
to the implementation of various Metaverse enablers at the edge, such as 
blockchain and AI model training. As a result, our strategy generates more 
debate and presents new difficulties than the supply of AR/VR services as 
it is now practiced.

The polls also neglect the role of blockchain in controlling edge com-
munication and networking resources. The Metaverse cannot become the 
“successor to the mobile Internet” without solving these key implemen-
tation issues and providing solutions “beyond the concept’s validation 
[22].” This inspires us to publish a survey that examines difficulties faced 
by mobile edge networks in terms of communication and networking, 
computation, and blockchain. Our study offers crucial insights and practi-
cal advice for the readers to better understand how these implementation 
concerns could be overcome to realize an immersive, scalable, and omni-
present Metaverse through exploring plausible solutions for the challenges.

1.3 The Metaverse Architecture, Developments,  
and Tools

We outline the architecture, use cases, and development resources for the 
Metaverse in this section.

1.3.1 Architecture and Definition

Incorporating user avatars with open, interactive, and interoperable virtual 
ecosystems, the Metaverse is an embodied version of the Internet. In the 
sections that follow, we define each major term in this definition.

 ¾ Embodied: In the Metaverse, where users can “physically” 
interact with virtual environments, the distinction between 
the two is blurred. Use a physical experience, such as 3D 
visual, aural, kinesthetic, or haptic input, to engage with 
virtual environments. The Metaverse can use AR to extend 
virtual worlds into the physical realm [23, 64].

 ¾ Seamless/interoperable: Just like in the real world, users’ 
avatars from one virtual world should have their value when 
seamlessly transferred to another, even if the two virtual 
worlds were made by various entities. The Metaverse is not 
“owned” by any one organization, to put it another way.
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 ¾ Immersive: The Metaverse can be “experienced” “beyond 
2D interactions that allow individuals to communicate with 
one another in a way that is similar to that found in the real 
world.

 ¾ Shared: Like in real life, hundreds of users should be able to 
share a server session instead of being split among virtual 
servers. Since users can access the Metaverse and immerse 
themselves at any moment, their lifelike engagement is 
shared globally, rather than simply on a specific server.

 ¾ Ecosystem: The Metaverse’s ecosystem will provide end-to-
end services for digital identities (DIDs), including content 
creation, social entertainment, and in-world value transfer 
regardless of nationality. These physical services will merge 
the real and virtual worlds. Blockchain-enabled Metaverse 
ecosystems are viable due to their closed-loop independent 
economic structure and open operational principles [26, 65].

Physical–Virtual Synchronization
The physical world’s non-exclusive stakeholders each have authority over 
elements that affect the virtual realms. Stakeholder behavior has effects 
in the virtual world that could have an impact on the real world as well. 
Users can enter virtual worlds as avatars using a variety of devices, includ-
ing Head Mounted Displays (HMDs) or augmented reality goggles [4]. In 
online communities. The users can then carry out actions to communicate 
with real or virtual things or with other users.

 ¾ IoT and sensor networks: it’s collect real-world data. The 
conclusions are used to maintain the virtual world physical 
entity Digital Twin (DT) s, among other things. SSPs, which 
send live data to VSPs to develop and administer virtual 
worlds, may own sensor networks.

 ¾ Virtual service providers (VSPs): Virtual service providers 
build and maintain Metaverse worlds (VSPs). Like user- 
generated videos, games, art, and social apps will be added 
to the Metaverse [2]. (e.g., on YouTube). The Metaverse pro-
duces exchanges and consumes UGC.

 ¾ Physical Service Providers (PSPs): PSPs manage the 
Metaverse engine’s physical infrastructure and process 
Metaverse transactions. This includes edge network com-
munication and computer resources and Metaverse product 
delivery logistics.
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Figure 1.3 describes the metaverse architecture, tools, and certain 
important enabling technologies.

Metaverse Engine
Entities and their activities in the real and virtual worlds generate, main-
tain, and improve data that is obtained by the Metaverse engine from 
stakeholder-controlled components.

 ¾ AR/VR: AR/VR lets users view the Metaverse, unlike 
haptics, which lets users feel the Metaverse using haptic 
gloves. This facilitates user interactions like global hand-
shakes and allows Metaverse services like remote surgery. 
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Interoperability standards like VRML regulate the prop-
erties, physics, motion, and rendering of virtual assets and 
enable seamless user movement inside the Metaverse.

 ¾ Tactile Internet: Tactile Internet: Metaverse users can trans-
fer haptic and kinesthetic data with a 1 ms round-trip delay. 
Meta’s haptic glove project5 employs tactile Internet and 
haptic feedback to let real-world users engage with virtual 
things and other avatars like their avatars.

 ¾ Digital twin: Real-time physical world modeling is possible in 
some Metaverse virtual worlds thanks to digital twin technol-
ogy. Modeling and data fusion are used to achieve this [27]. The 
Metaverse becomes more realistic because of DT, which also 
makes new service and social interaction facets possible [6].

 ¾ AI: AI can be used to introduce intelligence into the 
Metaverse to enhance user experiences, such as through 
effective 3D object rendering, cognitive avatars, and AIGC. 
For instance, machine learning (ML) is used in Epic Games’ 
MetaHuman project7 to create lifelike digital characters 
quickly. The produced characters could be used by VSPs to 
fill the Metaverse as talkative virtual assistants.

 ¾ Economy governs: The Metaverse ecosystem’s economy 
controls incentives for content generation, the exchange of 
user-generated content, and the provision of services. VSP can 
pay SSP for data streams to synchronize real and virtual worlds. 
For clients with limited resources, metaverse service providers 
can purchase computing resources from cloud services. The 
economy also drives Metaverse digital assets and DID growth.

The infrastructure layer makes it possible to access the Metaverse from 
the edge.

 ¾ Communication and Networking: AR/VR and haptic traffic 
must adhere to strict rate, reliability, and latency standards to 
avoid breaks in the presence or interruptions that make a user 
aware of the real-world environment [28]. Due to the antic-
ipated enormous expansion in data traffic, ultra-dense net-
works installed in edge networks may be able to relieve the 
limited system capacity. Additionally, the B5G/6G communi-
cation infrastructure will be crucial in enabling post-Shannon 
communication to ease bandwidth restrictions and control 
the skyrocketing increase in communication prices.
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 ¾ Computation: Modern MMO games can support over 
one hundred players concurrently, necessitating high-spec 
GPU requirements. The foundational VRMMO games 
that make up the Metaverse system are still hard to come 
by. VRMMO games demand strong computers and HMDs 
to render immersive virtual worlds and hundreds of player 
interactions. The cloud edge-end computation may enable 
widespread Metaverse access. Edge devices can do local 
computations for low-resource tasks like the physics engine’s 
avatar movement and positioning. Edge servers can perform 
expensive foreground rendering with less graphical fidelity 
but lower latency to improve cloud scalability and end-
to-end latency [5]. Cloud servers can do computationally 
intensive yet delay-tolerant tasks like background render-
ing. Additionally, distributed learning and model pruning 
and compression AI approaches help to lighten the load on 
backbone networks.

 ¾ Blockchain: The DLT that the blockchain offers will be 
essential for developing the Metaverse’s economic ecology 
and for proving ownership of virtual items. Present-day vir-
tual goods struggle to have worth outside of the platforms 
where they are manufactured or sold. Blockchain technology 
will be crucial in lessening reliance on this type of centraliza-
tion. A Non-fungible Token (NFT) verifies a virtual asset’s 
ownership and uniqueness [1]. Decentralized peer-to-peer 
trading protects virtual product value with this method. 
The user data may be managed individually because differ-
ent parties are responsible for creating the numerous virtual 
worlds in the Metaverse. Multiple parties will require access 
to and control over such user data to enable seamless travel 
between virtual worlds. Cross-chain technology is essential 
to enabling secure data interchange since several block-
chains exhibit value separation. The management of edge 
resources has also been a recent accomplishment for block-
chain technology [2].

1.3.2 Present-Day Developments

The Metaverse is still under development, so there is much to do. The 
Metaverse will use physical-virtual synchronization (P2V and V2P) 
to bring the digital experience to life. The Metaverse can also simulate 



Study on Immersive Technologies 23

physicality in virtual worlds. Communication, networking, computational, 
and blockchain infrastructures support its operation. For instance, by cre-
ating AR/VR gadgets that are more costly, affordable, and lightweight and 
conquering the difficulties involved in making them a reality. There are two 
ways to look at how the Metaverse is evolving [30]. How acts in the virtual 
world can impact the real world is the first point of view. The virtual items 
in the Metaverse will be worth actual money. Second, how might virtual 
world actions reflect physical world actions? Digitalization and intelligen-
tization of physical objects are driving this. For remote work, socializing, 
and education, a virtual 3D environment will accurately mirror the real 
world [3, 66, 67].

Companies from the entertainment, financial, healthcare, and educa-
tional sectors can create the Metaverse. In the actual world, theme parks 
are expensive to construct, but in the Metaverse, they can be erected swiftly 
and safely. Disney announced a 2020 Metaverse theme park. The 2021 Q4 
earnings call statement reiterated this vision [4]. This section discusses 
Metaverse’s “early forms” advancements. Two main groups describe these 
advancements.

Hugely Popular Online Role-Playing Games
Video games have long used the Metaverse, according to many. In 

Massively Multiplayer Online Role Playing Games (MMORPG), players 
can enter the game as their avatars. These avatars have roles for gamers, like 
real-world jobs. MMORPGs let many players play in a 3D virtual world. 
Here are some crucial examples:

 ¾ Second Life: One of the earliest attempts to build a fully real-
ized virtual setting in which players might reside. Players 
may nearly do anything they can in the real world in second 
life, from looking for a job to getting married [31]. In addi-
tion, players can alter the surroundings in which they reside. 
The Linden Dollar9, a virtual currency that can be exchanged 
for actual money, underpins the Second Life economy. 
Minecraft: This well-known game offers user access through 
VR headsets like the Oculus Rift and lets users create their 
content using 3D cubes in an infinite virtual universe. Any 
user can view digital replicas of several cities that have been 
created using Minecraft, such as Kansas City and Chicago10.

 ¾ DragonSB: Terra Protocol and Binance Smart Chain 
Platform are used by DragonSB, the first Metaverse 
MMORPG. SB tokens will be accepted as payment from 
participants in both centralized and decentralized markets. 
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Other MMORPGs include Pokemon Go, Animal Crossing: 
New Horizons, Grand Theft Auto Online, Final Fantasy XIV, 
and World of Warcraft.

Metaverse Applications
Uses for the Metaverse Beyond the gaming sector, several organizations, 
including governments and IT firms, have expressed an interest in setting 
up shop in the Metaverse. This encompasses intelligent cities [20], the 
entertainment sector, educational institutions, workplaces, and healthcare.

 ¾ Metaverse Seoul: According to Seoul Vision 2030 [8], 
the Seoul Metropolitan Government intends to publish 
Metaverse Seoul. A virtual city hall, tourist attractions, social 
service facilities, and many other elements can be found 
on this platform. Avatar officials are available for meetings 
with local users for advice and the delivery of government 
services. Wearing VR headsets, foreign users can explore 
faithfully duplicated locales and participate in holiday cele-
brations. The goal of this is to grow the tourism sector.

 ¾ Barbados Metaverse Embassy: By creating a Metaverse 
embassy, the island nation of Barbados is preparing to 
declare digital real estate to be sovereign property [8]. To 
help the country acquire land, build virtual embassies and 
consulates, develop the infrastructure required to provide 
services like “e-visas,” and construct “teleporters” that will 
allow users to move their avatars between worlds, the gov-
ernment works with many Metaverse companies.

 ¾ AltspaceVR: It’s an OS-compatible virtual conference room 
for both live and virtual events. In essence, AltspaceVR users 
are permitted to interact and meet online while using avatars. 
Recently, a safety bubble function was added to help lessen 
the possibility of harassment and inappropriate behavior.

 ¾ Decentraland: based on the Ethereum blockchain [5], 
Decentraland. Users can purchase and sell virtual land in 
this decentralized virtual environment. Users can create 
custom micro-worlds that include virtual aircraft, trees, and 
other elements. Decentraland has everything available in the 
real world, including hotels and transit networks.

 ¾ Xirang: Baidu’s Metaverse app, Xirang, means “land of hope.” 
Smartphones and VR headsets can explore virtual worlds 
with them. User photos can also be used to automatically 
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create avatars. In 2021, Xirang held a three-day virtual AI 
developers’ conference for 100,000 users. This is crucial to 
realizing the shared Metaverse.

 ¾ The Chinese University of Hong Kong, Shenzhen (CUHKSZ): 
The metaverse simulates the campus. Chinese University of 
Hong Kong, Shenzhen is CUHKSZ. Blockchain technology 
gives students access to the Metaverse, a hybrid environment 
where their real-world actions can affect their virtual-world 
actions and vice versa.

 ¾ Telemedicine: A virtual connection between patients and 
medical experts enables them to communicate when they 
are geographically separated [6]. Through virtual reality 
(VR), doctors and their patients can confer over telemedi-
cine. The data can be sent to any doctor, and physical fol-
low-ups, medical scans, and testing can be scheduled and 
done near the patient.

1.3.3 Instruments, Frameworks, and Platforms

This section will discuss several Metaverse-creating platforms, frame-
works, and tools.

 ¾ Unity: A 3D engine and studio layout are completely inte-
grated into Unity. These components make it possible to 
experience Metaverse, virtual reality, and augmented real-
ity. The Unity components shop for Metaverse decentraliza-
tion includes edge computing, AI agents, microservices, and 
blockchain.

 ¾ Unreal Engine: An unreal Engine is a development tool for 
the Metaverse. It features asset marketplaces and design-
ing studios, such as MetaHuman Creator [4]. By using 
MetaHuman Creator, the time needed to create a user ava-
tar may be cut from months to hours while maintaining an 
unmatched level of quality, fidelity, and realism.

 ¾ Roblox: Although many people only know Roblox as a game, 
it has gradually developed into a platform that offers a wide 
range of development tools, including avatar generation11 
and teleportation systems. Roblox provides a design plat-
form, a 3D engine, and a marketplace for assets and code.

 ¾ Nvidia Omniverse: Nvidia, a manufacturer of graphics 
and AI chips, plans to develop the Omniverse Metaverse 
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platform [9]. Omniverse is a real-time reference develop-
ment platform that is scalable, supports multiple GPUs, and 
is used for 3D simulation and design collaboration. Content 
creators may connect and speed current 3D workflows uti-
lizing the Omniverse platform, while developers can swiftly 
create new tools and services by plugging them into the 
platform layer. Nvidia will copy every Omniverse factory to 
reduce waste [75].

 ¾ Meta Avatars: It supports Quest, Rift, and Windows-based 
VR devices for Unity developers. A platform-integrated edi-
tor lets users customize their Meta Avatars, ensuring that 
they are appropriately and consistently displayed in all apps 
that use the SDK. Meta avatars communicate by using hand 
tracking, controller tracking, and audio input.

 ¾ Meta Haptics Prototype: Meta’s haptic glove controls vir-
tual reality and lets users feel objects (VR). Plastic cushions 
inflate and fit the palm, fingertips, and underside of the 
glove. When running the VR software, the system controls 
inflation and applies pressure to specific hand locations. 
Touching an object causes a virtual object to press against 
the user’s flesh. Long finger actuators tighten when a user 
grasps a virtual object, giving them a resistive sensation.

 ¾ Hololens2: This mixed reality headset, which has an inbuilt 
computer and built-in Wi-Fi, is for sale. In comparison to 
its predecessor, it boasts superior sensors, a longer battery 
life, and higher computer capability. Microsoft Mesh can be 
combined with Hololens2 to link users all over the world. 
The user can interact with others, keep eye contact, and see 
the facial expressions of individuals who are farther away.

 ¾ Oculus Quest2: Made by Meta [8], the Oculus Quest2 is a 
head-mounted virtual reality (VR) device that may be used 
with compatible desktop software when connected through 
USB or Wi-Fi.

1.3.4 Lessons Discovered

A solitary technology cannot achieve the Metaverse: According to the 
aforementioned definition, the Metaverse is created by the fusion of many 
engines for its physical synchronization, including AR and VR, the tac-
tile internet, deep learning, artificial intelligence, and blockchain-based 
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economies. The Metaverse, however, cannot be regarded as just one of 
them. The following is a detailed list of the lessons discovered:

 ¾ AR/VR: During the V2P synchronization of the Metaverse, 
AR/VR is just one of the most often used techniques for sub-
merging users in 3D virtual worlds. Users of the Metaverse 
will be able to access 3D virtual and audio content thanks to 
AR and VR. Tactile Internet: Users can access tactile and kin-
esthetic content via tactile Internet, another well-liked tech-
nique for submerging people in three-dimensional virtual 
worlds during V2P synchronization of the Metaverse [15].

 ¾ Digital twin (DT): The Metaverse’s P2V synchronization 
architecture is DT. The Metaverse, based on real-world 
DT, can improve V2P synchronization but not provide an 
immersive experience.

 ¾ AI: The Metaverse, where pervasive AI exists in both the 
real and virtual worlds, is thought to be AI-native. The 
 physical-virtual synchronization can be improved by AI. It 
cannot, however, immediately assist in synchronization.

 ¾ Blockchain-based economy: The decentralized Internet is 
what is meant by the term “blockchain-based economy,” also 
known as “Web 3.0.” After the read-only Web 1.0 and the 
read/write Web 2.0, Web 3.0 is read/write/own. The distinct 
description of Web 1.0, 2.0, and 3.0 is less informative than 
the Metaverse, which is the next significant stage and long-
term vision of the continual digital transformation [22].

Standardized Protocols, Frameworks, and Tools: Each company is cre-
ating its Metaverse by combining various protocols, frameworks, and tools. 
To standardize the Metaverse protocols, structure, and tools, cooperative 
efforts are required. Once standardized, it will be simpler for content pro-
ducers to produce content because it may be shared across a variety of vir-
tual worlds, even if they were created by different companies. Additionally, 
when users are “teleported” between various virtual worlds in the 
Metaverse, the transition can be seamless. The key distinction/advantage 
between the Metaverse and the previously mentioned MMORPG games 
will be the interconnected virtual worlds [18].

The Ecosystem and Economy of the Metaverse: A lot of the illustrations 
in this part rely on and make use of user-generated content (UGC) and 
open-source contributions. For instance, Roblox enables anyone to create 
games, and Meta Avatars helps intuitive game production. As a result, the 
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Metaverse ecosystem will benefit from user contributions from through-
out the world. As a result, user-generated content (UGC) and services can 
be maintained and valued through cryptocurrency-promoted transactions 
without the need for outside partners. The majority of transactions in the 
Metaverse are made using cryptocurrency for safety and security concerns. 
However, the public finds the present payment gateway interface to be dif-
ficult to use. A straightforward user interface may be better supported for 
digital currency transactions and cross-currency payments. Then, we go 
over issues with and remedies for blockchain technology [1].

1.4 Advantages and Disadvantages of Metaverse

1.4.1 Advantages of Metaverse

 ¾ Connecting the world and eliminating physical separation: 
The metaverse eliminates geographical restrictions, its main 
value. Your location is irrelevant in the virtual world. The 
metaverse will provide a level playing field for all parties. 
Discovering and meeting others with similar interests and 
beliefs will make meeting new acquaintances from home 
easier, more real, and more comfortable [2, 68].

 ¾ Immersive experience: The metaverse is a 3D internet. 
A more immersive way to explore the Internet and all 
its features. The metaverse helps you focus on your work. 
Immersive experiences increase personal and professional 
opportunities. Top VR headsets let you exercise, socialize, 
play games, and have virtual business meetings [4].

 ¾ Improved online social connections: Internet communication 
was the only option during the COVID quarantine, notwith-
standing its lack of engagement. In the metaverse, social inter-
actions and events are more immersive, allowing people to 
connect with friends and family. Metaverse meetups, parties, 
and performances are possible. Attending family gatherings 
or functions no longer requires physical proximity [5, 69].

 ¾ Improve social media: The decade’s most prevalent term 
is social media. Twitter and Facebook depend on social 
media. Three-dimensional virtual reality will benefit them. 
The power to build virtual environments in the metaverse 
and social media’s ability to create shared online worlds will 
transform social media.
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 ¾ New business prospects: Like social media, the metaverse 
will create new business opportunities and marketing and 
promotion methods. The metaverse uses virtual stores, 
curated shows, highly interactive interaction, and customer 
care to promote and consume items and services instead of 
watching everything on a smartphone screen. Using haptic 
technology, you can see, grip, and feel it (experience of touch 
through vibration, forces, and motion). This type of engage-
ment improves the user experience for both consumers and 
businesses.

 ¾ Enhancements to online education and learning: Since 
almost 90% of students were unable to finish their studies, 
the COVID-19 pandemic hindered schooling. Zoom-based 
online learning become standard. Metaverse learning will 
be easier than ever. Classroom location no longer matters. 
Global learners will collaborate in a hands-on setting. Visual 
learning helps students understand topics because we con-
trol what they see in the metaverse. Instead of studying his-
tory academically, kids could experience it. Imagine walking 
around Ancient Rome to understand life [6, 70].

 ¾ Positive effect on cryptocurrencies and non-fungible tokens: 
Blockchain technology’s security, trust, transparency, and 
decentralization will make cryptocurrencies and NFTs vital 
to the metaverse. Cryptocurrency is the metaverse’s cur-
rency, but its currencies will change. However, you cannot 
buy digital goods and services with real money, which pro-
tects virtual environments. The metaverse may use NFTs 
more. NFTs prove digital or physical ownership. They allow 
NFT holders to prove ownership and transfer assets between 
the physical and digital worlds. NFTs are important in the 
huge metaverse. NFT metaverse brands will market NFTs as 
deeds to tangible and digital assets [8].

 ¾ Advancements in gaming: VR and AR technology first 
benefit gaming. In 2021, many VR games launched, and 
as technology improves, so do the games. Game develop-
ers are merging their games into the metaverse. Epic is a 
frontrunner in metaverse gaming, investing $1 billion by 
early 2021. Meta (formerly Facebook) also reinvented itself 
as the metaverse’s leader. This is true for Microsoft’s Xbox 
metaverse and Roblox, among others [9].
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 ¾ New possibilities for monetary gain: New technologies will 
always be exploited. People are already finding methods to 
make a life using the metaverse’s resources. Some people 
invest in metaverse pieces of land, hoping their value would 
rise. Others create metaverse assets and structures for a liv-
ing, while others are trained to help build the metaverse 
and its usefulness. Metaverse cryptocurrency trading might 
make early investors rich. Many metaverse players gener-
ate money by playing games that award tokens and non- 
fungible tokens that can be swapped for cash. Renting real 
properties, hosting concerts, and opening art galleries are 
other metaverse-friendly businesses [10].

 ¾ Enhancements to the working conditions: Mark Zuckerberg 
introduced the endless office when he revealed the metaverse, 
promising to make working from home easier and more 
productive. Workplaces have always used cutting-edge tech. 
Metaverse and virtual reality won’t fix it. VR eyewear and 
logging into a three-dimensional virtual office from home is 
a novel and potentially valuable idea.

1.4.2 Disadvantages of Metaverse

Online crime: Cybercrime has plagued the Internet since its beginnings. 
Governments have spent millions of dollars and years fighting it, improv-
ing internet security. The metaverse lacks these cyber security safeguards 
because it’s new. It is vulnerable to fraud, money laundering, child abuse, 
illegal goods, services, and cyberattacks. Another problem is that govern-
ments cannot fight cybercrime in the metaverse due to its decentralization.
Effects detrimental to cultures and societies: Bringing everyone together 
and blending cultures into one loses the world’s exquisite cultural diversity. 
People who spend most of their time in the metaverse won’t feel connected 
to their civilization or love their local culture. This may result in the demise 
of many ancient customs and the formation of a bland, unified culture [11].
Gaming and addiction problems: Because you’re entirely immersed in 
the metaverse, some think it’s more addictive. You can stay in your VR 
setup save for eating and sleeping. Experts say exposing under-18s to the 
metaverse and letting them spend too much time there will harm their 
development. Living in a virtual world may make it hard to tell reality from 
fiction. Offering teenagers and adults enough metaverse time while pre-
venting addiction will be difficult [12].
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Without physical contact: Many people worry about the metaverse’s ease 
of time loss. Your senses are linked to the virtual world because they are 
inhibited. Long-term metaverse exposure can make people lose touch 
with reality and refuse to acknowledge a physical universe. The average 
American spends 5.4 hours a day staring at a screen.
Privacy and safety concerns: Many users are unaware that their data is col-
lected and sold to advertisers. Meta’s leadership of the emerging metaverse 
exacerbates these concerns. Despite their name change, their user privacy 
issues remain.
Mental health issues: Beyond social connection, entertainment, and 
finances, the metaverse poses a serious mental health risk. Virtual reality 
can help schizophrenia patients in controlled conditions, but the metaverse 
is neither regulated nor built to help them. Psychological research has 
indicated that immersing oneself in this digital realm and isolating one-
self from reality might lead to psychotic-like symptoms. The metaverse can 
impair self-esteem and create depression.
Virtual harassment: Strangers online are often cruel and intolerant of 
others. The Internet, including social media and video games, is full of 
malicious behavior. They persist despite repeated efforts to stop them. 
These bad actors would benefit from integrating the Internet into a 3D 
environment and immersing individuals in the metaverse. Because vic-
tims can’t look away from the computer, they’re more exposed to attack. 
Unfortunately, the metaverse’s bad aspects—bullying, harassment, and 
personal assaults—cannot be prevented.
Insufficient moderation: Moderation is difficult. Monitoring that many 
concurrent users are difficult. Moderation is very impossible, and pun-
ishment cannot prevent toxicity. Meta’s poor management of undesirable 
behaviors on “Facebook” suggests there is no way to fix this. The metaverse 
may be toxic and disastrous [16].
Connection and hardware issues: To make the metaverse as frictionless as 
possible, it will need a fast and reliable internet connection. Fiber, 5G, and 
even next-generation wireless networks are needed. It also disadvantages 
individuals who cannot access the metaverse’s technology and digital tools. 
It will not benefit the poor.
Acquisition: Social media was created for people like us to produce and 
share content. Before mega corporations took over. Professionally pro-
duced and edited videos replaced handmade, honest films. This is per-
haps the best example of companies taking over YouTube from individual 
producers. Instead of individuals interacting, huge companies may take 
control and use the metaverse as their marketing ground, using metaverse 
features for their own malicious goals.
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1.5 The Metaverse Challenges and Countermeasures

Hardware: Virtual reality, augmented reality, and mixed reality technol-
ogies and devices are extremely important to the metaverse. Metaverse 
cannot be widely adopted because most of these are heavy, expensive, 
and inconvenient. Providing easy access to the appropriate hardware and 
developing high-quality, high-performance models with retina display and 
pixel density for a believable virtual immersion experience is difficult [18].
Identity: Have you ever questioned whether your online friend on social 
media is also as interesting in real life? As you’ll access the metaverse 
through avatars, the same may happen. Another difficulty lies in establish-
ing your identity, as it is simple for bots to imitate your mannerisms, data, 
personality, and the entirety of your identity. Authentication will require 
various verification methods, including facial scans, retinal scans, and 
voice recognition.
Addiction and Mental Health: Ready Player One shows how the metaverse 
affects mental health. Addiction to the virtual world may bring sadness, 
anxiety, obesity, and heart disease due to a sedentary lifestyle.
Privacy and Data Security: We often hear about a data breach at a multi-
national corporation. Metaverse will store additional information besides 
your email addresses and passwords. It will also store your behavior. With 
a massive data mine, the technology must ensure the confidentiality and 
security of every user’s information and personal data. This will necessitate 
new security measures.
Currency and Digital Payments: The Metaverse won’t just be for games. It will 
be another global marketplace. With so many currencies and cryptocurren-
cies, quick and easy exchanges are needed. Secure transactions too [19].
Law and Jurisdiction: With virtual crimes already prevalent in social 
media, the metaverse will also have its share of lawbreakers. Insufficient 
are rules and regulations that block an account. There must be proper leg-
islation. However, the metaverse will not exist in a physical location. It will 
be a virtual world that transcends national boundaries. Therefore, coun-
tries and authorities must determine their jurisdiction to provide a secure 
environment for users [31].

1.6 Future Research Directions

When different technologies are adopted in the Metaverse, this section 
covers the major future paths.



Study on Immersive Technologies 33

Advanced Multi-Access Immersive Streaming: AR/VR, the tactile Internet, 
and hologram streaming all need mobile edge networks that are accessi-
ble everywhere have high data rates and are reliable, and have low latency. 
To share virtual worlds well, the shared Metaverse needs complex strate-
gies for multiple access to resource blocks like time, frequency, codes, and 
power so that many people can use it at the same time [10].
Multi-Sensory Multimedia Networks: The Metaverse offers holographic 
streaming, AR/VR, and the tactile Internet, unlike the 2D Internet. Mobile 
edge networks are needed for holographic services like AR/VR and the 
tactile Internet that use more than one sense. Multi-sensory multimedia 
services require numerous network resources, making resource allocation 
methods impractical [30]. The URLLC services are needed for the tactile 
Internet, while the eMMB services are needed for AR/VR. Augmented 
reality services employ uplink transmission and computing resources, 
while VR services use downstream transmission and caching. To support 
users’ immersive experiences, multi-sensory multimedia networks should 
present effective and suitable resource allocation mechanisms [21].
Multimodal Semantic/Goal-Aware Communication: A large variety of 
goal-driven and context-aware Metaverse services can be made available 
through the utilization of semantic communication, which transforms 
mobile edge networks from data-oriented to semantic-oriented. AI mod-
els interpret automatically. Semantic communication models often focus 
on speech or image extraction, encoding, and decoding. Service models in 
the Metaverse often include immediate audio and video services [29]. As 
a result, there are new challenges in the field of semantic communication, 
such as how to build a multimodal semantic communication model to sup-
ply multisensory multimedia services in the Metaverse, how to effectively 
recover semantics from user-transmitted information, and how to allocate 
appropriate network resources to support the development and application 
of semantic communication standards [22].
Communication and Sensing: The edge network integrates communica-
tion and sensing from Metaverse development to user access. Future mobile 
edge networks, however, will make advantage of sensing spectrum (such 
as mmWave, THz, and visible light). Communication and sensing must 
be combined for Metaverse production and maintenance. DTs created the 
Metaverse for physical entities with lots of static and dynamic information. 
The Metaverse must also enable smooth user-entity communication and 
instantaneous information delivery to targeted users. Deeper sensor and 
communication integration will enable additional Metaverse services and 
real-time digital replication of the world [23].
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Digital Edge Twin Networks: Metaverse’s best real-time synchronizer 
(DT). The DT can digitally replicate, watch over, and manage real-world 
objects on roaming data centers with numerous network edge and Internet 
of Everything gadgets. Connecting digital things in the Metaverse improves 
edge network performance in the real world. DT increase mobile edge net-
work operation and maintenance, but they require a lot of communication, 
computing, and storage, making them difficult for edge networks with low 
resources. Thus, better DT solutions and mobile edge network operations 
and maintenance will be studied [31].
Intelligent Edges and Edge Intelligence: Future research should concen-
trate on the edge intelligence-driven infrastructure layer, a crucial part of 
future wireless networks, to realize the Metaverse despite its limitations. 
Edge intelligence uses AI and edge computing. Build Edge and AI. Edge 
for AI connects data creation, sensing, communication, AI model training, 
and inference. AI techniques enhance Edge framework orchestration [11].
Resource Management: The Metaverse always needs resources. Cloud 
computing/fog computing/edge computing services are always needed to 
give mobile users a great experience on devices with limited storage and 
processing capability. Thus, the Metaverse will require more energy to 
communicate and compute, increasing energy consumption and green-
house gas emissions. Cloud/fog/edge networking and computing must be 
eco-friendly for sustainability. In the Metaverse, new architectures can sup-
port green Cloud computing/fog computing /edge computing networking 
and computation, energy-efficient resource allocation, and mixing green 
technologies [24].
Avatars: Metaverse members are immersed in virtual environments as ava-
tars. Setting up dynamic avatar services at mobile edge networks is essen-
tial to improve the quality of experience (QoE). Creating and maintaining 
human-like avatars requires a significant amount of resources. To be able 
to offer avatar services to users, each avatar must gather and retain a siz-
able amount of personal biological data from the user as well as from other 
users who have mapping relationships with the avatar in virtual worlds or 
related physical items in the real world. To create and use an avatar, you 
need to have complete control over your privacy settings [25].
Smart Blockchain: Intelligent blockchains use AI to adapt to the network 
environment during consensus and block propagation. The Metaverse’s 
engine and infrastructure—AI and blockchain—protect users’ security and 
privacy. Dynamic routing algorithms for payment channel networks and 
adaptive block propagation models are examples of intelligent blockchain 
research. However, the intelligent blockchain study just seeks to increase 
virtual blockchain performance. As intelligent blockchain connects the 
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metaverse to the actual world, wireless base stations, cars, and UAVs will 
operate differently [26].
Quality of Experience: Users and their avatars should enjoy their 
human-perceived QoE while in virtual worlds and engaging with others. 
Physiological and psychological QoE data can be utilized to rate and regu-
late Metaverse services [28].
Market and Mechanism Innovation: Interactive and resource-intensive 
Metaverse services need it to help service providers and customers man-
age resources and determine rates. Market and mechanism design for 
Metaverse services should consider local situations of the physical and vir-
tual submarkets and their interaction effects because the Metaverse may 
blur the line between them [27].
Industry/Vehicle Metaverse: The industrial Metaverse will merge virtual 
and real industries for intelligent production. The Industrial Metaverse 
uses the Industrial Internet of Things (IIoT) to collect data from produc-
tion and operation lines for data analysis and decision-making, thereby 
increasing commercial value, decreasing operating costs, and increasing 
physical space production efficiency. Immersive streaming and real-time 
synchronization in the automotive Metaverse are expected to increase 
driving efficiency, safety, and passenger immersion [30].

Conclusion and Future Directions

This paper presents an in-depth analysis of the fundamentals of the 
Metaverse, focusing specifically on the technologies that are used in the 
Metaverse. In this study, we focus on the tertiary-world interactions and 
investigate a novel distributed metaverse architecture and its essential prop-
erties. Next, we will discuss the benefits and drawbacks of the metaverse, 
as well as the most pressing problems that are caused by metaverse systems 
and the most recent solutions to these problems.

With an eye toward the future, Facebook’s R&D team is exploring meth-
ods to enable text entry via the peripheral nervous system and brain-com-
puter interface. Neuralink is a technique that involves implanting a chip 
in a person’s brain to facilitate improved communication with various 
electronic devices. This method is known as a direct connection method. 
Directly stimulating a brain area while observing a basic EEG is now pos-
sible. It’s doable now. However, brain-computer interfaces like Neuralink 
may evolve to give a Metaverse experience that is hard to distinguish from 
reality (e.g., the method of connecting to the spine from the matrix).
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The emergence of metaverses, or 3D virtual worlds, has given rise to a new stan-
dard for social networks and online communities. One such example is Facebook’s 
recent rebranding as Metaverse, which aims to provide users with immersive and 
personalized experiences through the use of various technologies. However, with 
the increasing popularity of these virtual environments comes the need to ensure 
the protection of users’ digital data and content. Blockchain technology offers a 
promising solution in this regard, as it is decentralized, immutable, and transpar-
ent. These characteristics make it well-suited for use in the metaverse, where it 
can help to secure user information and facilitate transactions within the virtual 
world. In this research, we aim to delve into the technical aspects of using block-
chain in the metaverse; we will examine the application of blockchain technology 
in augmenting reality (AR), virtual reality (VR), and mixed reality (MR). We will 
also delve into the possibilities for future innovation and advancement in the inte-
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standing of how blockchain can safeguard and improve the metaverse experience 
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2.1 Introduction

Blockchain technology was first introduced in a white paper by Satoshi 
Nakamoto in 2008 [10–12]. It is a decentralized, distributed ledger that 
consists of a series of blocks that are connected to each other through the 
use of cryptographic hash values [13–16]. Each block in the blockchain 
contains a timestamp, a nonce, and transaction data, as well as the hash 
value of the previous block.

To ensure the integrity of the blockchain, the block timestamp is 
only considered valid if it is more recent than two hours beyond the 
 network-adjusted time and newer than the median timestamp of the pre-
ceding eleven blocks. The network-adjusted time represents the average of 
the timestamps of all the connected nodes on the network [17].

Each node in the blockchain network plays a vital role in the smooth 
functioning of the network, rather than just a few key nodes. Each new 
block contains a hash pointer, and the potential applications of blockchain 
technology are vast, including the storage of information, value transfer 
and exchange, and the use of digital signatures. In this way, blockchain can 
be seen as a transparent and tamper-proof database of transaction history 
that is distributed to all members of the network [18, 19].

2.1.1 Types of Blockchains

The two fundamental kinds of blockchains are public blockchains and 
private blockchains. With public blockchains, individuals all over can 

Figure 2.1 Introduction to blockchain technology.
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distributed with one another. Private blockchains are more proper for 
endeavors, and private enterprises who need to limit admittance to the 
peers. Figure 2.1 demonstrate the introduction to blockchain technology.

1. Public blockchain - Anybody can join and take part in the 
vital tasks of a public blockchain network. The decentralized, 
self-represented nature of blockchain innovation is created 
conceivable by the way that anybody can peruse, distribute, 
and review the ongoing exercises on a public blockchain 
network. The flexibility of public blockchains as the estab-
lishment for many decentralized arrangements makes them 
profoundly valuable. In expansion, a safe public blockchain 
is safeguarded against information breaks, hacking endeav-
ors, and other online protection issues because of the enor-
mous number of organization clients that go along with it. 
The more members a blockchain has, the safer it becomes 
[20–22].

2. Private blockchain - Private blockchain organizations must 
be joined by greeting and require the member’s character 
or other essential data to be validated and checked. This 
approval cycle is normally completed by the organization 
operator(s) or by the actual organization, utilizing savvy 
contracts or other robotized endorsement techniques that 
follow a foreordained convention.

Private blockchains have impediments on who can utilize the organi-
zation and are commonly confined to a particular gathering of clients. 
The confidential idea of the organization may likewise limit which clients 
can take part in the agreement cycle that decides mining privileges and 
rewards, if material. The common record in a private blockchain may like-
wise be kept up with by a little gathering of clients, and the proprietor or 
administrator has the position to change, correct, or eliminate any import-
ant blockchain sections depending on the situation [1, 23–25].

2.2 Preparatories of Blockchain

2.2.1 Consensus Protocols

The groundwork of blockchain innovation is the agreement convention, 
which lays out the guidelines and rules that oversee legitimate activities. 



46 Metaverse and Immersive Technologies

The notable digital currency Bitcoin utilizes a Proof of Work (PoW) 
method that expects diggers to contribute a lot of handling power to take 
care of a complex numerical issue. The trouble, otherwise called the nonce, 
of the following block age is progressively changed in view of a 10-minute 
span to forestall the centralization of processing power.

While PoW is compelling at forestalling assaults, it likewise has a few 
disadvantages, for example, a low exchange rate and high energy utiliza-
tion. In spite of this, it stays a generally involved agreement component in 
blockchain networks [26–29].

Proof of Stake (PoS) is a consensus mechanism that aims to address the 
issues associated with Proof of Work (PoW), such as low transaction rates 
and high energy consumption. In a PoS system, the miner who ultimately 
wins the right to add a new block to the blockchain is determined by their 
holdings in the relevant cryptocurrency rather than their processing power 
[2, 30–32].

Another consensus mechanism that has gained attention in recent years 
is Proof of Space (PoSpace), which requires participants to provide a cer-
tain amount of storage space in order to solve a challenge issued by the 
service provider. PoSpace is being implemented in the InterPlanetary File 
System (IPFS), a decentralized storage network.

In addition to these consensus mechanisms, the use of Merkle trees to 
organize transaction data in blocks can increase the efficiency of the ver-
ification process. With a Merkle tree, users can download any branch of 
the tree for checking without needing to access the full transaction records 
[3, 33–35].

Digital signatures are used for validation when one or more parties 
digitally sign any transaction made on blockchain protocol for authen-
tication purposes such as proving identity; digitally signing a contract; 
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Figure 2.2 Working of consensus mechanism of blockchain.
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or guaranteeing that an event happened by proxy if signed on behalf of 
another person etc. Blockchain has demonstrated to be secure, perma-
nent, and outside misrepresentation. As such it very well may be involved 
across various fields as a solid distributed approach to putting away records 
and information. Its capacity to forestall misrepresentation makes it ideal 
for banking exchanges and different trades. Because of its decentralized 
nature, blockchain is lined up with the web in numerous ways. Each line of 
code is introduced on an immensely conveyed record and upheld on over 
a portion of 1,000,000 hubs internationally. Figure 2.2 shows the working 
of consensus mechanism of blockchain.

In the present advanced climate, we are encircled by information. 
Business depends on it to let us know how beneficial they and markets 
they need to target. Information is something that vows to drive economies 
all over the planet in a more moderate way, while adding to the sparsity of 
ecological contamination that plagues many areas of the planet. Blockchain 
has helped numerous new businesses in investigating arrangements like 
the assembling business or energy industry where neither had solid infor-
mation previously [4, 36–38]. 

2.2.2 Blockchain Through Generations

Bitcoin is considered a first-generation blockchain because it primarily 
decentralized transaction records. Later, it was discovered that blockchain 
technology could be used for more than just a ledger, including the man-
agement of assets and trusts. While originally developed for Bitcoin trans-
actions, the utility of blockchain technology has been recognized across a 
variety of industries.

As a result, the second generation of blockchain, based on Ethereum, 
emerged. One of the major innovations introduced by Ethereum is the use 
of smart contracts, which are rules encoded in code that can be triggered 
by transactions. These smart contracts can perform a variety of tasks, such 
as automatically transferring money or sending notifications to specified 
accounts.

Smart contracts have a wide range of applications, including increas-
ing the security of the voting process and assisting businesses in making 
quick claims for patient settlements in the insurance industry. A deriva-
tive of smart contracts, called non-fungible tokens (NFTs), has also gained 
popularity in recent years. NFTs are unique digital assets that cannot be 
exchanged on a one-to-one basis and are often used to represent ownership 
of digital art, collectibles, and other types of digital content. Ethereum has 
released two standards, ERC-721 and ERC-1155, to describe the properties 
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of assets created on NFTs. The NFT industry is now valued at over $7 bil-
lion and encompasses a variety of industries, including art, games, sports, 
copyright, insurance, and more [5, 39, 40].

2.3 Technical Understanding of Blockchain

Blockchain innovation comprises of a progression of blocks that, similar 
to a customary public record, contain a far reaching rundown of exchange 
records. Each block in the blockchain has a solitary parent block, which is 
distinguished by the presence of the past block’s hash esteem in the block 
header. It is quite significant that the hashes of “uncle” blocks, or blocks 
that are not piece of the principal chain, are additionally recorded on the 
Ethereum blockchain. The primary block in the blockchain, called the 
beginning block, has no parent block.

Each block in the blockchain is made up of two components. The exact 
nature of these components may vary depending on the specific implementa-
tion of the blockchain, but they typically include some combination of trans-
action data and metadata, such as timestamps and cryptographic hashes.

These transactions and communications are verified and validated by 
specialized nodes known as miners. The data structure known as a block 
contains the legitimate transactions. The preceding committed transactions 
are necessary for the present transaction to be carried out. This technology 
is useful in preventing or limiting double spending in the bitcoin system.

2.3.1 Block Header

The block header in a blockchain comprises of three principal parts. The 
main component is the hash code of the past block, which connects the 
ongoing block to the one preceding it. The subsequent component is 
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Transaction Counter Transaction Counter Transaction Counter
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Hash
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Figure 2.3 Architecture of each block in a blockchain.
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the mining measurements used to make the block, like the nonce, time-
stamp, and mining trouble. The last component is the Merkle tree root, 
which is just the hash code of the ongoing block and fills in as the establish-
ment for confirming the precision of the multitude of exchanges contained 
in the block [41–43]. Figure 2.3 shows the architecture of each block in a 
blockchain.

To make a hash code for the ongoing block, we utilize the hash code of 
the first block. In the event that an aggressor attempts to modify the items 
in a block, they would likewise need to change the hash codes of the mul-
titude of blocks in the chain, which is essentially difficult to do. This makes 
the blockchain sealed. The information blocks in a Merkle tree are hashed 
and joined to leaf hubs, while the non-leaf hubs contain the cryptographic 
hash of their kid hubs [6, 44–46].

2.3.2 List of Transactions

The second component of a block in a blockchain is a rundown of genuine 
exchanges. The size of the block and the exchanges held inside it decide the 
quantity of exchanges that can be remembered for a block. Uneven cryptog-
raphy is utilized for the approval and verification of exchanges, and when 
an exchange has been added to the chain, it can’t be erased or changed [47].

A chain of blocks, or blockchain, is made by connecting blocks together, 
with each block containing the hash of the past block. To be added to the 
chain, a block should have confirmation of work, which is a computationally 
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Figure 2.4 Merkle tree in blockchain.



50 Metaverse and Immersive Technologies

difficult hash delivered during the mining system. This evidence of work 
guarantees that assuming any of the blocks in the chain are changed, all 
resulting blocks should be recomputed because of the utilization of a safe 
hashing strategy, (for example, SHA-256) with secure hash pointers high-
lighting the past hash. The scientific categorizations connected with blocks 
and blockchain are recorded underneath [7, 48]. Figure 2.4 shows the 
Merkle tree in blockchain.

2.4 Advanced Applications of Blockchain in Various 
Sectors

Blockchain technology has gained widespread attention and popular-
ity in the past decade, and it has a vast array of potential uses across a 
wide range of industries, including identity management, government, 
finance, and healthcare. It is perhaps best known for its role in the cre-
ation and use of Bitcoin, but its capabilities extend far beyond this single 
application.

Due to its decentralized design, which makes it highly secure and resis-
tant to attacks, blockchain is being embraced for a variety of applications 
around the world. Some of the most common and top uses for blockchain 
technology include:

• Transferring money
• Creating and executing smart contracts
• Enhancing personal identity security
• Improving healthcare systems
• Optimizing logistics
• Creating and using non-fungible tokens (NFTs)
• Enhancing government services
• Revolutionizing the media industry

While the common adaptations are growing more popularity in the 
technical field, the advanced applications in which blockchain technology 
stepped into are continuously improvising and advancing their game up. 
Blockchain technology combined with some other complex and advanced 
domains are rapidly developing, giving the budding and big companies a 
scope to enhance and expand their business [49, 50]. Figure 2.5 shows the 
components of a block in a blockchain.
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2.4.1 Blockchain and Web of Things (IoT)

Blockchain and Web of Things (IoT): The reconciliation of blockchain 
innovation with the Web of Things (IoT) permits Web associated gad-
gets to communicate information to private blockchain networks to make 
sealed records of shared exchanges. This mix has various applications, for 
example, working on the effectiveness of transportation by recording the 
temperature, area, appearance times, and status of delivery holders utiliz-
ing IoT-empowered blockchain. All partners can believe the information 
and make a move to rapidly and really move items because of the perma-
nent idea of blockchain exchanges [8, 51, 55].

Likewise, the capacity to follow the parts that go into planes, vehicles, 
and different items is fundamental for both security and administrative 
consistence. By saving IoT information in shared blockchain records, all 
gatherings can follow the beginning of parts over the lifetime of an item. 
This data can be effectively and safely imparted to administrative bodies, 
transporters, and producers, making it more practical and proficient.

IoT gadgets can likewise screen the upkeep and security status of basic 
hardware, and blockchain empowers an alter free data set of working 
information and coming about support for everything from motors to lifts. 
Outsider fix accomplices can utilize the blockchain to follow preventive 
support and log their work, and government organizations might approach 
functional archives to affirm consistence.

As sensor and shrewd chip innovation keeps on propelling, making them 
more versatile and valuable for continuous collaborations with blockchain 
records, there is major areas of strength for a for a commercial center of 
administrations to interface gadgets and permit organizations to benefit 
from information assortment. The developing number of new blockchain 
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Figure 2.5 Components of a block in a blockchain.
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conventions, organizations, and IoT gadget producers shows the potential 
for a nearby fit among blockchain and the IoT area.

2.4.2 Blockchain and Artificial Intelligence (AI)

Blockchain and man-made reasoning (artificial intelligence) are two 
advances that certainly stand out enough to be noticed as of late for their 
capability to upset different ventures. One manner by which these advances 
can cooperate is by involving blockchain to give straightforwardness and 
responsibility to computer based intelligence dynamic cycles. At the point 
when computer based intelligence models are put away and conveyed 
through a blockchain, it makes a review trail that takes into consideration 
a superior comprehension of the information and suggestions produced 
by the computer based intelligence. This can increment trust in the exact-
ness of the information and the artificial intelligence’s thinking skills. 
Moreover, the mix of blockchain and simulated intelligence can further 
develop information security and lessen contact in multiparty exchanges, 
prompting expanded effectiveness and efficiency. In the monetary admin-
istrations industry, for instance, the utilization of blockchain and artificial 
intelligence can smooth out the acquiring system, bringing about quicker 
closings and higher consumer loyalty. Generally speaking, the blend of 
blockchain and simulated intelligence can possibly carry new worth to 
business tasks including different gatherings.

2.5 Web3 Technology

At regular intervals, another mechanical advancement changes the inter-
action by which information is delivered and disseminated among people. 
Because of the improvement of the web, society has become more inter-
connected as data is shared and dispersed to billions of clients overall by 
means of an open and permissionless organization. The development of the 
web can be sorted into three phases: Web 1.0, Web 2.0, and Web 3.0 [52].

2.5.1 Web 1.0: Study

The expression “Web 1” portrays the first variant of the web. The most ideal 
way to make sense of this variant is as a “read in particular” network com-
prised of static pages associated by a substance conveyance organization. 
Just few members were content suppliers because of the abnormal UI and 
limited admittance, while the extraordinary larger part latently consumed 
data. Web 1.0 was exemplified by instruments like Netscape, Britannica On 
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the web, and individual HTML-based sites. Figure 2.6 shows the depiction 
of Web1.0, Web2.0, and Web3.0.

2.5.2 Web 2.0: Read, Write

The advancement of online entertainment stages, which made it a lot less 
complex to make and impart your own substance to individuals every-
where, permitted Web 2.0 to beat a portion of the limitations of Web 1.0. 
The web’s outstanding development was made conceivable by the shift 
from a limited handful distributers to everybody being able to distribute.

With Web2, a little gathering major areas of strength for of, concen-
trated computerized monsters, as Facebook, Twitter, and YouTube/Google, 
overwhelm the fundamental stages that permit people to distribute data 
with the broadest reach. These stages have the power to singularly figure 
out which distributers can present material on organizations or how much 
perceivability a piece of content ought to have [9].

Through distributed storage administrations like Amazon Web 
Administrations (or AWS), which keep a huge number of sites functional, 
clients are presented to restriction on the application layer as well as on the 
foundation layer. Web2 has likewise sped up the ongoing power structures 
inside our worldwide monetary and financial frameworks to turn out to be 
significantly more incorporated and fit for implementing control. This is 
because of the digitization of cash.

The basic thought behind Web3 is to make another web from the begin-
ning that utilizes decentralization and open-source innovation to further 

Figure 2.6 Depiction of Web1.0, Web2.0, and Web3.0.
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develop data trade and validation in the computerized age. With Web3, 
you wouldn’t just be a member in the organization yet additionally the 
proprietor of the substance you make and consume on the web, rather than 
Web2, which was a “read, state” rendition of the web.

2.5.3 Web 3.0: Read, Write, Own

The expression “Web3” alludes to a gathering of innovations that utilization 
web conventions and depend on decentralized, conveyed, and open-source 
designs. Blockchains, advanced monetary forms, shrewd agreements, and 
different dispersed record structures are models. Using open, straight-
forward, and carefully designed records known as blockchains, Web3 
empowers network gatherings to post and consume information as well as 
guarantee irrefutable responsibility for information and show the uncom-
monness of computerized resources [53, 54].

Web3 is as yet an idea that numerous people in the innovation busi-
ness view as shapeless. From certain perspectives, the concentrated and 
hierarchical stages will be completely supplanted by decentralized net-
works in the following period of the web, releasing the maximum capac-
ity of human coordination and joint effort. Others, who hold a more 
nuanced view, imagine that web3 will not totally supplant web2 however 
will rather improve it by empowering concentrated organizations to profit 
from decentralization’s straightforwardness, security, unchanging nature, 
and control opposition while keeping up with their ongoing hierarchical 
designs, which are intended for execution proficiency. The main part of 
customary organizations and a rising number of web3 local new businesses 
seem to pick this model.

To put it another way, web3 frameworks appear to be generally helpful for 
empowering the gathering to lay out new methods and systems for decision 
making at the crucial level (i.e., how might choices be made, what are the sig-
nificant level objectives for the local area or association), while the genuine 
execution of those choices is best passed on to additional unified and hierar-
chical authoritative designs that are streamlined for effectiveness.

2.5.4 Web3 Gaming

The overall gaming business is seeing an ascent in web3 gaming. In any 
case, not every person supports the idea. Truly, most gamers are unyield-
ingly against bringing in cash by messing around, which is what most of 
blockchain games guarantee their client base. The more youthful age of 
gamers acknowledges the compromise as a feature of the fun of gaming. 
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While tolerating the change in outlook can seem like the reasonable strat-
egy in contrast with the potential for slipping behind the transformative 
bend, certain gaming firms enjoy taken benefit of the guilelessness of some 
gamers to sell shoddy items.

The investigator guarantees that some blockchain game makers acquaint 
new play-with acquire games a very long time in the wake of getting begin-
ning venture. A practical gaming biology should be worked, as indicated 
by the examination, and some Web3 game designers seem to have ignored 
this. To draw in gamers to their gaming biological systems, these advanced 
game makers are involving adapted special strategies as NFT drops.

This postures three critical hardships for Web3 gaming. Most impor-
tantly, it builds the expense of joining the gaming local area. Token con-
suming and compensates are an essential issue. Rewards draw some 
unacceptable sorts of gamers. The motivations given by Web3 games to 
attract new players represents a test, especially in the event that new play-
ers are principally attracted to the game for the guaranteed prizes. The 
game can’t keep on giving such advantages, subsequently when they run 
out, there will without a doubt be an enormous channel on the environ-
ment as individuals leave looking for higher awards. NFTs and blockchain 
gaming tokens are still in their outset, making them exceptionally theoret-
ical. They ought not be quickly viewed as the gaming business’ future along 
these lines. All things being equal, they ought to be seen as a part of the 
impending gaming insurgency, which will embrace vivid gaming among 
different developments like the metaverse.

2.6 Metaverse and Blockchain Technology

Blockchain: Blockchain innovation is significant for the metaverse in light 
of the fact that it considers the production of a decentralized and secure 
stage for putting away and trading computerized resources. With block-
chain, clients can claim and control their own computerized resources, as 
opposed to depending on a focal power.

Computer generated Reality (VR): VR is a vital innovation for the 
metaverse in light of the fact that it permits clients to encounter a completely 
vivid computerized world. VR headsets and different gadgets permit clients 
to collaborate with virtual conditions and items as though they were in reality.

Advanced Twins: Computerized twins are computerized portrayals of 
actual articles or frameworks, and they can be utilized in the metaverse to 
reenact and examine certifiable situations. For instance, a computerized twin 
of a city could be utilized to test new innovations or plan new structures.
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6G: The up and coming age of remote innovation, known as 6G, will be 
a key empowering influence for the metaverse. 6G will give super quick 
and low-idleness availability, making it workable for clients to encounter 
the metaverse progressively.

Different advancements that will assume a part in the metaverse incor-
porate expanded reality (AR), computerized reasoning (man-made intel-
ligence), and the Web of Things (IoT). Together, these innovations will 
permit the production of a completely intuitive and vivid computerized 
world that is associated with the actual world.

1. The utilization of expanded reality innovation, including AR 
and VR, is fundamental for the making of the metaverse. 
Computer generated reality permits clients to completely 
submerge themselves in an advanced climate, while 
expanded reality considers the overlay of computerized data 
on the actual world. The improvement of the metaverse, a 
virtual space for human collaboration, intensely depends on 
both of these innovations.

2. A virtual reproduction of an actual item, made utilizing gen-
uine information to foresee the normal way of behaving of 
the article, is known as a computerized twin. This innova-
tion is significant in the metaverse, where it can give a vir-
tual portrayal of the actual world. Computerized twins are 
made utilizing true information to expect the normal way of 
behaving of the actual item.

3. Blockchain innovation assumes a pivotal part in the 
metaverse by filling in as both a vault for data and as a 
method for connecting the virtual universe of the metaverse 
with this present reality through monetary frameworks. In 
particular, non-fungible tokens (NFTs) consider the change 
of virtual items into genuine ones, empowering clients to 
exchange virtual merchandise as they would actual ones. 
This assists with overcoming any issues between the actual 
world and the metaverse through blockchain innovation.

Working from home has turned into a critical way for private ventures 
to get by during the Coronavirus pandemic, however it misses the mark on 
eye to eye correspondence that is significant for successful correspondence, 
as non-verbal communication represents 70% of an individual’s expres-
siveness. Customary up close and personal coordinated effort enjoys many 
benefits, like better collaboration, prompt commitment, and more clear 
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input. Nonetheless, in the metaverse, clients can utilize a social symbol to 
connect and carry on with work. Working from home can be improved 
by utilizing even straightforward non-verbal communication or eye to eye 
connection to speak with associates according to different points of view 
in the virtual climate.

Generally, 3D illustrations have been made utilizing displaying programs 
like Maya and ZBrush. Notwithstanding, the metaverse puts a great deal of 
spotlight on the showcase layer, opening up new open doors for creative 
articulation and permitting clients to draw figures with a brush straight-
forwardly. The ascent in ubiquity of man-made intelligence painting has 
additionally made the public more mindful of computerized workman-
ship. Moreover, the reception of blockchain innovation has empowered the 
change of customary disconnected fine arts to a web-based stage. Clients 
can get to virtual exhibitions in the metaverse and view them from all 
points.

2.6.1 Blockchain Technology and Metaverse

The metaverse, or virtual world, permits us to imagine different invigorat-
ing conceivable outcomes and encounters. Nonetheless, it is likewise like 
our own existence in that monetary frameworks are a necessary piece of it. 
Advanced resources, for example, ERC-20 based homogenized tokens and 
ERC-721 or ERC-1155 based non-homogenized tokens, are key parts of 
the metaverse and are worked with by blockchain innovation. Blockchain 
innovation assumes a urgent part in the working of the metaverse by guar-
anteeing the smooth activity of its economy.

To offer the most ideal encounters to clients, the metaverse gathers a 
lot of private information. This information is utilized by organizations or 
projects to actually fabricate designated frameworks. Nonetheless, assum-
ing that some unacceptable people get close enough to this data, they 
might actually hurt clients in reality. Blockchain innovation assists with 
safeguarding individual data by giving verification, access control, and 
agreement techniques that give clients unlimited authority over their infor-
mation. The blockchain utilizes procedures, for example, hash calculations 
and deviated key encryption to protect information inside the metaverse.

The metaverse is fueled by Expanded Reality (AR) and Computer 
generated Reality (VR) innovation, establishing a more interconnected 
and vivid climate. The joining of the metaverse with AR on advanced 
and actual things makes it significant. The metaverse’s prosperity relies 
upon the smooth sharing of AR and VR information, which permits the 
improvement of inventive, bleeding edge applications that can take care of 
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true issues. The trading of information inside the metaverse is made con-
ceivable by the blockchain’s high level data encoding framework.

2.6.2 Blockchain for IoT in the Metaverse

The metaverse stage gathers information from an assortment of Web of 
Things (IoT) gadgets to work really across different metaverse applica-
tions, like medication, instruction, and brilliant urban communities. These 
IoT gadgets associate the actual world to the metaverse through different 
equipment, regulators, and articles. IoT gadgets outfitted with explicit sen-
sors consider route in both the physical and virtual universes by connect-
ing to the metaverse. The client’s capacity to perform activities inside the 
metaverse is subject to the capacity of the IoT gadgets to do as such.

The metaverse will comprise of countless interconnected Web of Things 
(IoT) sensors. With such countless associated gadgets, security and capac-
ity of IoT information is a worry. Ongoing examination of unstructured 
IoT information can be troublesome because of the volume, exactness, 
and speed of the information. The nature of metaverse information should 
likewise be sans mistake to be appropriately investigated. Utilizing a con-
centrated answer for store information across virtual universes isn’t great, 
as any modification to even one piece of information can think twice 
about whole arrangement of discoveries produced by the IoT gadgets. 
Information trade between virtual universes depends on the cross-stage 
abilities of IoT gadgets. It is essential to follow IoT information for security 
purposes.

Blockchain innovation empowers IoT gadgets in the metaverse to trade 
information through cross-chain organizations, making sealed records of 
shared exchanges in virtual universes. This permits applications and clients 
to share and access IoT information without the requirement for unified 
administration or control. Every exchange is archived and approved to 
limit debates and increment client certainty inside the metaverse. The uti-
lization of IoT-empowered blockchain in the metaverse considers ongoing 
capacity of information.

2.6.3 Blockchain for Digital Twins in the Metaverse

The modern advanced portrayals of everything in the metaverse, from 
basic resources for enormous products and conditions, are known as com-
puterized twins. Thus, everything relevant to the client’s necessities could 
be a piece of the environment that utilizes computerized twins. Clients can 
rejuvenate their picked models while keeping them in a state of harmony 
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with this present reality because of two-way IoT associations. Without an 
underlying association between the genuine and advanced universes, the 
metaverse’s applications will not have the option to accurately work. To 
understand how the metaverse climate will change and to assist with future 
forecast, advanced twins will be essential. It is doable to anticipate when 
equipment will require upkeep by utilizing computerized twins.

Computerized twins are profoundly cutting-edge advanced portrayals 
of everything inside the metaverse, from basic resources for enormous 
products and conditions. Thusly, anything pertinent to the client’s require-
ments can be a piece of the biological system that uses computerized twins. 
Clients can rejuvenate their picked models while keeping them in a state 
of harmony with this present reality through two-way IoT associations. 
Without this association between the genuine and advanced universes, the 
metaverse’s applications won’t work as expected. Computerized twins will 
be fundamental in understanding how the metaverse climate will change 
and in anticipating future turns of events. They can likewise be utilized to 
guess when equipment might require support.

Advanced twins are made conceivable by the encryption abilities and 
straightforwardness of blockchain innovation, which takes into account 
secure information move between numerous virtual universes. Utilizing 
a savvy circulated record, information can be moved between advanced 
twins in virtual universes. Certifiable articles can be put away on the block-
chain and synchronized to computerized twins in the metaverse with the 
assistance of a clever dispersed record. The utilization of advanced twins 
on the blockchain can likewise resolve issues with information security 
and protection. By joining blockchain and man-made reasoning (artifi-
cial intelligence), it is feasible to follow sensor information and make great 
advanced twins in the metaverse. There will be an exchange recorded on 
the blockchain for each computerized twin activity in the metaverse.

2.7 Augmented Reality, Virtual Reality,  
and Mixed Reality

Increased reality (AR) joins genuine and virtual components, and can be 
capable on both work area and cell phones. It is one of a kind in that it 
considers the overlay of computerized components onto the actual world. 
AR shows different substance inside the genuine climate, which separates 
it from augmented reality (VR). To actually use AR, specific gear is fre-
quently required, and PC vision, profundity following, and planning are 
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fundamental parts. For instance, cameras can be utilized to gather infor-
mation continuously and process it right away, permitting the client to see 
advanced content depending on the situation.

As opposed to AR, VR utilizes virtual experiences to make a realistic 
portrayal of the real world or a made up universe. This permits the cli-
ent to completely submerge themselves in the advanced climate utilizing 
the proper equipment. Thus, there are tremendous contrasts among VR 
and AR headsets. VR equipment requires tactile parts that convert actual 
developments into a demonstrated reality, while AR doesn’t. VR means 
to reproduce a totally new reality, and the client sees and connects with 
the computerized climate through a VR screen, which requires two focal 
points to decipher eye development and change the client’s development 
inside the VR. Accordingly, VR requires more perplexing stuff to segregate 
the client from the rest of the world totally.

Blended reality, the mix of expanded reality and augmented real-
ity, is supposed to turn out to be generally embraced by the two buyers 
and endeavors sooner rather than later. This innovation centers around 
empowering instinctive information connection and wiping out screen-
based work, permitting handheld gadgets to play out similar errands as 
fixed gadgets. One significant advantage of blended the truth is the capac-
ity to get to incorporated information from any area whenever without any 
problem.

2.7.1 Holographic Telepresence on the Blockchain and Other 
XR Applications in the Metaverse

The metaverse offers vivid, reasonable encounters using advances, for 
example, holographic telepresence and increased reality (AR) applications, 
which integrate components connected with insight, sound, and video. 
These projects take into account continuous delivering of both unmistak-
able and immaterial metaverse items and upgrade the authenticity of the 
experience by integrating genuine components. Holographic telepresence 
and multi-tactile AR applications permit clients to encounter both the gen-
uine and virtual universes all the while. Key empowering advancements 
in the metaverse incorporate computer generated experience (VR), AR, 
and holographic telepresence, which can possibly raise worries for soci-
ety and people. These advances can be utilized by organizations to make 
proposal frameworks utilizing information acquired from them, however 
the nature of these metaverse suggestion frameworks can be impacted by 
social information accumulated from various sources. The utilization of 
these advancements requires a lot of information stockpiling and should 



Metaverse and Blockchain 61

be open to clients in the metaverse consistently. Delicate information, for 
example, biometric data gathered by VR/AR gadgets can be utilized to rec-
ognize and accumulate extra data about clients in the virtual climate, rais-
ing protection worries that should be tended to by the metaverse.

A blockchain-based disseminated record can approve the records of 
holographic telepresence and other XR applications in the metaverse and 
track the wellspring of mistaken information, prompting the making of a 
more precise suggestion framework. The zero-trust system and cross-chain 
innovation of the blockchain make it more straightforward for holographic 
telepresence and other XR applications to send information between vir-
tual universes safely. The interplanetary document framework gave by the 
blockchain guarantees information respectability for XR applications and 
holographic telepresence. The agreement technique utilized by these gadgets 
makes the information they gather and store on the blockchain changeless. 
Blockchain innovation upholds trust among AR/VR partners by empower-
ing straightforward proprietorship move and resource confirmation.

Blockchain, holographic telepresence, and multi-tangible XR appli-
cations will cooperate to coordinate advanced economies into brought 
together stages that consider effective and clear administration of 
resources and installments in the metaverse. Later on, VR/AR innovations 
may not be pretty much as broadly utilized as cell phones or PCs, and the 
utilization of cutting edge man-made intelligence profound fakes might 
represent a test for blockchain that should be tended to by new eminent 
blockchain stages. Figure 2.7 shows the Hologram using the virtual reality 
and extended reality.

Figure 2.7 Hologram using the virtual reality and extended reality.
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2.8 The Metaverse Projects

A concise outline of some famous metaverse projects that use blockchain 
innovation in the web3 gaming industry. Projects like Decentraland, 
Sandbox, Axie Vastness, and Illuvium have recognized blockchain as the 
center innovation of the metaverse, and it fills in as the establishment for 
the turn of events and execution of different elements and administrations. 
Blockchain innovation likewise takes into consideration the acquisition of 
land and different resources inside the metaverse.

2.8.1 Decentraland

Decentraland is a computer generated simulation stage fueled by the 
Ethereum blockchain that permits clients to encounter, make, and adapt 
financial resources, hyperreal content, and applications. In Decentraland, 
the local area forever possesses the land and has full oversight and com-
mand over its imaginative undertakings. Virtual land in Decentraland 
is characterized as an extraordinary, adaptable, and scant computer-
ized resource put away in an Ethereum brilliant agreement and can be 
guaranteed on the blockchain-based record utilizing ERC20 (Ethereum 
Solicitation for Remarks 20) tokens called MANA. Figure 2.8 shows the 
Decentraland theme and logo.

Figure 2.8 Decentraland theme and logo.
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2.8.2 Axie Infinity

Axie Vastness is a metaverse project that joins components of digital cur-
rency and Pokémon games, permitting players to gather, raise, breed, and 
fight dream animals called Axies to construct their Axies realms. This task 
is one of the spearheading Play-to-Procure metaverse projects, with a client 
driven economy framework like Decentraland and Sandbox that permits 
players to really possess, sell, purchase, and trade in-game assets through 
interactivity activities and biological system commitments. The block-
chain-based financial arrangement of the Axie metaverse empowers players 
to work on their computerized resources by creating in-game capacities to 
a specific level, which separates it from other customary games. Players can 
take part in different play types (PvP: player versus player, and PvE: player 
versus climate) and take part in different rivalries while obtaining in-game 
assets for exchanging. Also, players can procure AXS tokens by making 
client produced content and partaking in different Axie Limitlessness 
Universe games, and they can utilize non- fungible tokens (NFTs) to buy, 
sell, and trade Axies creatures and other virtual properties on the in-game 
market. Figure 2.9 shows the Axie Infinity logo and theme.

2.9 Conclusion

Blockchain is a critical creating innovation that will be used in various 
ventures. The issues encompassing blockchain’s business applications are  

Figure 2.9 Axie Infinity logo and theme.
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pivotal  for both social and scholastic practice, as we would see it. 
Understanding the components through which blockchain influences busi-
ness and market productivity is the main urgent review region. Security 
and protection concerns are the subsequent conceivable review center. In 
the event that every industry has its own blockchain framework, analysts 
and engineers should track down better approaches to trade information.

Chiefs and region directors pursue most of critical decisions in con-
ventional associations that follow the customary corporate construction, 
which are habitually risky and defective because of human blunder. A 
self-implementing convention is utilized by a gathering of mysterious 
individuals to share data in DAOs, the up and coming age of hierarchi-
cal designs, to tackle these issues. DAOs are overseen by blockchain-based 
shrewd agreement calculations that give expanded straightforwardness 
and moral soundness while bringing down exchange the executives costs. 
A blockchain organization’s open-source, straightforward, and secure 
record fills in as the vault for a DAO’s all’s administration guidelines.

Strikingly, local symbolic partners can utilize their tokens to decide 
on recommendations through the DAO’s agreement governs however are 
not permitted to change the standards. As to shared goals of investors, the 
changelessness of savvy contracts in DAOs would protect any controlled 
associations’ monetary profit and different interests over a sealed common 
record, where all organization wide movement and exchanges will be 17 
recorded. Later on, DAO, whose shrewd agreements and agreement rules 
will manage every key ability, will actually want to naturally create and 
keep up with administrations (for instance, DeFi) and items (for instance, 
NFT) in the metaverse.
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Abstract
The current buzzword, “metaverse”, has garnered a lot of interest from both busi-
nesses and academics. The goal of the metaverse is to create an immersive virtual 
environment that will enable users to communicate with the online world and 
other users in real time, establish a virtual economic system, and increase the vir-
tual space for human activities via the Internet. This will infuse new life into the 
social, economic, and other fields. Exploring the metaverse allows you to create 
an exciting digital environment and improve the physical world. In this paper, 
we review studies on state-of-the-art metaverse, digital currency, and blockchain- 
enabled technology and explain how these can be combined. Exploitation and 
transdisciplinary research on blockchain integration into the metaverse will 
require academic–business collaboration. In this chapter, we provide basic infor-
mation about blockchain, the consensus algorithms for blockchain, the usage of 
blockchain in the metaverse, problems in the metaverse, how blockchain technol-
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ment by scientists, engineers, and educators.
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3.1 Introduction

“Metaverse” is a virtual environment with a moral code and a differ-
ent economic system related to the real world. In 1992’s Snow Crash, 
Neal Stephenson defined “metaverse.” In this novel, actual individuals 
use VR technology to create avatars that live in the metaverse. Since 
its creation, the metaverse has been a second life, 3D virtual environ-
ments, and life-logging. Most of the time, the metaverse is thought of 
as a total immersion, excitable, and conscience-shared virtual environ-
ment that brings together the physical, human, and digital [1, 19, 20]. 
The Metaverse is being used by more individuals as a result of techno-
logical advancements, and as more actions that are on par with reality 
are carried out, a variety of large amounts of data are being produced. 
The metaverse produces data that is valuable in and of itself. Data vol-
ume, value, and reliability are all growing in the Metaverse, as is the 
significance of security and reliability. For the Metaverse to ensure data 
dependability, blockchain technology is necessary. After the web and 
mobile Internet revolutions, the metaverse is considered a blueprint for 
the next internet. Digital natives can live a different life in the metaverse 
[2, 21–23].

In a metaverse environment, people can use smart devices like gog-
gles and earbuds to access different virtual spaces, and they can use 
avatars to take part in different real and virtual activities like learning, 
traveling, and trading. Another way to put it is that a metaverse set-
ting is a three-dimensional virtual world where avatars can be employed 
for social, cultural, and business objectives. Since they can offer more 
immersive experiences than current online environments, the metaverse 
environments are anticipated to be widely used. Numerous metaverse 
platforms, like Roblox, Minecraft, and Fortnite, have evolved in response 
to the growing popularity of the metaverse surroundings and offer vir-
tual reality experiences with avatars. Currently, metaverse platforms use 
virtual environments and avatars to deliver a variety of services, includ-
ing education, telecommuting, and gaming. To use platform services, 
users must register with the proper platform servers [3, 24, 25]. Then, 
smart devices can transmit physical data like gaze and Metaverseion 
data to the platform’s servers. The platform servers use physical data to 
render avatars in real-time in a range of virtual situations. Avatars can 
also trade and talk on the platform server. As a result, users can express 
their actions and engage in a variety of activities in metaverse settings 
using their avatars [4, 26–28].
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3.2 Related Work

Virtual reality technology could be implemented thanks to advancements 
in computer vision and graphics after the word “metaverse” first emerged 
in the book Snow Crash. The client-server Second Life platform, which was 
introduced in 2003, offers a metaverse environment. Users can take part 
in a variety of activities in Second Life, including creating avatars, going to 
virtual classes, and trading virtual goods. Maksymyuk, T., Gazda, J. et al. 
[13] presented illustrative metaverse research in 2007. They claimed to have 
a roadmap for the metaverse and defined it as having four main parts: AR, 
lifelogging, mirror worlds, and VR. Their metaverse research led to the cre-
ation of many platforms. Several metaverse gaming systems, such as Roblox, 
Fortnite, and Minecraft, have recently been released, enabling users to build 
their avatars and communicate with one another [14]. Catak, Murat Kuzlu, 
et al. [2] discuss existing virtual world technologies and list four character-
istics of effective 3D virtual worlds (or metaverses): ubiquity, realism, scal-
ability, and interoperability. Eight essential technologies that make up the 
metaverse are reviewed and examined by Sun, J. and Gan, W. [6] together 
with the prospects it presents from six user-centric aspects. Platforms for 
metaverse education have also lately been studied in terms of national pol-
icies, industrial projects, infrastructures, supporting technologies, VR, and 
the social metaverse. To give students an immersive education, The VoRtex 
platform was proposed by Jovanovic and Wangy, Y. et al. [16] in 2022 to 
offer an educational experience and enable collaborative learning activ-
ities in virtual spaces. To achieve decentralization and interoperability in 
metaverse environments, Panda, S.K. et al. [20] suggested utilizing block-
chain technology around 2022. They claimed that data can be protected, 
stored, and shared via blockchain technology. Furthermore, 

3.2.1 Blockchain

Blockchain is a decentralized ledger that provides immutability, authen-
ticity, and auditability of transactions. Permissioned and permission-less 
Blockchains are two different types of Blockchain. Permissionless 
Blockchain like Bitcoin and Ethereum allow anybody to view, write, and 
reach an agreement [5, 29–31]. Keep in mind that anyone, even poten-
tially dangerous adversaries, can freely enter or exit the network without 
authorization. Private permission blockchains (like Hyper ledger Fabric) 
and public permission blockchains are two types of permission block-
chains. Private and public permission Blockchain limit writing and con-
sensus. Here, a chosen collection of reliable nodes carry out the consensus 
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process. Whereas private permission Blockchain limits who can access the 
data, public permission Blockchain makes it possible for anybody to do. 
So, in metaverse environments, we use a public permission blockchain to 
keep track of users’ fake identities and public keys in a way that is open to 
everyone [6, 32, 33].

3.2.2 The Metaverse Economic System

The metaverse’s most important element is its economics. From a more 
utopian standpoint, the metaverse ought to be interoperable so that users 
can exchange virtual goods like clothing or vehicles between different plat-
forms. As shown in Figure 3.1, we will first outline the metaverse economic 
system in light of popular games and previous studies. The conventional 
economy will change as a result of the exploitation of the four components 
that make up the metaverse economic system: digital production, asset, 
market, and currency [7, 34].
Digital Creation: The metaverse is built on the concept of digital creation. 
The process of creation is comparable to the production of tangible goods in 
the physical world. The number of creators determines how the metaverse 
economy will grow. Digital creation requires a basic authoring tool to 
swiftly and distinctively create. The Builder and SDK are the Decentraland 
gaming platform’s interactive app writing tools. Without needing to know 
any code, players can use the Builder to use a straightforward drag-and-
drop editor, and the Decentraland SDK gives players enough flexibility to 
build their applications [8, 35]. 
Digital Asset: A requirement for trade, exists in digital assets. People’s 
validation of digital assets is thus inextricably linked to the value that the 
blockchain and its encryption mechanism provide. Because consensus 
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techniques enable users to verify and confirm transactions, encryption 
algorithms can profit from data [9, 36–38].
The digital market: It is the primary location where avatars can trade to 
earn money just as in the real world. The mature metaverse market that will 
ensure that genuine trade and the manufacturing of items are performed in 
the metaverse must be distinct from the current digital market [10, 39, 40]. 
Digital currency: The medium in the metaverse known as “digital currency” 
allows avatars to complete transactions and exchanges. The metaverse legal 
money system is too expensive for fiat currency to meet its development 
needs. Fiat currency is converted from cash, unlike metaverse currency 
(such as gold and silver). The Wealth of Nations explains how real-world 
economics is founded on resource scarcity and self-interest. The people in 
the metaverse, on the other hand, are illogical and unselfish. These people 
favor highlighting their own emotions, such as happiness and a sense of 
accomplishment. This is because there are no traditional industrial struc-
tures in the virtual world, just as there are no farming societies or indus-
trial societies that people can experience [11, 41, 42]. Metaverse economic 
activity will be dominated by the conceptual economy. Precious metals are 
becoming virtual social currency rather than natural financial currency. 
The following can be used to summarize the differences between the tradi-
tional economy and the economy of the metaverse:

 ✓ Production’s marginal benefits will rise in the metaverse.
 ✓ The marginal costs of items will fall in the real world; 
 ✓ Transactions are prevalent in the metaverse due to low 

transaction costs.
 ✓ These are all differences from the traditional economy, where 

undifferentiated labor decides the value.

Currently, the metaverse economy is still in its early stages because it is 
only just able to adopt and test new digital economy innovations like dif-
ferent digital currencies, sharing and cooperative economies, and inclusive 
finance. For an intelligent and safe metaverse, AI and blockchain should be 
combined. As a result, in the sections that follow, we review the relevant 
studies that may provide us with ideas [12, 43, 44].

3.3 Consensus Algorithms for Blockchain

Blockchain is a peer-to-peer network without a central hub, allowing 
all nodes to connect directly. Because it specifies how distributed nodes 
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securely validate each transaction, the consensus algorithm is the crucial 
step in any blockchain network. The distributed ledger’s records match-
ing modifications are indicated by a transaction, which must be validated 
by many nodes. The distributed ledger must be updated by all nodes (or 
more than 51%) on the blockchain to reflect the current state, ensuring the 
immutability and security of every transaction [13, 45–47].

Selecting the best consensus method from the range of options is not an 
easy undertaking. The consensus method outlines how information is dis-
tributed among all nodes of the blockchain, how each node makes choices, 
and how a new block of validated transactions is added to the blockchain. 
In the next section, we will compare the most common consensus algo-
rithms, like Proof-of-Work (PoW), Proof-of-Stake (PoS), and Byzantine 
Fault Tolerance (BFT), as well as their different versions, and how they can 
be used in the Metaverse [14, 48, 49].

3.3.1 Proof-of-Work (PoW)

The first and most well-known consensus algorithm is PoW. It is used 
in the blockchain of Bitcoin. The complicated cryptographic challenge 
(hash), which requires a lot of time and effort to solve, is the core concept 
of PoW. Mining is the process that is involved. The struggle for mining the 
following block is more likely to go to the nodes with the most processing 
power. Additionally, each block has a hash function from the preceding 
block, which links all of the blocks together. The system is protected by 
these features if there are enough blockchain nodes, as no one can accom-
modate enough computer power quickly enough to replace the falsified 
transactions with the real ones. Ethereum 1.0, Litecoin, Monero, etc. are 
the largest PoW blockchains after Bitcoin. While Proof-of-Work (PoW) is 
the most decentralized and secure consensus mechanism, it nevertheless 
has significant downsides, including low efficiency and high consumption 
of electricity. Therefore, in a decentralized Metaverse system, the suggested 
multi-flow service provisioning is incorrect [15, 50, 51].

3.3.2 Proof-of-Stake (PoS)

PoS has evolved as a consensus technique that uses less energy by substi-
tuting the validation phase for the mining process. As a result, validators 
(nodes) compete with one another based on their money stakes invested 
in the system rather than computing ability. Because the “richest” validator 
will win the competition, this type of strategy does not necessitate diffi-
cult computations. At first look, it could appear to be a hazardous choice 
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because only the most affluent users would be able to afford to own 51% of 
the network’s total stake, centralizing the entire blockchain and modifying 
transactions to their advantage. In terms of actual risk, a fund loss as a whole 
would result from this kind of attack. Aside from that, PoS picks validators 
at random from among all nodes that are eligible and stake a little amount 
of money. This extra security mechanism requires potential attackers to 
stake 51 percent of the overall stake and disperse it among more than 50 
percent of the validation nodes. Therefore, a large and regularly used PoS 
blockchain like Ethereum 2.0, Polkadot, and Cosmos would be extremely 
unlikely to be the target of such an attack, whereas a very small blockchain 
would be vulnerable. PoS is a strong candidate for Metaverse applications 
because it offers substantially faster transaction throughput, far reduced 
latency, and infinite scalability through a sharing method [16, 52, 58].

3.3.3 Delegated Proof-of-Stake

Which replaces the PoS’s large number of validators with a small number 
of delegates chosen by the vast majority of nodes, has emerged as a speed-
ier variant of the PoS. This strategy reduces the minimum number of vali-
dators to a few nodes, enhancing transaction speed and blockchain latency. 
However, this results in a less decentralized structure, which reduces the 
security of the entire network. EOS, TRON, and Cardano are the three 
DPoS blockchains with the largest adoption [17, 53, 59]. 

3.3.4 Proof-of-Stake and Authority (PoSA)

PoSA, where validators are chosen by the central authority, is represented 
by PoSA consensus. Such a mechanism has clear disadvantages because it 
centralizes the entire network. However, this feature enables the system 
to scale up and attain a high throughput. Binance Smart Chain, the first 
and most popular PoSA implementation, creates a new block every three 
seconds.

3.4 Practical Byzantine Fault Tolerance (PBFT)

Another popular strategy is the consensus method known as Practical 
Byzantine Fault Tolerance (PBFT). Similar to DPoS, PBFT has primary 
and secondary nodes that are ordered sequentially. In PBFT, unlike DPoS, 
the secondary nodes should confirm the transaction and respond to the 
primary nodes. The primary node confirms the transaction if at least 2/3 
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of the secondary nodes do. If at least 2/3 of the primary 3 nodes approve 
the transaction, the consensus is then reached. Because of this, a Byzantine 
fault-tolerant blockchain in the real world can still operate properly even 
with up to one-third of malicious nodes. By adding more nodes, the PBFT 
blockchain becomes safer. The Hyperledger Fabric and the XRP Ledger 
are also the most popular PBFT implementations. The latter is typically 
thought to be the quickest way to establish CBDC (Central Bank Digital 
Currency), whilst the former has garnered significant interest for indus-
trial IoT applications [11, 54, 60]. 

3.5 Blockchain in Metaverse

Because it can connect disparate minor sectors and give a solid economic 
system, blockchain is regarded as one of the metaverse’s core infrastruc-
tures and helps supply the metaverse with laws that are transparent, open, 
effective, and dependable. For instance, the traceability and confidentiality 
of the data might be made available to users of the metaverse using hash 
algorithms and timestamp technologies, which make up the majority of 
the data layer of the blockchain. Figure 3.2 shows the typical Blockchain 
design including data, network, consensus, incentive, contract, and appli-
cation layers [12, 55, 61].

 ✓ Data transmission and system verification methods provide 
the network with a variety of data transmission types and 
metaverse economic system verification.

 ✓ The credit issue with metaverse transactions is resolved via 
consensus procedures.

Application
Layer

Data Layer

Contract Layer

Incentive Layer

Network Layer

Consensus Layer

Figure 3.2 Layered architecture of blockchain.
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 ✓ Distributed blockchain storage offers guarantees for user 
identities and the privacy of virtual assets.

 ✓ Metaverse cooperators can trust smart contract technol-
ogy. It realizes the metaverse’s pricing group activity and 
ensures that the system norms outlined in contract codes 
are followed in a clear and accountable manner. Once smart 
contracts are launched, their code cannot be altered. Every 
clause in these smart contracts must be fulfilled in full.

Blockchain technology is needed to value metaverse commodities 
and resources, especially when they interact with the actual economy. 
Therefore, it would be wise to investigate blockchain technology in the 
metaverse [13, 56].

3.5.1 Cryptocurrency for the Metaverse

What role do cryptocurrencies play in the metaverse? How can cryptocur-
rency be created and used in the metaverse? In light of these concerns, we 
analyze in this part whether the traditional cryptocurrency issuing rule 
holds for the metaverse. One of the key uses of blockchain technology that 
is currently in the spotlight is cryptocurrency. It also increases interest in 
blockchain. The value system of cryptocurrencies is supported by a broad 
base of user trust, which also fuels cryptocurrency circulation and trading 
[14, 57]. 

Value-adding cryptocurrency circulation, payment, and settlement 
are inevitable in the future metaverse, just as they are in the real world 
built on fiat currency. Specifically, blockchain-based systems have been 
used to implement several cryptocurrency-related functions, including 
creation, recording, and trading. The metaverse cannot exist without all 
of these essential operations. Ethereum tracks each account address’s bal-
ance, which can be checked directly with the Ethereum dataset tools, while 
Bitcoin tracks bitcoin usage via the UTXO (Unspent Transaction Outputs) 
transaction model (e.g. Etherscan). Ethereum and UTXO employ PoW. 
Miners make money by producing blocks. Block generation requires a 
charge. Miners use a lot of electricity to solve hash puzzles to build blocks 
in a PoW consensus. According to the Proof-of-Stake (PoS) consensus 
method for Ethereum 2.0, miners choose which blocks to mine based on 
their coinage age [15].

There are several approaches to dealing with bitcoin exchanges using 
blockchain technologies. The great majority of exchanges for cryptocur-
rencies, like OKEX and AOFEX, are centralized. Low-latency transactions, 
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easy-to-use interfaces, and a certain degree of security are some bene-
fits of centralized exchanges. However, there are issues with centralized 
exchanges as well, like insiders manipulating prices by exploiting gaps in 
information. Other cryptocurrency exchanges take place on decentralized 
exchanges, where peer-to-peer networks or smart contracts automatically 
execute transactions. As a result, different cryptocurrencies utilized in 
those smaller metaverses must be traded, much like fiat money in the real 
world. We believe that the metaverse of the future will support a variety of 
coins. Users of the metaverse will inevitably need to swap various crypto-
currencies in the manner just mentioned [16].

3.5.2 Metaverse Transaction Characteristics

Financial issues relating to renting goods and services, purchasing real 
estate, and almost everything else that people do in the actual world are 
expected to exist in the metaverse. Consequently, token transfers and 
intra-metaverse situations are not the only transactions that can take place 
in the metaverse. Users’ initial transactions are often broadcast to min-
ers and stored in their transaction pools, as per the standard blockchain 
implementation [15]. The miner will carry out the hash-based consensus 
after accumulating a predetermined amount of transactions. The miner 
who generates an output satisfying the difficulty threshold initially creates 
the block. Once uploaded to the chain, the block is distributed to all other 
miners. Given the high number of users who conduct transactions in the 
virtual world every second using various intra- or inter-metaverse apps, 
blockchain nodes will handle a lot of metaverse transactions. Full block-
chain nodes in the metaverse, as is customary, need to keep a copy of every 
transaction ever made on their local machines. This places a considerable 
burden on the entire nodes [1].

Low confirmation latency is a need for metaverse transactions, which is 
another problem. End-to-end latency for Internet applications that fulfill 
human behaviors is frequently between tens and hundreds of milliseconds. 
Furthermore, to prevent vertigo, metaverse apps that use three-dimen-
sional displays and interaction need a delay of fewer than 10 milliseconds. 
All of those low-latency applications require transactions in the metaverse 
to have quick confirmation times [2].

The limitations of the current blockchain consensus protocols hinder 
their direct application to the metaverse. For example, the PoW technique 
depends on the hashing power of miners to reach consensus on a particular 
transaction data. The vast amount of data in the metaverse will necessitate 
extensive mining resources for PoW consensus. To obtain consensus on a 
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proposed set of transactions, the Proof-of-Stake (PoS) mechanism uses the 
quantity and age of coins held by miner nodes. To reach a consensus, the 
PoS method relies on miners being completely fair and objective, but this is 
impossible in the metaverse, where the Matthew effect is much stronger. To 
achieve the strict requirements of transactions, the metaverse needs novel 
consensus methods and blockchain systems [3].

3.5.3 A Market in the Metaverse Powered by Blockchain

Before Ethereum, Blockchain like Bitcoin only supported the transfer of 
tokens. Smart contracts start to support Turing-complete programming 
before the development of the Ethereum platform. Smart contract codes 
could be used to run complex commercial operations in a virtual computer. 
Ethereum enables the transformation of cryptocurrency-based blockchain 
applications into crypto-businesses. Different blockchain-based mar-
ket and business reconfiguration strategies could be used. Decentralized 
finance (Defi), enabled by cutting-edge blockchain technologies, can 
expand the decentralized market and industry in the metaverse. Here, we 
examine several illustrative studies about the Defi market and industry. 
Defi provides a fresh method for developing innovative economic mod-
els in the metaverse. It’s built with fungible tokens and smart contracts 
(FT) [14]. Successful existing systems, like Uniswap, an Ethereum-based 
decentralized exchange (DEX), automatically give customers liquidity for 
their tokens. The CYB token is also distributed by Cybex. It’s important 
to remember that CYB can only be used on the Cybex market for things 
like paying transaction fees, exchanging new tokens, and staking to bor-
row tokens representing crypto assets. The Diem Blockchain, which is run 
by a network of validator nodes, serves as the payment system’s techno-
logical foundation. Because the blockchain implementation software is 
open-sourced, anyone can expand on it and grow it to meet their financial 
demands [4].

3.5.4 Utilizing Blockchain Validation in the Metaverse

The main sources of income in the metaverse at the moment are land devel-
opment and leasing, gaming task rewards, and bitcoin investment gains. 
Auctions are also held for virtual assets like real estate, rare goods, and 
lands. As a result, the metaverse offers a novel funding scheme that blends 
elements of the offline and online worlds. But more recently, it has been 
fusing with the metaverse to build a brand-new digital content business. 
Non-fungible tokens (NFT) have typically been used to gather digital assets 
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or remember significant occurrences. NFT keeps digital assets unique by 
storing encrypted transaction history on the blockchain. Identifying each 
token’s unique value allows digital asset ownership. The avatar and other 
metaverse objects are unique, as shown by the blockchain-enabled NFT [5].

3.6 Blockchain Metaverse

The blockchain metaverse integrates the real and virtual worlds while put-
ting a strong emphasis on a fully functional economy. The internet, aug-
mented reality, and virtual reality are combined in the metaverse. With 
a focus on a fully functional economy, the blockchain metaverse merges 
the real and virtual worlds. That is not the only aspect of the blockchain 
metaverse, though. Additionally, it guarantees that users can go to various 
locations within the metaverse. The market value of cryptocurrencies is 
currently over $10 billion. Because cryptocurrencies can only operate on 
specific platforms, if something goes wrong, a multi-billion dollar industry 
might vanish. Non-fungible tokens (NFTs) provide a solution to this issue. 
NFTs can be produced and traded on open markets, and as they are under 
the ownership and control of a single user, there is no requirement for assis-
tance or approval from centralized organizations. By connecting actual 
value to digital assets, they may bring about a great deal of revolution [6].

3.6.1 What Function Does the Blockchain Serve  
in the Metaverse?

Blockchain makes it easier to build the Metaverse, a foundational layer 
connecting various experiences and apps. The technology also facilitates 
the development of virtual collectibles like NFTs and utility token-based 
digital economies. But other factors make blockchain appropriate for the 
Metaverse. A digital economy, a means of establishing ownership over 
assets, and access to safe transfers of digital currencies or other valuables to 
participants are unavoidable if we were to conceive a digital version of our 
reality. It would also need to be consistently administered and accessible 
from many locations throughout the world [7].

Although it is still in its infancy, blockchain technology has the potential 
to enable all of the aforementioned activities. Crypto tokens are used to 
underpin virtual economies, while digital wallets like MetaMask are used 
to offer proof of ownership in the form of a digital record. Blockchain also 
makes it simple to access the Metaverse because anyone may use a public 
blockchain to create a wallet [8].
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The technology also ensures asset ownership, which is a crucial function 
in a metaverse. A regular game’s in-game things are susceptible to theft, 
but because an NFT has immutable ownership information, it cannot be 
taken or changed. Blockchain enables safe asset and currency transac-
tions between various applications, which will eventually lead to a unified 
Metaverse [9].

3.6.2 Properties of the Metaverse Enabled by Blockchain

Blockchain technology enables a decentralized, persistent, social, and 
limitless metaverse. It is a cosmos that would keep changing as long as 
its inhabitants contributed to it with innovative ideas and various virtual 
activities.
Decentralized: Blockchain is fundamentally decentralized and inde-
pendent of any one company or regulatory agency. Ownership is shared 
among all users of a blockchain-based Metaverse, who are in charge of their 
data. Blockchain-based metaverse transactions are transparent, auditable, 
secure, and immutable [13].
Persistent: A metaverse cannot be stopped or restarted like a game. It is a 
virtual existence in its most basic and full form that develops as a result of 
the combined efforts of all users. Anyone can join the Metaverse and con-
tribute to the development and expansion of the virtual universe’s shapes 
and forms.
Social: The needs of its participants will determine how the Metaverse 
develops. Users can produce original material, establish inventive meth-
ods of knowledge exchange, and share experiences through the usage of 
AI-driven avatars. In certain ways, the way we communicate might be 
challenged by a blockchain-based Metaverse. For instance, in the early 
Metaverse, there are already virtual concerts happening [12].
Boundless: Not to mention, a metaverse is limitless in the sense that it 
creates a connected universe with no restrictions on what is and is not 
conceivable. Thanks to the 3D virtual environment, the Metaverse may 
support any kind of activity, industry, and experience without any physical 
restrictions.

3.6.3 Why Blockchain is the Metaverse Core Technology

1. Hardware and software are the two major parts of any 
metaverse. Users may comfortably engage with virtual or 
augmented reality thanks to the hardware component, 
which incorporates all common controller kinds. In the case 
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of software, we’re referring to a digital setting where the user 
has access to content.

2. Many industry professionals today agree that software 
should be created using blockchain technology, which refers 
to a secure decentralized database where independent nodes 
can connect in a single, continuously updated network [10].

3. It becomes evident that blockchain technology can meet the 
needs of the metaverse when you evaluate its most import-
ant components. Here is a list of them:

 ✓ Security. Secure transmission, synchronization, and stor-
age issues are raised by the exabyte-scale data storage of the 
metaverse. According to this perspective, blockchain tech-
nology is particularly relevant due to the decentralization of 
data processing and storage nodes [11].

 ✓ Trust. Tokens, which are secure storage containers with the 
ability to transmit things like encoded private information, 
digital material, and authentication credentials, are a prereq-
uisite for blockchain. The metaverse blockchain promotes 
higher user confidence in the ecosystem because sensitive 
data won’t be available to outside users.

 ✓ Decentralization. For the metaverse to work effectively, 
everyone’s virtual reality must be identical. Decentralized 
ecosystems built on the blockchain make it possible for 
thousands of independent nodes to synchronize.

 Electronic contracts with the help of these, interactions 
among ecosystem participants inside the metaverse can be 
effectively governed in terms of financial, legal, sociological, 
as well as other aspects. Smart contacts also enable the cre-
ation and implementation of the fundamental elements for 
the government of the metaverse [18].

 Interoperability. Blockchain enables the seamless and 
interoperable operation of multiple systems and interfaces. 
This is crucial in terms of NFT valuation and turnover.

 Financial ties. Cryptocurrency can serve as a dependable 
replacement for fiat money because it is a crucial part of the 
blockchain. It can be used to settle disputes between parties 
in the metaverse.

4. It is evident that there are many problems associated with 
centralized ecosystems when it comes to the development 
and operation of the virtual world. These include malware, 



Blockchain in the Development of Metaverse 85

hacking, and even centralized decision-making that affects 
how the metaverse works. However, the dangers are reduced 
with blockchain technology, making it feasible to create a 
reliable virtual ecosystem [12].

5. Blockchain technology is needed for the metaverse’s essen-
tial elements, including electronic asset proofs, financial 
transactions, administration, transparency, and accessibility.

6. There are various methods to make money in the metaverse, 
including producing virtual property and buying and selling 
collections of metaverse NFTs [13, 62, 63].

Code for Blockchain: Based on its blockchain, Ethereum is a platform net-
work intended to run numerous decentralized applications (DApps). RFCs 
were used to record the fundamental structure and specifics of Internet 
standards, and the Ethereum Request for Comment (ERC) does the same. 
DApps must follow the ERC-number protocol if they want to create tokens 
on the Ethereum network. The initials of Ethereum standard papers 
include ERC-20, ERC-165, ERC-223, ERC-621, ERC-721, ERC-777, ERC-
827, ERC-884, ERC-998, ERC-1155, ERC-1404, and others [11]. One of 
them is the ERC-20 protocol, which is connected to replaceable tokens. 
ERC-20 tokens are interchangeable and have the same value and purpose. 
The Ethereum project issues ERC-20-compliant coins and enables various 
commercial and investing activities [14].

NFT uses the protocol ERC-721 (Non-Fungible Tokens). NFT makes a 
guarantee that each transaction is unique by keeping the encrypted trans-
action history forever on the blockchain. Every token has a unique recog-
nition value that both serves to verify the legitimacy of digital assets and 
gives the transaction value. The main purposes of NFT have been to com-
memorate important events or to collect digital assets, but more recently, 
it has partnered with Virtual world to create a new digital entertainment 
firm [15].
Ethereum-based Metaverse: In the three-dimensional virtual environ-
ment known as the Metaverse, social and commercial interactions are 
commonplace, just like they are in the real world. NFT allows Metaverse 
communication and property. CryptoKitties uses NFT. Blockchain-based 
cat reproduction game. CryptoKitties is a DApp created using the ERC-
721 token from Ethereum. In the game CryptoKitties, players are only 
given access to one cat worldwide. Because they differ from other virtual 
assets in having a distinct recognition value, cat digital assets are rare. Most 
online games have the issue that when the service is stopped, the character 
generated in the game can no longer be owned. NFT technology, however, 
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enables users enrolled in the network to distribute and store digital assets 
to prove ownership [16].

Blockchain and VR helped Decentraland build Metaverse real estate. 
MANA, an ERC-20 token, allowed Decentraland users to own land. On 
land they have purchased from Decentraland, users are free to erect build-
ings as they choose, generate money by mounting billboards to build-
ings, or host exhibitions by gathering exclusive digital content. ERC-721 
non-fungible tokens include collectibles and ownership of the real estate. 
Owners of these special assets may validate their ownership on the block-
chain ledger thanks to Ethereum smart contracts, which are used to create 
them. MANA cryptocurrency can be bought on exchanges and used all 
around the world to pay for digital goods and services. Enjin Coin was 
created to trade in-game stuff. Ethereum-based smart contract platform. 
Enjin Coin protects all game items’ ownership and value. Enjincoin can be 
used for Metaverse and real-world payments [17].

3.7 Obstacles and Unresolved Problems

We discovered through the prior review that blockchain is a key technol-
ogy for the metaverse. We are conscious that the metaverse is still in its 
infancy, despite the technologies’ potential to create a scalable, dependable, 
and effective metaverse. The difficulties, unresolved problems, and recom-
mendations for the metaverses are thus covered in this section.

3.7.1 Unresolved Issues in the Metaverse’s Digital Economy

Digital creativity in the virtual world may be limitless, unlike in the physical 
world. In the digital economy, identification rather than the uniformity of 
labor as in the traditional economy determines value. To help users create 
original material quickly and profitably at a low cost, authoring tools must 
be developed in the field of digital creation. These tools might increase the 
motivation of metaverse content creators. Instead of decreasing, the mar-
ginal gains of output in the physical world will increase in the metaverse. A 
value conversion mechanism is necessary to close the gap between the real 
and virtual worlds’ disparate marginal benefits [1].

In the future, when corporations begin selling virtual skins, virtual 
clothing, and even virtual estates at high prices that will prevent a large 
number of players from joining the metaverse, people will prefer to select 
a digital outfit from their virtual wardrobe. Therefore, it is vital to sug-
gest specific governance methods with the assistance of multinational 
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corporations. How to create a metaverse-real-world digital currency sys-
tem is also unclear [12].

3.7.2 Concerns with Blockchain

Even though blockchain technology has made significant advancements, 
merging blockchain with the metaverse still presents difficulties and unre-
solved problems. To encourage readers to seriously delve into the pertinent 
technical studies, we present several questions in the section below.

 v Are real-world NFT platforms capable of handling metaverse 
transaction volumes? With blockchain technology, NFTs are 
special cryptographic tokens that are used. NFTs, digitalize 
physical objects like artworks and real estate by giving them 
non-reproducible properties. The NFT platforms available 
today, however, are still in their infancy. To support future 
metaverse apps’ high traffic, NFT platforms must improve 
their service.

 v What regulations are necessary for a thriving 
 blockchain-powered digital market and economy in the 
metaverse? From a policy standpoint, the market for digi-
tal blockchain technology may benefit from a combination 
of decentralization and regulation. The DAO paradigm is 
recognized as a successful, decentralized, and promising 
paradigm that collaborates with like-minded individuals 
worldwide. DAO members each have their internal treasur-
ies that can only be accessed with the group’s consent. Smart 
contracts, which are transparent scripts that anybody can 
verify, are used to carry out DAOs. So that every person in 
the metaverse has a countable voice, decisions can be made 
via DAOs and governed by proposals and voting.

 v Is it possible to immediately import the real-world block-
chain-powered application paradigm into the metaverse? 
Today’s massive cryptocurrency speculations and initial 
coin offering (ICO) scams have cast serious questions on 
the meaning of metaverse. The current blockchain-powered 
application models also fall short of the high throughput and 
low latency performance standards set by the metaverse. 

 v Is the metaverse going to demand new blockchain tech-
nologies and consensus mechanisms? Consensus building 
blocks like PoW and PoS are used in blockchain technology. 
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The  present consensus algorithms, however, suffer from a 
significant amount of hash processing and a variety of secu-
rity issues [3]. 

3.7.3 Metaverse Governance

Companies like Roblox and Metaverse are currently the leading users and 
proponents of the concept of the metaverse (Facebook previously). Naturally, 
these massive companies build and manage the most well-known ecosystems 
quite quickly. Tiny metaverse has a limited number of applications. On the 
other hand, all of the user-necessary scenarios would be present in the macro 
metaverse. Such a vision requires large firms to collaborate to create a broad, 
unified metaverse. But how are you going to convince those big corporations 
to cooperate? Once it has been established, how are universal rules for the 
entire united metaverse created? In the future metaverse, however, there will 
be risks related to market fraud and financial fraud. Thus, metaverse regional 
jurisdiction will value market governance more [4].

3.7.4 Metaverse Applications Powered by Blockchain

Numerous applications, including blockchain-enabled ones for social 
media platforms, administrative work, NFT markets, entertainment financ-
ing, etc., will strengthen the metaverse’s virtual economy. Axie Infinity, a 
blockchain-based game, lets players fight, breed, and trade Axis. Players 
can transfer money from Ethereum to Ronin wallets using the Ronin 
Bridge. Players can buy ETH on Binance, Coinbase, or Ronin with fiat or 
cryptocurrency and have it transferred to their address. In other words, the 
game permits the interchange of fiat and cryptocurrency. Although some 
nations may not accept this blockchain-based game financing, we think 
that the metaverse of the future will embrace a much more transparent, 
equitable, and logical physical world [5].

3.7.5 Metaverse Privacy and Security

Privacy and security in the metaverse are important considerations from 
the perspectives of metaverse organizations, producers, and consumers 
together. Failure to do so could lead to privacy violations, identity theft, 
and other types of fraud.

The identity of virtual objects, bitcoin spending histories, and other 
private user data are only a few examples of the many private attributes 
in the metaverse that must be protected. Metaverse-oriented encryption 



Blockchain in the Development of Metaverse 89

techniques are hence unproven suggestions for the metaverse’s privacy 
protection [6].

3.8 What Other Problems in the Metaverse  
Can Blockchain Help With?

In the preceding sections, we talked about the inescapable connection between 
blockchain and the metaverse. We will now see how blockchain aids in over-
coming some potential difficulties in creating a metaverse environment.

3.8.1 Acquiring Transactional Data

 v Difficulties in the collecting of transactional data
 Since there will be tons of unstructured, real-time transac-

tional data, the dependability and integrity of the services 
provided in the Metaverse might be determined by the qual-
ity of the data. The amount of data that will be gathered will 
be so massive that the data-collecting systems may become 
overburdened. Additionally, duplicate and erroneous data 
may accumulate, impairing the data’s quality [1].

 v How does the blockchain approach the problem?
 Different applications will find it simpler to obtain verified 

and legitimate transactional data as a result of the distributed 
ledger in the blockchain validating the transaction records 
and tracing the metaverse data. Each block of data collected 
using blockchain technology is secured by including a cryp-
tographic hash of the block before it, as well as a timestamp 
and metadata, making the data resistant to hacking. Thus, the 
unique validation process supported by multiple processes in 
blockchain technology prohibits data that is now being pro-
cessed from being duplicated or altered. As a result, the data 
obtained in the Metaverse through the use of blockchain- 
enabled acquisition tools will be completely trustworthy [2].

3.8.2 Interoperability of Data

 v Data interoperability issues in the metaverse
 The transfer of a user’s digital belongings, such as NFTs 

and avatars, from one digital environment to another is 
restricted. It is challenging to move to the virtual world 
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because of the lack of openness. For instance, it is not fea-
sible to log into Roblox and Decentraland using the same 
account. The ability to govern the interactions across virtual 
worlds in an appropriate manner, which is a severe restric-
tion of the conventional approach, is necessary for metaverse 
interoperability [3].

 v How blockchain addresses the problem?
 A cross-chain protocol that enables the exchange of goods 

like avatars, NFTs, and payments between the virtual worlds 
would be the ideal solution. Therefore, companies can use 
cross-blockchain technology to do away with the necessity 
for middlemen in the metaverse [4].

3.8.3 Data Privacy 

 v Obstacles to maintaining privacy in the metaverse include:
 Personal information can be used by attackers to deceive 

other users. As a result, it is important to address the issue 
of protecting personally identifiable information. Although 
we corporate validity data in the metaverse. It would make 
managing enormous amounts of data more difficult and 
present new difficulties [5].

 v Blockchain’s approach to the problem: 
 The best way to safeguard sensitive data is to employ block-

chain technology. By using private and public keys, users 
may manage their data. Therefore, it is prohibited for third-
party intermediaries to misuse or get data from other parties. 
Additionally, Blockchain has a feature that lets data owners 
choose when and how third parties can access their data.

By implementing zero-knowledge proof on the blockchain, people can 
easily access identifying information that is crucial to the metaverse while 
also keeping their privacy and control over their belongings. The block-
chain’s zero-knowledge proofs mechanism allows users to convince others 
of something about them without revealing the information. Blockchain 
thus completely safeguards the privacy of sensitive data [6].

3.9 Conclusion and Future Research Directions

We aim to provide a thorough assessment to professionals from academia 
and industry by reviewing the most relevant works across metaverse 
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components, digital currencies, and blockchain-enabled technologies. 
We also anticipated significant difficulties and unresolved problems when 
building the core components of the metaverse using blockchain technol-
ogy. Collaboration between academics and business is necessary for fur-
ther metaverse exploitation and multidisciplinary study to work toward an 
open, just, and logical metaverse of the future.

The Metaverse is a controversial Internet concept and cutting-edge 
technology. The Metaverse requires these technologies. The Metaverse 
needs AI to monitor information to stop hazardous information from 
spreading. A fully developed blockchain system, data computing (includ-
ing edge and cloud computing), a 5G or 6G network, data transport, and 
virtual reality technologies are needed to store and validate identities. 
The Metaverse needs 3D rendering, XR, BCI, wearable tech, robots, and 
more. Despite their unimplementation, these technologies are evolving 
swiftly. Metaverse uses cutting-edge information technology to create a 
more open and immersive digital environment to assist Internet growth 
and digital economy modernization. This approach may dominate the 
digital economy’s development. As it evolves, this idea will affect global 
politics, society, the economy, the global landscape, and international 
relations.
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4.1 Introduction

The terms Metaverse, Blockchain, and NFTs are a few of the most searched 
and spoken about topics of this generation. All these technologies exist 
due to the development of the internet and hardware devices which lead to 
increased computational power. The Internet quickly evolved from a small 
collection of services, such as email reading and web page browsing, to a 
highly broad and complex service based on connectivity that places individ-
uals in a spatial and temporal context. Email and one-on-one interactions 
are no longer the only modes of communication available on the Web. An 
individual has a wide range of alternatives for exteriorizing thoughts, feel-
ings, sentiments, and ideas in the present and in a selected manner [36, 45]. 
A crucial component of what’s being hyped as “web3,” or third generation 
of the internet, which follows the world wide web which is web1 and social 
media which comes under web2. With the use of virtual and augmented 
reality (VR/AR), which combine to create 3D environments, this next iter-
ation of the internet is intended to be more engaging and experiential [3].

Web 1.0, commonly referred to as the informational web, is the first gen-
eration of the internet which was prevalent from around 1991 until 2004. 
Information on web pages can only be read and shared by users. Websites 
can display information thanks to the Content Delivery Network (CDN) 
of Web 1.0. One can use it as their own personal webpage. Here, users can 
simply read information; they are unable to engage with the pages’ content. 
Web1.0 was built entirely on the client-pull model (HTTP), which can only 
be initiated by the client, and does not permit two-way communication 
[45]. Few authors and many readers made up web 1.0, which slowed down 
the network and left the users famished for resources.

Worldwide websites that emphasize user-generated content, usability, 
and interoperability for end users are referred to as “Web 2.0.” In contrast 
to web 1.0, web 2.0 allows users to collaborate and gain collective intelli-
gence by enabling them to produce, change, and update material online. 
Instead than referring to any specific technical advancement, “Web 2.0” 
describes a change in how people utilize the internet. Another name for 
Web 2.0 is the social participatory web. Web 2.0 is the era of centralization, 
during which a significant portion of communication and trade occurs on 
closed platforms that are held by a small number of extremely powerful 
businesses. Major Web 2.0 features enable users to categories and locate 
dynamic information that flows back and forth between site owners and 
site users via assessment, comments, and reviews. One can assume that 
an improved version of Web 1.0 is Web 2.0 [37, 38]. Figure 4.1 shows the 
evolution of the web.
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The web was divided into many versions due to distinct stages of evo-
lution. According to some, the Web 3.0 stage is the point at which the 
internet offers the conditions needed for people and organizations to use 
information in ways that encourage the flow of material, irrespective of 
the devices and networks [44]. Web 3.0 can be looked at as transforming 
the Web into a database with the incorporation of DLT (a blockchain is 
an example of distributed ledger technology), and that data can assist in 
the creation of Smart Contracts tailored to the needs of the individual [39, 
46]. The fundamental ideas of decentralization, openness, and increased 
consumer usefulness form the foundation of Web 3.0. Decentralization 
and permission less systems, two key components of Web 3.0, will also 
allow users far more control over their personal data. Online content, dig-
ital assets, and the online identities of users are within their control and 
ownership. Now the major question among the public is what exactly is the 
Metaverse and how is it related to web 3.0.

METAVERSE as stated by various intelligent minds is the next inev-
itable step in the evolution of the internet. The term metaverse originates 
from Snow Crash, a science fiction novel written by Neal Stephenson [1]. 
The book represents the metaverse as a second, computer-generated virtual 
reality world that individuals from all around the world could connect to 
and access using goggles and earphones. The metaverse roadmap overview 
team has established that the metaverse mainly encompasses four scenarios- 
augmented reality, lifelogging, virtual worlds, and mirror worlds [2, 40, 41]. 
The Metaverse is envisioned as a 3D immersive world where we will spend 
a lot of time socializing, working, amusing ourselves, learning, etc., it is not 
yet a tangible reality yet. It combines various technologies, including social 
media, gaming, virtual reality (VR), augmented reality (AR), and mixed real-
ity (MR). By converting from 2D to 3D, the Metaverse offers users a new way 
to interact with the internet. Web content is turned into three-dimensional 
objects so that users can interact with it in three dimensions rather than 
simply clicking and paging through multiple pages and tabs on 2D screens 
on desktops or mobile devices. Numerous businesses that have jumped on 

CONSUME CREATE OWN

WEB 1.0 WEB 2.0 WEB 3.0

Figure 4.1 Evolution of the web.
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the metaverse bandwagon also have plans for a brand-new digital economy 
in which users will be able to produce, purchase, and sell items. Leading 
tech companies are embracing the metaverse craze. Tech powerhouses like 
Microsoft and Meta aren’t the only ones developing technology for interfac-
ing with virtual worlds. Numerous other significant corporations, such as 
Nvidia, Unity and Roblox are setting up the necessary framework to build 
better virtual worlds that more closely resemble our real world. Nonfungible 
Tokens (NFTs) from consumer brands like Gucci and Coca-Cola are being 
sold on metaverse marketplaces like Decentraland. Additionally, Nike and 
Roblox collaborated on “Nikeland,” a virtual environment where Nike fans 
can play games, interact, and outfit their avatars in clothing. Samsung, a major 
technology company, opened its first store in the metaverse in Decentraland 
in January 2022. Not just tech and consumer companies but the decentral-
ized nature of web3 and Metaverse has won over many musicians. Lil Nas 
X performed four times over the course of two days for a 33 million-person 
crowd in one of the earliest Roblox virtual concerts. There were 27.7 million 
Fortnite players who watched Ariana Grande’s Rift Tour [42–45, 47]. NFTs 
allow artists the chance to have more control over their professional futures. 
They make it possible for musicians and artists to interact with their listeners 
and have more control over their music and image. As stated by Roblox’s 
vice president of product management, Metaverse is “not just about taking 
money out of the ecosystem, it’s also about using the same virtual currency 
and spending it across the ecosystem.” The metaverse cannot be controlled 
by a single organization; rather, a constellation of businesses, groups, and 
individual innovators working together under some set rules and guidelines 
will likely emerge. Where exactly does Web3 come into the picture? The most 
ideal Metaverse is the one where no single entity controls the data and assets 
of users in this “open and decentralized” metaverse. This is majorly where 
Web 3.0 comes into the picture i.e., it might provide the Metaverse’s founda-
tion for connectivity. On the other side, the Metaverse’s creator economy can 
complement Web 3.0’s ambition by creating an entirely new financial system 
through the use of decentralized solutions. Blockchain technology and ideas, 
such as digital identification, smart contracts, and decentralized apps, are the 
focus of Web3. This chapter further discusses how blockchain technology 
acts as one of the pillars in realizing the Metaverse.

4.2 Blockchain

In recent times Blockchain technology has gained immense popularity. It 
can also be said that Blockchain is the newest buzzword, and practically 
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all Fintech enthusiasts and professionals are discussing its potential on a 
worldwide scale. Blockchain technology was initially introduced as the 
backbone technology of Bitcoin in the whitepaper written by Satoshi 
Nakamoto in 2008. Blockchain can be defined as a public ledger that stores 
all transactions made in a chain of blocks. Each block in the blockchain 
has a cryptographic hash similar to the fingerprint of a human being that 
is unique to every human. The previous block’s hash links all blocks in 
the blockchain. The chain expands as new blocks are appended to it. One 
of the machines that run the blockchain’s software to verify and store the 
whole history of transactions on the network is referred to as a node. Each 
node on the blockchain network has the entire blockchain on its system. 
Blockchain technology operates on peer-to-peer protocol also known as 
P2P protocol i.e., each node serves as a server, eliminating the need for 
a network’s central server, therefore, making it a decentralized network 
which is one of the primary reasons blockchain technology is favored. 
A block in a blockchain network consists of cryptographic hashes – both 
parent block and Merkle tree, timestamp, nonce, and transaction data  
[4, 46, 47].

To establish trust and reliability among the nodes, all the peers in the net-
work reach an agreement about the present state of the data in the network 
such as verification and addition of new blocks using a consensus mech-
anism which is a method for helping a decentralized network reach con-
sensus on specific issues [5]. A blockchain update protocol is said to attain 
consensus if the following four criteria are satisfied: Validity, agreement, 
liveness, and total order [6, 48–50]. The famous cryptocurrency Bitcoin 
implements Proof of work also known as PoW protocol to reach consen-
sus. In order to authenticate PoW, a challenging computational technique 
is needed. In POW, each node in the network computes a hash value of the 
block header, which is continually updating. According to the consensus, 
the estimated value must be less than or equal to a specific given value. To 
reach the aim of the decentralized network, all members must continu-
ously calculate the hash value using various nonces. All other nodes must 
mutually verify the accuracy of the value when one node obtains the per-
tinent value. Then, in the event of fraud, the transactions in the new block 
would be verified. Then, a new block is added to the blockchain to repre-
sent the authenticated result, which was determined from the collection of 
transactions utilized for the calculations. The POW mechanism is known 
as mining, and the nodes that calculate the hashes are known as miners. 
An incentive system is necessary since calculating the authentication takes 
time. For bitcoin, the incentive is in form of a block reward. The amount of 
Bitcoin awarded for each block that is cleared and added to the blockchain 
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is known as the block reward. The system is designed in such a way that 
the block reward for the miners is said to be halved every four years or 
2016 blocks mined. The Last halving happened in 2020 and, as of then for 
every block a miner solves, they are rewarded with 6.25 bitcoins. Figure 4.2 
shows the flow of proof of work protocol.

Another prominent consensus mechanism is known as the Proof of 
Stake protocol or PoS. The blockchain revolution around the globe was 
primarily sparked by Proof of work, however, due to the nature of proof of 
work, a crypto-currency is dependent on energy consumption, introduc-
ing considerable operating costs that are passed on to users in the form of 
inflation and transaction fees [7]. Proof of Work enables consensus on the 
next block to add by asking network users to invest a significant amount 
of time and energy in creating new valid blocks. On the other hand, proof 
of stake utilizes less energy than proof of work while performing the same 
function for which it was designed. However, PoS requires users to stake 
cryptocurrency as collateral in order to add a new block to the block-
chain-based digital record. Users staking cryptocurrency are known as val-
idators. These validators are chosen pseudo- randomly by the algorithm. 
The system ensures the validator’s honesty by using the staked cryptocur-
rency i.e., can be destroyed if the validator behaves dishonestly or lazily 
[8]. When a predetermined number of validators confirm that a block is 
accurate, it is finalized and closed.

There are many other important consensus mechanisms such as del-
egated proof of stake, proof of burn, Practical Byzantine fault tolerant 
Mechanisms, etc. All of these mechanisms are used in different block-
chains as per the requirement of the network to ensure a safe, secure, and 
tamper-free network.
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Figure 4.2 The flow of proof of work protocol.
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A blockchain network is majorly comprised of four layers i.e., L0 is the 
primary layer and this is where the hardware, internet, and connections 
exist. Next, come the L1s, Blockchains that are considered layer 1s, such 
as Bitcoin and Ethereum, process and complete transactions on their own 
blockchain [51–53]. Consensus (PoW, PoS) and all the technical aspects, 
such as block time and dispute resolution, take place here. L2 solutions 
are the overlapping networks that are positioned above the base layer. 
Integrations with third parties are utilized in conjunction with layer one 
to boost scalability and the number of transactions per second at layer 2. 
Layer three, or L3, is frequently used to refer to the application layer. The 
L3 projects serve as a user interface while hiding the communication 
channel’s technical details. Blockchains’ real-world usability is a result of 
L3 applications. The metaverse applications such as Decentraland, cryp-
tokitties, etc. which will be discussed in further sections are all L3 Dapps.

A few important concepts in Blockchain technology are:

4.2.1 Distributed Architecture

In a distributed system, two or more nodes collaborate with one another 
to achieve a common goal. The model is constructed so that end users per-
ceive the system as a single logical platform. The blockchain is replicated 
on each node in the network and updated in real-time whenever a trans-
action occurs thanks to distributed computing. Blockchain is made secure, 
transparent, and irreversible through the use of distributed computing and 
peer-to-peer architecture, both of which eliminate the need for a central 
authority to run the network. As each node must connect with its neigh-
bor node in order to reach a consensus decision, distributed computing is 
crucial to maintaining this consensus protocol [54, 55].

4.2.2 Tokens

Tokens are digital assets created on a particular blockchain and defined 
by a project or smart contract. Tokens come in utility and security vari-
eties. Consumer or incentive tokens are other names for utility tokens 
[43]. Tokens represent commodities or assets that can be traded and live 
on their own blockchains. Although crowd sales are commonly financed 
with cryptocurrency tokens, they can also be used in other scenarios. 
Cryptocurrencies are frequently used as the basis for transactions on 
blockchains built using standardized templates, such as the Ethereum 
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network, which enables the creation of tokens. These blockchains work on 
the basis of “smart contracts” or “decentralized apps,” in which the vari-
ous transactions that occur on the ledger are processed and handled using 
programmable, self-executing programming. There are certain standards 
followed by the Ethereum blockchain to generate a token such as, the tech-
nical standard for fungible tokens produced on the Ethereum network 
is called ERC-20. Contrary to the well-established non-fungible tokens 
(NFTs), which cannot be done so, a fungible token is one that can be traded 
for another token. A sort of token is distinct and may have a different value 
from another token from the same Smart Contract thanks to the intro-
duction of the NFT standard in the ERC-721. ERC-777 is a fungible token 
standard improving the existing ERC-20 standard [44, 56].

4.3 The Metaverse

As established in section 4.1, Metaverse is a virtual world where users can 
communicate with each other and a computer-generated environment 
through a virtual reality headset and can navigate through the world 
through specially designed technologies, the user can feel the physical 
sensation of being in the computer- generated universe. One can assume 
that Metaverse is a virtual world where one can find all physical things, 
services, friends and family, buildings, world maps, and the Universe 
there.

According to [9] the metaverse architecture designed by Pietro [10] can 
be majorly classified into seven layers as shown in Figure 4.3.

As shown in Figure 4.4, the seven layers of the Metaverse are namely:
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Figure 4.3 The flow of proof of stake protocol.
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4.3.1 Experience

The closest layer to human beings which enables humans to experience 
the Metaverse. The limitations that physicality imposes will be removed 
as physical space is dematerialized. As a result, the metaverse will provide 
us with a wide range of experiences that we cannot currently enjoy for 
example in general all the customers prefer the front row in concerts but 
in the physical world, it is not possible whereas in the virtual world of the 
Metaverse all the customers could be given front row seats by designing 
the universe as such. A few examples of this layer are games, social events, 
theatre, concerts, etc.

4.3.2 Discovery

Jon Radoff describes Metaverse as push and pull that introduces people to 
new experiences. The inbound and outbound discovery systems are still 
present in the metaverse ecology. Inbound discovery occurs when peo-
ple are seeking those experiences whereas Outbound refers to the strategy 
of trying to reach individuals with communications whether or not they 
requested it [57, 58].

4.3.3 Creator Economy

As the Metaverse’s popularity increases and the experiences in the Metaverse 
become immersive, The number of creators also grows exponentially. All 
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Figure 4.4 The seven layers of Metaverse.
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of the technology that creators use every day to design the enjoyable expe-
riences that consumers have is contained in this layer [59, 60].

4.3.4 Spatial Computing

In 2003, Simon Greenwold defined spatial computing as “Spatial comput-
ing is human interaction with a machine in which the machine retains and 
manipulates referents to real objects and spaces” [11]. In the Metaverse, 
spatial computing enables us to travel through 3-D spaces and manipulate 
them. In short Spatial computing proposes to break the barrier between 
physical and ideal worlds which includes technologies such as AR, VR, etc. 
[61, 62, 75, 76, 81].

4.3.5 Decentralization

Decentralization is the process through which authority and deci-
sion-making are transferred from a centralized entity (an individual, an 
organization, or a collection of such entities) to a distributed network. In 
decentralization, the users rather than basing their trust in a centralized 
entity, trust is based on software or distributed networks. This is where 
Blockchain also comes into the picture. Decentralization in the metaverse 
can be achieved by the implementation of blockchain technology which 
includes smart contracts, open-source platforms, and eventually the possi-
bility of self-sovereign digital identity [63].

4.3.6 Human Interface

Human intervention is a crucial component of the hardware layer of the 
metaverse. This layer consists of technologies that allow humans to experi-
ence the metaverse such as VR headsets, smart glasses, etc. This layer also 
allows humans to gather Intel on the real world and make versions of the 
3-dimensional spaces [64, 65].

4.3.7 Infrastructure

The infrastructure layers enable devices to connect to the internet and 
deliver the content required. As of this year, the 4G network is prevalent all 
over the world. Without 5G and 6G networks in the picture, Metaverse is still 
a distant dream. 5G computing reduces the network latency while increas-
ing the bandwidth by great extents, such kind of functionality is required by 
next-generation mobiles, headsets, and smart wearables [66–68, 77].
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Now that we have discussed the 7 layers of the metaverse architecture 
and a few underlying technologies in the layers, we come across the ques-
tion of what exactly are the main enabling technologies of the metaverse.

The key enabling technologies in the metaverse are AR and VR, Artificial 
intelligence, Internet of things (IoT), spatial and edge computing, 3-D 
reconstruction, and Blockchain technology.

1. Augmented reality (AR) and Virtual reality (VR) essen-
tially come under Extended Reality or Cross Reality (XR) 
which consists of immersive technologies, and digital envi-
ronments. Augmented reality provides simulations that are 
superimposed on the actual physical world with real- time 
interaction [12]. One of the most widespread examples of 
Augmented reality is Snapchat, the popular social messaging 
application which uses AR technology to project a variety of 
really cool and fashionable filters onto users’ faces. Virtual 
reality or VR without any physical restrictions can replicate 
any 3D environment and experience for the user [12]. The 
usage of smart wearables such as VR headsets, immersion 
helmets, etc. is enhanced by the pre-existing human senses 
such as sight, sound, and natural interaction with virtual 
objects. The combination of both these realities and making 
a reality layer for humans to experience and interact with is 
one of the most important steps in realizing the metaverse.

2. Artificial intelligence facilitates the content creation process, 
For instance, some AI components, such as GANverse3D 
from NVIDIA, allow designers and makers to take pho-
tographs of objects and then turn them into virtual repro-
ductions. Avatars may interact with a variety of real-world 
modalities, including voice recognition and sentiment anal-
ysis, which are supported by AI in terms of accuracy and 
processing speed [13]. By giving these avatars the ability 
to pick up on human body language and conversational 
nuances, AI further enhances their realism. Internet of 
things or IoT is defined as the global network of machines 
and devices capable of interacting with each other [14]. IoT 
gives the metaverse access to real-time information gathered 
from the outside world. By making use of such information, 
the metaverse can improve the veracity of the events taking 
place in its virtual world and make them pertinent to the 
circumstances or environment in the actual world [69, 78].
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3. 3-D reconstruction consists of an important technology 
called Digital twins. The most accurate modeling of physical 
items is provided by digital twins (DTs), which can precisely 
identify and forecast all physical output from the computer 
[15]. A digital twin in the metaverse can reflect the physical 
world into the virtual one. Therefore by having a digital twin 
real-world problems can be solved by performing simula-
tions on the DTs.

4. Blockchain technology provides many uses in the Metaverse 
such as storage, security, trust, decentralization, and many 
more which will be discussed in further sections. This chap-
ter has discussed the architecture of the metaverse and how 
the metaverse works i.e., its underlying technologies. A 
question raised by various smart minds of the world is that 
is the Metaverse still a distant dream. As discussed in the 
earlier sections it will take up a considerable amount of time 
for the entire Metaverse to come into action as the enabling 
technologies required for the Metaverse are being devel-
oped, but there are already a few applications in the field of 
the Metaverse in the real world which are:

1.  Healthcare: Metaverse combined with the Medical internet 
of things, integrated with AR and VR glasses enable doc-
tors or medical professionals to interact in the metaverse 
for medical education, science popularization, consultation, 
graded diagnosis and treatment, and clinical research [16]. 
Adaptation of the Metaverse can already be seen in tele-
medicine, virtual medicine, remote care and monitoring, 
data-driven medicine, and other fields [17]. Ever since the 
beginning, healthcare meant physical interaction between 
the patients and the doctors. To get treated or to get diag-
nosed, the whole process was hands-on. But the pandemic 
has changed the situation and more people chose telecon-
sultations and home-based health care. This is when the 
Metaverse has taken the charge to revolutionize this forever. 
Breaking down the physical barriers by Metaverse is one of 
the major wins for both medical professionals and patients. 
Metaverse in the pharma world, one can increase the time 
spent on ethical scientific education. The consultations with 
the doctor could be more personalized, and the doctors 
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can really join in, where people can feel the physical pres-
ence without actually turning on the camera, it also helps 
people to demonstrate things in a more immersive and 3D 
way. One of the use cases of Metaverse in Healthcare would 
be to remove Phobias. The phobia from the perspective of 
fear of heights or water etc., and it could be a lot to do with 
the different therapy areas. For example, a lot of compa-
nies are using the Metaverse to enable public speaking, this 
could help People who have a phobia of speaking in pub-
lic. Also, a recent study shows that VR-trained Surgeons 
are a 200% boost in overall performance compared to a 
traditionally trained surgeon. For example, a major com-
pany called META or previously known as Facebook group 
acquired OCULUS VR Technology. And during the years 
2012-2014, the Oculus VR Headset was in total awe. One 
of their notable collaboration was with the WHO Academy 
when a mobile application was developed during the pan-
demic, which helped healthcare workers to develop skills 
for more efficient management of COVID-19 patients using 
Virtual Reality. But the biggest problem for healthcare in the 
metaverse is Accessibility, it is very much important to make 
it accessible to everyone in a much easier way and that is 
why digital healthcare focuses so much on easy access. Now, 
this could make you question whether it is really worth hav-
ing access to consultations from the comfort of your house 
without actually knowing how to use the headset. We can’t 
ask a patient in need to get into an hour-long conversation 
just to get into the Metaverse for a medical consultation [70].

2.  Education: When we look at the traditional delivery of 
Education where you read the content that you’re trying to 
learn, we tend to retain just 5% of that knowledge whereas 
if you experience something in Virtual Reality, the reten-
tion goes to over 75%. The online education system that was 
used by students during the pandemic has paved the way for 
the Metaverse to change the way we learn. During the pan-
demic, we had no choice but to adapt to online education 
where many visual aids were introduced to make it better. 
But it came with several drawbacks like lack of social inter-
action and strain of screentime. But another way to look at 
this online education system was, as a training ground for 
being able to study on Metaverse. The Metaverse classrooms 
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make it more interesting and exciting for the students to 
learn. Because, here students are not taught with the help of 
PowerPoint Presentations or through books, but are taught 
by experiencing it virtually. For example, biology students 
can learn the anatomy of a frog in a more efficient and inter-
esting way without actually touching or cutting it. Another 
way of using Metaverse in Education is using Holograms for 
Teaching, where a teacher being anywhere in the world can 
be projected as a Hologram into any classroom. This shows 
that there’s a huge level of opportunity for how Metaverse 
can change the Education system. But the major chal-
lenges of Metaverse in Education would be Accessibility, 
Affordability, and quality. Because, more than 40% of the 
people in India do not have an access to the internet, which 
makes it impossible for them to join metaverse classrooms 
[71].

3.  Gaming: Gaming in the Metaverse is going to span from 
immersive experiences in the fantasy world by bringing 
simple games into our everyday lives using holograms, 
you would play old games in new ways. It is no surprise 
that video games are serving as the testing grounds for 
Metaverse. The Metaverse wants to create video games that 
are more social and more decentralized. Yet Gamers are still 
suspicious of the metaverse or at least the way in which it’s 
currently being discussed by the big companies. Every major 
publisher’s announcement of some sort of web3 initiatives 
like Metaverse or a decentralized currency has been met 
with a strong unanimous reaction from the community. The 
Metaverse is designed to fascinate users by giving them real-
life experiences in the virtual world. The Metaverse is here 
to take those collaborative possibilities beyond 2D screens. 
This collaboration is a great technique to make games more 
interactive in the 3D world. The Gaming industry is one of 
the major sectors that is utilizing the metaverse features to 
take the gaming experience to the next level. Gaming in the 
Metaverse is inherently social and interactive which sets it 
apart from the traditionally known VR gaming experience 
where the players were playing alone. Multi-player gam-
ing will be set on an additional dimension where the play-
ers would be able to invite their friends from all over the 
world and make the gaming experience more interactive. In 
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the metaverse, gamers can make an addition to the virtual 
world, they can create their own content, and even build sub-
games. Here, assets or avatar enhancements acquired in one 
game could be portable to another game, leading to the Asset 
Portability in Metaverse. The players can also experience the 
physical sense of touch using haptic gloves and jackets. The 
Metaverse does not only indulge towards immersive gaming 
but also an individual can get access to Web3, Crypto and so 
much more. Blockchain and Cryptocurrency help develop-
ers to develop decentralized metaverse projects, While, the 
blockchain is indulged towards the technology, Crypto assets 
help in exchanging gaming assets. While Age-appropriate 
services, control, and experiences would be the concern to 
be addressed regarding Gaming in Metaverse [72].

4.4 Blockchain-Powered Metaverse

4.4.1 What is the Need for Blockchain in the Metaverse?

Data security and privacy: How to ensure users’ security and privacy in 
the metaverse, where there is a risk of privacy invasion, identity theft, 
and other forms of fraud, is a natural concern from the perspectives of 
metaverse businesses, developers, and users. Threats in Data security and 
privacy: Firstly looking at data privacy issues there are a few major issues 
in data privacy in the Metaverse for example:

Internet 2.0 has made it possible for advertisers to track how users move 
their cursor, where they gaze on a screen, how long they spend looking 
at a particular image, and which individuals or items they like. Web 3.0 
or Metaverse is a huge step up from the previous kind of data collection, 
in the Metaverse the platform will be able to track our body movements, 
physiological responses such as breath count, eyeball movements, perspi-
ration, etc., likely even brainwaves, and real and virtual interactions with 
the surrounding environment [18, 73, 74].

Doxing i.e., the act of disclosing a victim’s private information in order 
to obtain money or for online shaming is already being done in web 2.0 
based on personal information gathered via social media sites and other 
mediums. Coming to the Metaverse, numerous real-world details about 
user habits and physiological traits will be among the personal and sen-
sitive information, with this kind of information how can doxing be pre-
vented? Due to the enormous growth in data generation in the metaverse, 
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applications’ insufficient security protocols will increase the risk of a data 
breach [19]. In the Metaverse, concerns exist over the protection of the 
confidentiality of personal data when it comes to personally identifiable 
information (PII).

How Blockchain Tackles This Issue
Blockchain technology makes use of asymmetric cryptography for encryp-
tion and decryption i.e., it consists of two different keys, a public key - for 
validating signatures and encrypting data and a private key - for signing 
messages and decrypting data. Therefore Blockchain will be able to grant 
the ownership of the data to the respective user through public and pri-
vate keys or asymmetric cryptography. Blockchain makes use of another 
cryptographic technique known as zero-knowledge proof or ZKP which 
can be used to check whether the prover has enough transactions without 
disclosing any private transaction information in a blockchain setting [20]. 
The use of zero-knowledge proof on the blockchain enables people to eas-
ily identify crucial data in the metaverse while keeping their privacy and 
ownership over their assets [21]. Smart contracts in the blockchain enable 
secure, permissionless, and tamper-free transactions. Some rules or codes 
can be applied before for example Each participant will be required to con-
firm that user PII has not been hacked, for instance, if integrated metaverse 
platforms offer Initial Coin Offerings (ICO) [22, 79, 80].

Data Acquisition: The process of digitizing data from the environment so 
that it may be presented, examined, and saved in a computer is known as 
data acquisition, or DAQ as it is frequently abbreviated. Data acquisition is 
a very important step in the metaverse. Recently, artificial intelligence has 
increasingly replaced actual people in the development of creative activ-
ities in the Metaverse. Artificial intelligence (AI) artists learn about the 
trends and styles of their works before expressing what they have discov-
ered in their works [23]. In order to train the Artificial intelligence agents 
and make the metaverse systems autonomous, an immense amount of data 
is required for training, testing, and validation. Acquiring large amounts of 
data and practicing regularly increases the accuracy and reduces the time 
taken by the artificial intelligence agents in play. Applications will be able 
to develop superior insights and evolve over time and adapt to new sce-
narios with the help of data collection in the metaverse. A new breed of 
Metaverse applications will change the way we live, work, and engage with 
the real environment through data collecting, information processing, and 
experience delivery [24].
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Challenges in Data Acquisition
Since there will be tons of unstructured, real-time transactional data, 
the dependability and integrity of the services provided in the Metaverse 
might be determined by the quality of the data. Data can be obtained 
through various sources such as web forms, etc. and if data is obtained 
from unknown sources, this may damage the reliability. As the metaverse 
offers top-notch digital services employing VR headsets, the amount 
of data generated will soar [25]. The amount of data that will be gath-
ered will be so massive that the data-collecting systems may become 
overburdened.

How Blockchain Tackles this Issue
Since we have established that searching for required data amongst the 
tons of massive unstructured data is an issue. When looking for a par-
ticular kind of data, using blockchain meta-information will allow you 
to narrow your search to the pure information that learning requires, 
resulting in higher-quality learning. The essential high-quality data is 
made judiciously available thanks to metadata that is kept within the 
blockchain block [23]. Data can be readily chosen and reused by being 
stored in the distributed ledger. Every piece of information gathered in 
the metaverse is validated using a blockchain-specific process that is 
driven by consensus mechanisms [26]. There will be no repetition in the 
data-collecting process because the likelihood of creating a duplicate 
block is virtually zero. The data obtained by blockchain-enabled acquisi-
tion mechanisms in the metaverse will be trustworthy since every block 
in the blockchain is authorized [27].

Data Storage
This chapter has discussed that immense amounts of data are required for 
the realization of the metaverse. All the data obtained must be stored in 
someplace accessible to the system when required. The products, locations, 
and experiences that can be accessed online will make up the metaverse. 
Huge data storage is necessary for the metaverse. Not just the data related 
to experiences but there must be a place to store information regarding the 
user’s avatar’s appearance. Aspects that can be changed include accessories, 
height, skin tone, and hair color. The digital property represented by NFTs, 
such as digital items and land parcels, will also need a secure storage facil-
ity. Based on this we can come to the conclusion that data storage is one of 
the top priorities in the metaverse.
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Challenges with Data Storage
As a result of the creation of files, the metaverse will produce extensive 
information. The amount of data that can be stored physically is pushed to 
its breaking point once the metaverse is completely functional [21]. Data 
sovereignty, interoperability, and security are all problems with current 
centralized storage services. First of all, they establish a single point of fail-
ure due to centralized servers, which puts our information at risk of secu-
rity breaches. Centralized storage finds it challenging to adapt to changes 
in capacity, read/write speed, security, and data relationships brought on 
by the exponential development of online data due to the high cost and 
factors like pre-required storage settings. The potential of the metaverse to 
offer biometric data, vocal inflexions, and vital signs that depend on sensi-
tive data is jeopardized by the high likelihood of data loss and corruption 
in centralized applications [28].

How Blockchain Tackles this Issue
Using blockchain-based decentralized storage is beneficial as compared to 
traditional centralized storage because, Unstoppability, a feature of decen-
tralized storage, ensures that the data you upload cannot be removed. Since 
anyone can develop anything in the metaverse, from NFTs to entire decen-
tralized universes, this is very important. With decentralized storage, only 
individuals who own the decryption keys have access to the data instead 
of the people who manage the servers, this improves security without a 
single point of failure and ensures continuous uptime. The actual data is 
dispersed among a network of peers or users who are compensated finan-
cially for their storage space. In the blockchain, data is stored along the 
chain as a copy of the original blocks, increasing data dependability and 
transparency in the metaverse. Strong scalability, high security, high effi-
ciency, automatic fault tolerance, high dependability, and low costs are all 
benefits of integrating decentralized storage with blockchain technology 
[29]. Data scientists in the metaverse may collaborate and work on data 
cleansing because of the decentralized nature of blockchain technology, 
which drastically cuts the time and expenses involved in labeling data and 
getting datasets ready for analyses [21, 30].

Data Interoperability
Jon Radoff defines Interoperability as the capacity to harmonize economies, 
avatars, and systems between worlds, which is frequently cited as one of 
the key characteristics of the metaverse. A platform for social and cultural 
interaction between virtual worlds will be the metaverse. Virtual bridges 
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will be developed gradually to enable users to easily transfer their assets 
between virtual worlds while maintaining their avatars [21]. An identity 
standard is used to offer the user a special set of credentials that may be uti-
lized outside of the boundaries of virtual worlds, such as our real-life license 
numbers and other identification numbers [31, 48, 49]. Interoperability 
is essential to link various metaverse initiatives so that users can have a 
consistent experience when taking part in various socio-cultural activities, 
exactly like it does in the real world. Interoperability is essential if Web3 
platforms and the metaverse are to be widely adopted and into the main-
stream since we require mobility and connectedness.

Challenges with Data Interoperability
The existing centralized traditional digital platforms are fragmented 
and disorganized. To engage in various realms, people must set up their 
accounts, avatars, hardware, and payment infrastructure. Lack of interop-
erability limits users’ access to the Metaverse by preventing them from 
freely navigating across various virtual worlds integrated into the 3D hori-
zon of Metaverse, but instead restricting their travel to a single project. 
The commonality and interoperability we encounter in our real world are 
equally significant even when we are in the virtual environment since the 
Metaverse represents the real world. Because there is little transparency in 
virtual worlds, moving there might be difficult; for instance, using the same 
account in two different virtual worlds is not possible. Digital world appli-
cations should be able to easily exchange information with one another 
regardless of their location or the technology being used.

How Blockchain Tackles This Issue
Ecosystems may communicate, share any data, and use each other’s fea-
tures and services thanks to blockchain-based interoperability. A cross-
chain protocol is an ideal approach to guarantee compatibility between 
virtual worlds in the metaverse [32].

By implementing such protocols, users will be able to transfer their 
avatars, nfts, storage space, assets, game collectables, etc. [50, 51]. The 
metaverse in the picture must be based on an open blockchain ecosystem 
if compatibility is necessary. One example of virtual currencies is users 
should be able to use a single wallet to store money and conduct trans-
actions across many Metaverse projects, eliminating the need to manage 
several wallets. Utilizing cross-blockchain technology will make it possible 
for virtual worlds to communicate with one another thus removing the 
necessity for middlemen in the metaverse [33, 52, 53].
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4.5 Overview of Blockchain Use Cases  
in the Metaverse

A few of the accomplished use cases of blockchain in the Metaverse are as 
follows:

4.5.1 NFTs

The Metaverse offers an open and just economic system supported by the 
transparency and immutability of the blockchain. Numerous analysts pre-
dict that non-fungible tokens also known as NFT’s will play a significant 
part in the metaverse. These tokens, which are currently often used in dig-
ital art transactions, will serve as evidence of ownership of digital assets. 
NFT digital avatars serve as access tokens for various metaverse places 
by representing real-world identities. To enter and swap between various 
areas in the metaverse, players could enter and exit using their NFT avatars 
as access tokens. With full ownership, control, and flexibility for creating 
virtual identities, NFTs can be seen as an extension of users’ real-life iden-
tities. According to many blockchain specialists, gaming will soon be the 
sector where the idea of the metaverse really takes off. They forecast that 
non-fungible metaverse tokens will be used to represent the virtual assets 
players use and that games will allow users to amass real money that can be 
used as payment inside a particular ecosystem over time. NFT owners with 
comparable inclinations could connect with one another and create com-
munities for communicating, exchanging ideas, and cooperating [35, 54, 
55]. Avatar NFT ownership enables virtual access to a wide range of exclu-
sive experiences in the metaverse and the real world, promoting social and 
communal interactions. Nonfungible Tokens (NFTs) from top consumer 
brands like Gucci and Coca-Cola are being sold on metaverse market-
places like Decentraland [34, 56]. NFTs are essential to owning a specific 
area of the metaverse due to their capacity to demonstrate proof of owner-
ship and their application in various metaverse ecosystems. It is believed 
that any metaverse crypto project involving the purchase of avatars, gam-
ing assets, or other items has a huge potential for integrating NFTs. The use 
of NFTs as a deed to virtual property would be made possible through NFT 
metaverse projects. Prices are set by the basic rule of supply and demand, 
which eliminates the possibility of pumps and artificial value inflation. It is 
based on the scarcity and on-chain value of an NFT according to its appli-
cability. Through the use of infrastructure that supports location-based 
engagement and augmented reality, NFTs could provide interoperability 
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beyond the metaverse. One of the established examples is Sandbox-On 
NFT LAND, Sandbox enables players to make their own in-game charac-
ters, engage in trades, and sell goods. Anyone may develop, share, and earn 
money from assets on SandBox [36, 57]. It’s interesting to note that some of 
the most well-known businesses from the actual world are already part of 
the Sandbox metaverse ecosystem. An NFT’s assets can be copied by any-
one, but blockchain technology is necessary to preserve the NFT’s original 
ownership. The fact that blockchain enables transparency and immutabil-
ity makes the role of NFT in the metaverse abundantly clear.

4.5.2 Virtual Currencies

A number of elements, such as mobile-based always-on access and vir-
tual currency interaction with reality, are strengthening the metaverse 
[42]. One of the most obvious applications of blockchain technology in the 
metaverse is settlements. The time when consumers shop online is quickly 
approaching. We can be confident that cryptocurrencies will soon find 
use in a decentralized ecosystem because consumption is continually ris-
ing and offline trading is progressively giving place to internet businesses. 
Because it is utilized as a genuine product in a virtual environment, the vir-
tual money of the Metaverse differs from virtual currencies used in the real 
world and can eventually take on a combined form [42]. Substantial infra-
structure of banks and regulators are needed to serve as custodians, media-
tors, and clearinghouses in order to conduct transactions using traditional 
money. On the other hand, cryptocurrency transactions typically merely 
call for software that runs on regular PCs. Cryptocurrencies possess great 
potential for scalability. Instant, direct, cost- free peer-to-peer transactions 
over the internet are what cryptocurrencies promise. Cryptocurrency is 
the way to go because it solidifies the notion of interoperability, or operat-
ing across different blockchain systems, fast transfer of value, and digital, 
permanent proof of ownership in the metaverse.

4.5.3 Sandbox

The in-game virtual currency in the game Sandbox is called SAND, and 
it is based on the Ethereum blockchain network. On a number of crypto-
currency exchanges, these tokens can be purchased and traded. As NFTs, 
SAND can be used to buy virtual land, buildings, equipment, and other 
commodities. The native token MANA, which serves as the virtual cur-
rency in Decentraland, allows users to buy virtual land and develop it for 
games and other experiences as well as for avatars and digital accessories. 
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The native token of Axie Infinity, which enables users to buy virtual pets, 
is the Axie Infinity Shard. Cryptocurrency becomes more of a requirement 
than a choice in a world where efficiency, openness, and security are prac-
tically important. In addition to acting as a link between the actual world 
and the Metaverse, the virtual money also promotes a healthy ecology.

4.5.4 Self-Identity Authentication

The creation of the metaverse’s own digital identity is another crucial first 
step. It is crucial to establish an identity verification method within the 
metaverse to prevent illegal access and malpractices because metaverse 
applications would contain avatars of real individuals. With the use of 
identification certificates built on the blockchain, businesses can imple-
ment user identity verification. By requiring user identity verification, it 
is impossible for anyone to use a fraudulent identity to commit crimes 
within the virtual environment. In [37] the authors have combined knowl-
edge-based and biometric-based methods to build a two-factor authenti-
cation framework. [37] has mentioned the development of an iris-based 
and blockchain-based avatar authentication system that enables virtual- 
physical tracking of avatars which avoids malpractices related to avatars 
in the Metaverse such as Disguise i.e., the attacker poses as a malevolent 
avatar who resembles the target avatar in order to trick the interactor, 
Impersonation i.e., in order to manipulate the associated avatar in the real 
world, the attacker poses as a malicious manipulator and uses a device that 
has been authenticated by a real player and Replay i.e., The attacker gathers 
the out-of-date identification parameters associated with an honest avatar 
in both the metaverse and the real world and gives them to the interactor 
who poses as the target avatar. Their system uses blockchain to ensure that 
the identity of the avatar can be publicly verified, and stores the records in 
a secure database to ensure that the player’s real identity can be tracked. 
In [38], the authors constructed a secure blockchain-based authentica-
tion and key agreement mechanism. The protocol constructed by them 
offers a distributed method for securely storing the data of all subscrib-
ers. Authentication-related items are hashed digests that function similarly 
to public keys by using the once-only hash secret. In order to reduce key 
management overhead costs and get rid of the issue of relying on a trusted 
third party, an effective blockchain-assisted secure device authentication 
technique for cross-domain IIoT was presented in [39]. Without the assis-
tance of a reliable third party, these public key-based authentication tech-
niques enable one-party authentication [37, 39, 58, 59].
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4.5.5 Digital Real Estate

In the future, ownership of digital assets would generally be referred to 
as “digital real estate,” and each NFT holder would have a place in the 
metaverse. There is a lot of virtual real estate and space in virtual worlds. 
NFTs could be used to take full control of virtual areas in the metaverse. 
Users might simply establish ownership of the object and create virtual real 
estate with the aid of the blockchain. The NFT’s smart contract features 
may be used to facilitate the sale of property in the metaverse. Along with 
building other structures like online stores or event venues, you can also 
rent out land to generate passive revenue. Reselling property, renting it out 
for passive income, installing other structures like online stores on the cur-
rent land, or hosting social gatherings are some uses for virtual real estate 
in the metaverse.

The most well-known illustration of the metaverse’s digital real estate 
situation is Decentraland. Decentraland was created using the Ethereum 
Blockchain network. The site claims that its users own the virtual world, 
and they can build, explore, and earn money from their creations [40]. 
LAND (virtual content) can be purchased by users using MANA, an ERC-
20 token created and only supported by Ethereum. Land parcels are dig-
ital intangible goods that only exist because of their ownership history 
on the Ethereum network. On the decentralized ledger found within the 
Ethereum platform, smart contracts are executed and take place in their 
entirety [41, 60, 61]. Since LAND ownership operates on a blockchain, 
each transaction must be verified on Ethereum. A virtual fashion exhi-
bition was recently held by Decentraland in association with Adidas. The 
exhibition featured the NFT fashion design auction. Musicians or pop stars 
are interested in virtual real estate because it allows them to claim owner-
ship of their creations. Therefore, there is no hesitancy in considering the 
potential for future auctions for virtual locations in the metaverse.

4.6 Conclusion

The Metaverse is still in the early stages of development but is continually 
changing. There are many potential growth and application areas for the 
metaverse. The development of blockchain technology is having a signifi-
cant impact on the current state of the digital asset market. This chapter pro-
vides an overview of the technologies being discussed i.e., The metaverse, 
Blockchain technology, Metaverse’s reliance on blockchain technology, 
overview of blockchain use cases in the Metaverse and much more. We can 
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confidently say that without blockchain technology, it is difficult to con-
struct a full-fledged virtual environment. We can see the inevitable role of 
blockchain technology in the metaverse thanks to aspects like digital proof 
of ownership, money transfer, governance, accessibility, interoperability, etc.
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Abstract
Metaverse technologies have recently become a reality and have gained the interest 
of scientific companies, the educational environment, and the medical industry. 
Given the prevalence of screen time, particularly among children and adoles-
cents, meta versions should serve as a venue for health promotion. The goals of 
this study were to find publications that connected meta versions to prevention 
as well as medical treatment, engineering education with practical training, and 
simulation and the research environment, and to review recent literature. Rapid 
developments in automation and digitization have expedited the expansion of the 
healthcare industry and developed new models that open up new avenues for pro-
viding care at lower costs. An innovative digital technique called the metaverse 
has a huge potential in the healthcare industry that can help all stakeholders of 
medical facilities such as doctors, patients, and medical students. The metaverse 
is the connection of many supporting technologies, together with artificial intelli-
gence (AI), augmented reality (AR), virtual reality (VR), mixed reality, Internet of 
Things (IoT), medical devices, medical robots, among others., and it allows for the 
exploration of new possibilities for the delivery of good healthcare facilities and 
medical services. The mixture of these technologies offers patients individualized, 
intimate, and immersive care. In addition to this, it offers clever adaptive solutions 
that break down barriers between patients and healthcare providers. This review 
provides a clear understanding about the metaverse in the healthcare industry 
and day-to-day healthcare applications, with an emphasis on state-of-the-art, 
enabling technology. The importance of the metaverse in healthcare innovations, 
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for example, spectacle frame selection in the field of ophthalmology, is easier in 
online applications, namely, Lenskart using the metaverse technology for specta-
cle frame selection. There are many medical problems that can be addressed easily 
with the advancement in metaverse technology. 

Keywords: Metaverse, medical field, healthcare, artificial intelligence, virtual 
reality, augmented reality, quantum computing

5.1 Introduction

The “Metaverse” term was coined by professor Neal Stephenson in the year 
of 1992 in Snow Crash novel, and the sci-fi novel Snow Crash is deals with 
the immersive and alternate virtual reality and the universe connected to 
the Internet becomes reality. Since 2021, the applications of Metaverse 
technologies in various fields has been identified widely and discussed. 
These technologies include the AR, MR, and VR glasses, used in various 
industries like entertainment, 3D imaging, construction, education, med-
ical and social media applications. The virtual space has become a real 
world for alternate life in which avatars or digital profiles participates in 
social media activities in the virtual cultural events, but they also have a 
monetary life [1].

In terms of the various technologies backside of meta version, Metaverse 
technologies are divided into major four different types: augmented reality 
(AR), Virtual Reality (VR), life logging and mirror world. The Metaverse is 
used in various medical fields such as surgeries, mental health, radiology, 
pain diagnosis and management, wellness, fitness, disease diagnosis and 
plastic surgeries the detailed flowchart is shown in the Figure 5.1.
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Figure 5.1 Metaverse key applications in medical fields.
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The metaverse is a virtual reality space that combines physical reality 
and cyberspace, where people can interact with each other and digital 
objects in a shared, immersive environment. The term “metaverse” was 
popularized by Neal Stephenson’s 1992 science fiction novel “Snow Crash,” 
in which the metaverse was a virtual reality network where people con-
ducted business, socialized, and played games.

The idea of the metaverse has evolved since then, with various compa-
nies and organizations exploring the potential of creating a fully-realized 
metaverse. The metaverse is often described as a three-dimensional space 
that people can access through virtual reality headsets, where they can 
interact with other people’s avatars, engage in activities, and own virtual 
assets.

The metaverse has the potential to revolutionize many aspects of our 
lives, including entertainment, commerce, education, and social interac-
tion. However, creating a functional metaverse that is accessible to every-
one and scalable is a complex and challenging task that requires significant 
technological advances and cooperation between various stakeholders.

Augmented Reality is the technology as a part of Metaverse technologies. 
AR works in a real-time graphics environment to the physical as well as 
real-world using glasses, contact lenses, and smart phones. Metaverse tech-
nology is about bringing more information into the real world. Examples 
of VR include PokemonGo game and 3D medical animation. Life logging 
is an extension of the inner word. In fact, smart devices are used for data 
activities, for example the smart watch record the heartbeat and walking 
minutes. The augmented reality helps to get in real time experience in the 
virtual environment.

Virtual reality (VR) is an online mature 3D virtual reality, a communi-
qué device that simulate the inner environment of avatars and moments. 
Avatars are customizable and have realistic cultural, physical, and social 
characteristics. Avatars can converse with other units and accomplish 
objectives. Examples include online multiplayer video games, virtual hos-
pitals, and doctor’s offices. The Metaverse can therefore be seen as a place 
where the real world is augmented, connected and replicated with virtual 
reality, resulting in another world. It’s also important to remember that 
for the generation of digital natives, The ,Metaverse is helping the users 
to relax the situations and helping the society to refresh and continue 
their thoughts with the virtual world. This aspect that especially need to 
be considered since his 2019 coronavirus pandemic that accelerated and 
implemented Meta-version development. Pandemic situation restricts real 
physical life.
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5.1.1 Metaverse in Medical Surgeries

The perception of the metaverse refers to a virtual world where people can 
interact with each other and digital objects in a shared space. One poten-
tial use case for the metaverse in medical surgeries is in surgical planning. 
Surgeons could use a virtual model of a patient’s anatomy to plan and prac-
tice surgical procedures before performing them in the physical world. This 
could help reduce the risk of errors during surgery and improve patient 
outcomes [17–22].

Another potential application is in surgical training. Surgeons could 
use the metaverse to practice surgical procedures in a safe and controlled 
environment, without putting real patients at risk. This could be especially 
useful for complex procedures that are difficult to simulate in a traditional 
training environment. The metaverse could also be used to provide remote 
assistance during surgical procedures. For example, a surgeon in one loca-
tion could use a virtual reality headset to provide guidance and support 
to a surgeon in another location who is performing a procedure. This 
could help improve access to surgical expertise in areas where it is limited. 
Overall, while the use of the metaverse in medical surgeries is still in its 
early stages, there is significant potential for this technology to improve 
surgical outcomes and expand access to surgical expertise [23–26].

5.1.2 Metaverse in Medical Education and Training

The metaverse has high probability to transform medical education and 
training in many ways, making it more interactive, immersive, and accessi-
ble. Here are some potential applications of the metaverse in medical stud-
ies, research, and training: 

• Simulation-based learning: Medical students and trainees 
can use the metaverse to simulate complex medical proce-
dures and learn from their mistakes without putting patients 
at risk. This can help improve the quality and safety of med-
ical care [27–30].

• Virtual collaboration: The metaverse can enable medical 
students and trainees to collaborate with their peers and 
instructors in virtual environments. They can practice team-
work and communication skills, and learn from each other’s 
experiences [31–34].

• Remote learning: The metaverse can enable remote medi-
cal education and training, allowing students and trainees to 
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participate in courses and workshops from anywhere in the 
world. This can help improve access to medical education, 
particularly in areas where it is limited [35–37].

• Lifelike anatomy: The metaverse can provide realistic, 
three-dimensional models of the human body, allowing stu-
dents and trainees to explore and understand complex ana-
tomical structures in greater detail [38–42].

• Interactive learning: Metaverse can facilitate interactive 
learning experiences, where students and trainees can 
explore virtual environments, interact with objects, and 
engage in problem-based learning activities [43–46].

The metaverse has the capabilities to revolutionize medical education 
and training, making it more immersive, interactive, and accessible. As the 
technology evolves, we can expect to see more innovative applications of 
the metaverse in the field of medicine.

5.1.3 Metaverse Applications in Pain Diagnosis  
and Management

The metaverse is a collective virtual united space formed by the union of 
physical and virtual reality. In recent days, there has been a growing inter-
est in the potential of the metaverse to transform many aspects of health-
care, including pain diagnosis and management.

Here are some potential applications of the metaverse in pain diagnosis 
and management:

• Virtual reality (VR) and augmented reality (AR) for pain 
distraction: Virtual reality and augmented reality technol-
ogies have been shown to be effective in reducing pain by 
providing distraction from the sensation. By immersing the 
user in a virtual world or overlaying digital information onto 
the real world, these technologies can take the user’s mind 
off their pain and help them relax.

• Telemedicine and remote consultations: The metaverse could 
allow healthcare professionals to provide consultations and 
support remotely, without the need for physical travel. This 
could be particularly useful for patients with chronic pain 
who may struggle to attend appointments in person [47, 48].

• Personalized pain management programs: By collecting 
data on a patient’s pain levels and responses to different 
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treatments, the metaverse could enable the development of 
personalized pain management programs. These programs 
could incorporate a range of interventions, such as physical 
therapy, mindfulness exercises, and medication, tailored to 
the individual’s needs [49–51].

• Virtual support groups: Chronic pain can be an isolating 
experience, and virtual support groups could provide a way 
for patients to connect with others who are going through 
similar experiences. By creating a virtual space where people 
can chat, share experiences, and offer support, the metaverse 
could help combat the sense of social isolation that can often 
accompany chronic pain [52–55].

• Education and training: The metaverse could also be used 
as a tool for education and training in pain diagnosis and 
management. For example, healthcare professionals could 
use virtual simulations to practice different diagnostic tech-
niques or to learn about new treatments [56–59].

The metaverse has the potential to transform many aspects of pain diag-
nosis and management, offering new tools for healthcare professionals and 
patients alike. However, it’s important to note that these technologies are 
still in their early stages of development, and further research is needed to 
fully understand their potential and limitations.

5.1.4 Metaverse Applications in Radiology

The metaverse has many potential applications in radiology, which is the 
medical specialty that uses medical imaging to diagnose and treat diseases. 
Here are some potential applications of the metaverse in radiology:

• Virtual imaging simulations: The metaverse can be used to 
create virtual simulations of medical imaging procedures, 
such as X-rays, CT scans, and MRIs. Medical students and 
radiology trainees can practice interpreting these images in 
a safe and controlled environment.

• Three-dimensional imaging: The metaverse can provide 
three-dimensional images of anatomical structures, which can 
help radiologists and other medical professionals better visual-
ize and understand complex medical conditions [60, 61].

• Virtual reality imaging: The metaverse can be used to cre-
ate immersive virtual reality experiences that allow medical 
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professionals to interact with medical imaging data in new 
ways. For example, they could manipulate 3D images of 
medical conditions to better understand them.

• Remote consultations: The metaverse can enable radiologists 
to provide remote consultations to other medical profession-
als or patients. This can help improve access to specialized 
medical expertise, particularly in areas where it is limited.

• Collaborative learning: The metaverse can enable radiolo-
gists and other medical professionals to collaborate in vir-
tual environments, sharing knowledge and expertise with 
each other. This can help improve the quality of medical care 
and the accuracy of medical diagnoses.

Metaverse has the potential to transform radiology by making medi-
cal imaging data more interactive, immersive, and accessible. As the tech-
nology evolves, we can expect to see more innovative applications of the 
metaverse in the field of radiology in coming future.

5.1.5 Metaverse Applications in Mental Health

Metaverse in mental health is still in its nascent stages, and its potential 
applications in mental health are yet to be fully explored. However, some 
possible ways in which the metaverse could be used to support mental 
health include:

• Virtual Reality Exposure Therapy: Virtual reality can be 
used to simulate real-life scenarios that trigger anxiety, such 
as public speaking, heights, or flying. Exposure therapy in 
virtual reality has shown promise in reducing symptoms of 
anxiety disorders, and the metaverse could provide a more 
immersive and interactive environment for such therapy.

• Social Support Networks: Social isolation and loneliness can 
have a significant impact on mental health. The metaverse 
could provide a virtual space where people can connect with 
others who share similar experiences or interests, providing 
social support and reducing feelings of isolation.

• Mindfulness and Relaxation: The metaverse could be used 
to create virtual environments that promote relaxation and 
mindfulness, such as virtual beaches, gardens, or forests. 
These environments could be used for meditation, breathing 
exercises, or other relaxation techniques.
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• Therapeutic Games: Games can be a fun and engaging way 
to learn coping skills and reduce stress. The metaverse could 
provide a platform for developing and delivering therapeutic 
games that address specific mental health issues.

• Teletherapy: The metaverse could provide a platform for 
delivering teletherapy services, allowing people to connect 
with mental health professionals in a virtual environment.

These are just a few possible applications of the metaverse in mental 
health. As the technology evolves, there will likely be many more innova-
tive ways in which the metaverse can be used to support mental health and 
well-being.

5.1.6 Metaverse Applications in Plastic Surgeries  
and Cosmetics

Plastic surgery is a medical specialty that involves the reconstruction, res-
toration, or alteration of the human body. In the context of the metaverse, 
plastic surgery could have a range of potential applications. Here are a few 
real time applications

• Avatar customization: In virtual worlds, users often cre-
ate avatars that represent them. Plastic surgery could be 
used to allow users to customize their avatars in ways that 
more closely resemble their real-life appearance or desired 
appearance. For example, someone who is self-conscious 
about their nose in real life could use virtual plastic surgery 
to alter their avatar’s nose.

• Roleplaying: In some metaverse applications, users may engage 
in roleplaying activities where they take on the persona of a 
different character. Plastic surgery could be used to allow users 
to change their avatar’s appearance to match the character they 
are playing. For example, someone playing a vampire might use 
virtual plastic surgery to give their avatar fangs or pale skin.

• Cosmetic enhancements: Some users may want to make cos-
metic enhancements to their avatars purely for aesthetic rea-
sons. For example, they may want their avatar to have larger 
breasts or a smaller waist. Plastic surgery could be used to 
make these changes.

• Body modifications: In some metaverse applications, users 
may want to modify their avatar’s body in ways that are not 
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possible in the real world. For example, they may want their 
avatar to have wings or tentacles. Plastic surgery could be 
used to create these modifications.

It’s worth noting that there are potential ethical concerns around the use 
of plastic surgery in the metaverse. For example, there may be pressure to 
conform to certain beauty standards or to alter one’s appearance in ways 
that are not healthy or sustainable. Additionally, there may be concerns 
around the impact of virtual plastic surgery on real-world body image and 
self-esteem. As with any technology, it’s important to approach the use of 
virtual plastic surgery thoughtfully and responsibly (Figure 5.2).

Industries, individual firms, and organizations are dynamically invest-
ing to develop virtual entity in the metaverse, ranging from social con-
nections to fashion, from technical engineering to business, painting to 
construction industries. Now that the healthcare industry is involved in 
the Metaverse, there are countless opportunities for research, education, 
training, and prevention and treatment in clinical settings. Due to these 
factors, this study’s goal is to: The goal was to comprehend the develop-
ment of the scientific creative writing on the Metaverse related to health 
and to make suggestions for improvement in terms of clinical condition 
anticipation and action, education and training, and research. The use of 
the Metaverse was also taken into account. Therefore, it is crucial and fas-
cinating to evaluate the existing public health literature. The study of liter-
ature gives him a clear idea of what he has done and needs to do.

Figure 5.2 Doctors using Metaverse technology in operation theatre.
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5.2 Discussion

The Metaverse has the capabilities to become the subsequently generation 
Internet 3.0. Thanks to this three-dimensional space of these techniques, 
the real presence of the user is connected, ensuring the opportunity of 
interaction and collaboration in circumstance. 

5.2.1 Metaverse Used in the Prevention and Treatment

The primary aspect needed to be analyzed is the relationship among the 
metaverse and disease avoidance and treatment. Literature analysis of vir-
tual and augmented reality shows that Metaverse can be used for diagnosis 
and rehabilitation of surgical procedures, pain, stroke, anxiety, depression, 
anxiety, cancer and neurodegenerative diseases with satisfactory results 
and became clear. Especially for cancer treatment, AI technology can help 
prevent and diagnose cancer, treat and rehabilitate patients. Health 4.0 
is a widely accepted concept that integrates innovative technologies into 
healthcare. Health 4.0 examples include Internet of Health Things, medical 
cyber-physical systems, health cloud or fog, big data analytics, machine 
learning, blockchain, intelligent algorithms, and even virtual reality. This 
not only allows us to monitor the population, but also educates people on 
their involvement in community activities. Digital innovation has been 
embraced as an alternative model of care delivery, with methods of creat-
ing avatars enabling consultation and personalized care. In the Metaverse, 
doctors can use telemedicine services and home devices such as wearable 
sensors and smartphone apps to visit patients in her 3D virtual clinic and 
monitor their health. Health can be monitored directly at home and con-
nect real life to the virtual world using a variety of devices. With the help of 
12-lead heart electrocardiogram, cardiovascular assessment blood pressure 
monitor, cardiovascular oxygen saturation monitor, remote monitoring of 
human clinical aspects can be adopted, and then health monitoring system 
and blood glucose calculator can be adopted, perfect for diabetics. Heart 
rate monitors are also widely used on the Internet in connection with the 
assessment of physical performance. Another tool that has become espe-
cially popular in recent years is smart watches that integrate a global posi-
tioning system (GPS) as well as heart rate, blood saturation, pedometers 
and accelerometers. Data not only allows us to monitor health and physical 
performance, but also treat chronic diseases. These smart watches are often 
connected to smartphones, which are connected to communities where 
you can compare data and challenge other users in real time. The potential 
of smart watches in health promotion programs is enormous. Real-time 
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monitoring allows you to join online communities and get expert guid-
ance, increasing opportunities to participate in fitness programs and adopt 
healthy lifestyles around the world. This smart watch could be a tool for 
creating living humans in the Metaverse. In addition, his 24-hour moni-
toring of health parameters enables rapid prevention or intervention for 
problems such as atrial fibrillation, and also allows service providers to 
improve the safety of interventions. In addition to monitoring, another 
important aspect to consider is the presence of virtual AI-based avatars or 
agents in the Metaverse that can provide personalized feedback and moti-
vation. In this way, interventions are more effective in supporting behav-
ior change. These considerations can also be made when considering how 
avatars react realistically with words, facial expressions and body language 
thanks to new technology. preoperative planning by analyzing and obtain-
ing the opinions of other connected experts via the Internet. Additionally, 
virtual reality can be integrated into a variety of therapeutic modalities, is 
an effective intervention for a variety of health conditions, and offers bene-
fits in terms of compliance, cost, availability, motivation, and convenience. 
Virtual reality can also be used as a rehabilitation technique. Mirror ther-
apy is used to create the illusion that the affected limb is functioning prop-
erly in order to re-educate cognitive patterns of movement.

5.2.2 Emerging Digital Techniques

Society must keep up with the fast development of non-technology and 
the possible of digital changes. Global tech start-ups are rapidly advancing 
digital health research and development. Digital technology is becoming 
pervasive in the pharmaceutical and biotech industries. The increasing use 
of smart phones, along with wearable devices is opening up new opportu-
nities to measure the impact of health interventions in real time. Digital lit-
eracy has become an essential skill for governments, industry leaders and 
the general public. The Metaverse technologies helps the needy persons in 
terms of disable persons for better society [2, 3].

An experiment conducted by Donna Banakou attempted to capture 
a group of subjects into Albert Einstein’s digital body. By changing their 
bodies, they became noticeably smarter. The same group used the same 
technique to change racial attitudes and confirmed that racial prejudice 
decreased when in the bodies of black subjects. In fact, your brain automat-
ically changes the simulation when you enter another body. It is clear that 
these possibilities are opening up entirely new scenarios, from the world of 
health and well-being to the field of education. However, there are two par-
adoxes. First, the potential for positive applications of the Metaverse is only 
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one side of the coin. Figure 5.3 shows the layers of metaverse technology. 
The other side is the risk that this technology poses. With the Metaverse, 
you can change not only people’s behavior, but their emotions and even 
their perception of reality. What if we used the Metaverse to bring Adolf 
Hitler to life in my body, and associate gratitude and joy with that experi-
ence? In addition, the data collected in the Metaverse allows companies to 
be more social than his media and can also gather information about users 
much more efficiently. And that would probably require regulation at the 
supranational level, which is completely non-existent at the moment [4].

5.2.3 Limitations of the Metaverse

Metaverse’s main limitations relate to data supervision, data security 
and data privacy, cyber security risks, ethical hacking, potential barriers 
to entry (poor internet connectivity), and visually impaired users. The 
Metaverse can be a dangerous place, especially where crimes and sophis-
ticated crimes related to identity theft can occur. The first aspect to con-
sider concerns data management and storage. The commercial interest is 
so great that people may have limited powers to control data sharing, with 
whom and on what terms. As a result, privacy, security, technical, legal 
and regulatory issues is essential to address. Privacy, ethics, and security 
concerns are also being raised by healthcare leaders as healthcare moves 
online. Therefore, there is a need to strengthen data security and centralize 
regulatory oversight. Organizational methods Controlled admission to a 
complex system of records is done via blockchain.

Figure 5.3 Layers of metaverse technology.
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5.2.4 The Metaverse as Integrated Design Space

Formerly represented in fictional literature, the Metaverse is a globally 
accessible and collectively used multidimensional (3D) virtual space 
created by the convergence of virtual augmented physical reality and 
physically persistent virtual space, recently envisioned as a spatial and 
computing infrastructure (Figure 5.4). Various assumptions about tech-
nological, social, legal, economic and other aspects and factors have been 
made to predict the development and success of metaverse-related devel-
opments. In this context, a “progress indicator” has recently been defined. 
For example: B. Social indicators (such as digital rights management prin-
ciples, patent law, etc.), business indicators (such as business models), or 
technical indicators (such as wearable technology) to help assess progress. 
Rather than think of the Metaverse as an end in itself, think of it as a means 
of moving cyber-physical development to different levels. In this sense, a 
first attempt was made to ensure interoperability between existing virtual 
worlds and their accessibility. It is therefore not surprising that standard-
ization has been identified as a major obstacle or driver to the development 
of the metaverse, technology trends, and CPS [7, 62].

Other development drivers may prove relevant in the future. B. Take 
steps to prevent (whether knowingly or unintentionally) unethical or illegal 
conduct. In our view, a unified design space must be created to sustainably 
respond to social and business challenges and meet CPS-related expecta-
tions for high-value use cases to adapt. This space needs to be integrated, 
coordinated and coordinated between different layers of technology and 

Figure 5.4 Connect to metaverse.
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human cognition. We need to put humans in the cycle of automating and 
adapting technology like never before [8].

5.3 Medical Cloud Plus

The interaction among the virtual cloud experts, doctors (terminal) and 
real cloud experts is enabled and enhanced with the help of a cloud plus 
terminal application, this application enhances the quality in medical edu-
cation as the students able to revise the lesson, easier consultations for 
passengers, diagnosis into gross root level, medicine and clinical research 
is effective, these Metaverse and cloud combined platforms helps the all 
stakes holders of the hospitals and the allied areas of education.

5.3.1 Existing Metaverse Platforms

1. Decentraland: It is a blockchain-based application which 
creates social environment. Detailed information about the 
Decentraland can be accessed from https://decentraland.
org/

2. The Sandbox: the sandbox is a 3Dimensional virtual real-
ity application used the etherium coins for transactions, 
it’s a meta based game, more detailed information can be 
accessed from sandbox.

There are various popular Metaverse platforms available in the block 
chain environment, like metahorizon world, metahero project etc.

5.3.2 A Space for New Social Communication

Due to the ongoing COVID-19 pandemic, it is not easy for many people to 
have private meetings or eat together in restaurants. But in the Metaverse, 
hundreds of thousands and tens of millions of people can gather to 
host festivals and watch concerts of their favorite singers. Virtual reality 
metaverses like Roblox and Zepeto have provided new social spaces for 
people who have been unable to leave their homes due to COVID-19 to 
meet and relax. When schools were closed due to COVID-19 and students 
were unable to attend school, the most popular of Zepeto’s 3D maps was 
the Classroom Map. The students went to Zepet’s classroom instead of the 
correct classroom. They met with friends and kept in touch. While the idol 
group BLACK PINK was unable to hold a face-to-face fan signing event 

https://decentraland.org/
https://decentraland.org/
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due to the influence of the new coronavirus, they held a virtual fan sign-
ing event through Zepeto. Blackpink also released a choreographed music 
video for “Ice Cream” recreated using avatars, with over 46 million users 
attending his Blackpink virtual fan-signing event to sign autographs with 
their favorite singers [9].

5.4 The Metaverse’s Benefits and Drawbacks

5.4.1 Advantages of Metaverse

We must first gain a basic understanding of the Metaverse and its sup-
porting technologies in order to appreciate its advantages. Initially, keep in 
mind that business managers, entrepreneurs, the media, and researchers 
all employ various definitions. One common definition is a graphics-in-
tensive digital universe that makes use of augmented reality, virtual real-
ity, artificial intelligence, and other related technologies to build a virtual 
environment that facilitates collaboration and immersive user experiences. 
Due to the ability to navigate, it is a fully immersive virtual environment 
where people can establish a virtual presence that offers experiences that 
are nearly identical to those of the real world. Additionally, group commu-
nication is more realistic [10].

Enhanced Collaboration: The Metaverse offers new opportunities for col-
laboration by enabling people to work together in real-time regardless of 
their physical location. It could also provide a more immersive and engag-
ing platform for remote teams to work together, increasing productivity 
and efficiency.

New Business Models: The Metaverse could open up new business models 
and revenue streams for companies. For instance, it could offer new chan-
nels for advertising, e-commerce, and virtual goods sales.

Improved Education: The Metaverse could also provide new opportunities 
for education by creating immersive and engaging virtual learning environ-
ments that can facilitate active learning and help students develop new skills.

Enhanced Social Interaction: The Metaverse offers a more social expe-
rience compared to traditional online platforms. It can enable people to 
socialize, meet new friends, and form communities with people who share 
their interests, regardless of geographical barriers.
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Virtual Travel and Tourism: The Metaverse could offer new opportuni-
ties for virtual travel and tourism by providing immersive and interactive 
virtual experiences of real-world locations and attractions, making travel 
accessible to more people.

Personalized and Customized Experiences: The Metaverse could also 
provide personalized and customized experiences for users. It could enable 
users to create their own virtual environments and avatars, and customize 
their experience according to their preferences.

Overall, the Metaverse offers numerous advantages, and its potential 
applications are vast and diverse, ranging from entertainment to educa-
tion to business. However, as with any emerging technology, there are also 
potential risks and challenges that need to be addressed.

5.4.2 Disadvantages of Metaverse
The creation of digital frameworks that operate as platforms for the deploy-
ment of apps that will further alter how people interact and communicate 
with one another over the Internet is commonly referred to as one of the ben-
efits of the metaverse. Numerous people and organizations have expressed 
worry about the inherent drawbacks and restrictions, including the need for 
more dependable Internet connections and the present difficulties [11].

Privacy concerns: As the Metaverse requires users to create digital personas 
and interact with others, it raises concerns about the privacy of personal 
information and data. The collection and use of personal data by companies 
operating in the Metaverse could pose a threat to individuals’ privacy.

Addiction and overuse: The immersive and engaging nature of the 
Metaverse could lead to addiction and overuse, which could negatively 
impact mental and physical health.

Digital divide: The Metaverse could create a digital divide, where only 
those with access to the required technology and infrastructure could par-
ticipate fully. This could create social and economic disparities.

Centralization of power: The development and operation of the Metaverse 
could be controlled by a few large companies, leading to a concentration of 
power and potential monopolistic behavior.
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Security risks: As with any digital platform, the Metaverse could be vul-
nerable to security breaches, hacking, and other cyber threats.

Ethical concerns: The creation of a virtual world that mimics reality raises 
ethical questions around the impact on social behavior and human rela-
tionships. There may be issues around censorship, hate speech, and other 
forms of inappropriate content.

It’s essential to consider these potential drawbacks when exploring 
the possibilities of the Metaverse and work towards addressing them in a 
responsible and ethical manner.

5.5 Applications of Metaverse in Various Fields 

5.5.1 Automobile Applications 

There are several advances are happening in the automobile sector these are 
some of the areas where the Metaverse technologies can be implemented 
for efficient automobiles 

Design and prototyping: The Metaverse can provide a virtual environ-
ment where designers and engineers can collaborate to design and pro-
totype new cars, parts, and systems. This can help to reduce the time 
and cost of physical prototyping while allowing for real-time testing and 
evaluation.

Manufacturing and assembly: The Metaverse can simulate and optimize 
manufacturing and assembly processes, helping to identify and eliminate 
potential issues before production. This can reduce production costs and 
increase efficiency.

Training and education: The Metaverse can provide a virtual training 
environment for automotive engineers, technicians, and other profession-
als. This can allow for hands-on, interactive training without the need for 
expensive physical equipment.

Sales and marketing: The Metaverse can offer a unique and immersive 
sales and marketing experience, allowing customers to explore and cus-
tomize cars and components in a virtual environment. This can help to 
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increase engagement and sales while reducing the need for physical show-
rooms and events.

Maintenance and repair: The Metaverse can provide a virtual environ-
ment for diagnosing and repairing automotive issues, allowing technicians 
to access and manipulate digital models of cars and parts. This can increase 
the accuracy and speed of repairs while reducing downtime and costs.

5.5.2 Applications of Metaverse Technologies in Military 
Sector 

Military AR and VR applications have also seen significant breakthroughs. 
Tactical Augmented Reality (TAR) is a technology that looks like Night 
Vision Goggles (NVG) but has a lot more capabilities. It can display the 
exact location of a soldier as well as the positions of allied and enemy 
forces. The system is attached to the helmet in the same way as glasses and 
can be used at any time of the day or night [12].

5.5.3 Educational Application

The Metaverse technologies are used in the education sector for simulation 
and trainings, in reality there is a huge gap exists between teaching and 
understanding among student community. We can discover new worlds 
and sensations thanks to virtual reality. You can expose yourself to excel-
lent representations that can have a good effect on your life by donning a 
VR headset. The efficiency of using graphics to highlight topics will never 
be as high in traditional teaching methods. Students always opt to watch 
something rather than read, regardless of their age. Because it can create 
amazing experiences that can never be “experienced” in real life, virtual 
reality technology is fascinating. Students will be more motivated to learn 
thanks to the employment of this technology.

5.5.4 Manufacturing

As one of the cutting-edge technologies of the metaverse, VR applications 
can help train employees on security measures along with encouraging 
participation in the simulation of risk scenarios. As a result, metaverse 
applications can greatly contribute to reducing accident risks. The most 
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popular applications of the metaverse in manufacturing could facilitate the 
development of better products in the long run [13].

5.5.5 In Construction Industries

The Metaverse has several potential applications in the construction indus-
try, including:

Planning and Design: The Metaverse can provide a virtual environment 
for architects, engineers, and contractors to collaborate and plan con-
struction projects. This can allow for real-time feedback and adjustments, 
reducing the time and cost of physical prototyping.

Safety Training: The Metaverse can provide a safe and controlled envi-
ronment for training workers in construction safety procedures. This can 
allow workers to practice hazardous activities without risking their safety 
and well-being.

Virtual Site Inspection: The Metaverse can provide virtual site inspec-
tion capabilities, allowing inspectors to review construction progress and 
safety compliance without being physically present at the site. This can help 
reduce travel costs and time, while also improving safety and efficiency.

Virtual Reality Tours: The Metaverse can provide virtual reality tours of 
completed projects, allowing clients and stakeholders to explore and interact 
with buildings before they are built. This can help improve communication 
and collaboration between stakeholders and increase customer satisfaction.

Remote Collaboration: The Metaverse can facilitate remote collaboration 
among construction teams working on the same project from different 
locations. This can improve coordination and communication between 
team members and help reduce travel and lodging expenses.

5.6 Definition and Clinical Significance of Metaverse 
in Medicine

It addresses the four tiers of performance requirements in the metaverse 
theory and is based on almost five years of experience as well as recent 
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research. However, no one in the medical field has proposed a metaverse, 
nor is there a concept of a medical metaverse. Her use of IoT in medicine 
while using AR glasses is known as metaverse. Since 2017, we have been 
engaged in related work. BRM All-in-One, a device that could be consid-
ered the medical equivalent of the Metaverse, was created by H. In-depth 
investigations on how to conduct metaverse medicine using holographic 
building, holographic simulation, virtual real merging, and virtual real 
bonding have just been completed by our team. Holographic simulation, 
virtual-real integration, and virtual-real connection are used, all of which 
have high-tech connotations.

The medical metaverse We suggest extending holographic building to 
“holographic construction + complex perception” in order to better and 
more effectively utilize Metaverse in medicine; to increase holographic 
simulation “Extend virtual-real integration to “virtual-real integra-
tion + quality control”; holographic simulation plus intelligent process-
ing “Virtual-real connection + human-machine connection” should be 
included to the virtual-real connection” [14].

At some point, you will come to the realization that “complicated prob-
lems are simplified, simple problems are digitalized, digital problems are 
programmed, and programming difficulties are systematized.” This can 
solve the issue that current telemedicine and Internet medicine platforms, 
particularly in metropolitan hospitals, are challenging to manage at the 
county level. The current model of diagnosis and treatment in the craft 
workshop style of various levels can be easily updated to a modern assem-
bly line project that meets national and even worldwide requirements since 
hierarchical diagnosis and treatment technology is more practical to use.

The great complexity of human anatomy, etiology, pathological and 
pathophysiological changes, and pharmacodynamic efficacy of the same 
drug in different patients makes the study and practice of the metaverse in 
medicine extremely difficult. However, it is based on the successful research 
results of the metaverse. In pulmonary nodule medicine, we discovered that 
even if we divide the medical metaverse by disease, we can find the law of 
resolution. This allows for “broad simplification,” the simplification of com-
plex issues of medical importance through consensus guidelines. According 
to complex perception and holographic structure solutions, to transfer 
holographic design information to the Metaverse of the Medical Cloud for 
the next step in the Intelligent Holographic Simulation process [15].
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5.6.1 Holographic Simulation Diagnosis - Medical Image 
Processing 

Holographic simulation is a new feature that significantly reduces iteration 
time when developing holographic applications in Unity. Research shows that 
developers building applications for Microsoft HoloLens can quickly proto-
type, debug, and iterate their designs directly from the Unity editor, without 
the hassle of lengthy build and deployment times. Although current prelimi-
nary research indicates that the results do not apply to medicine, holographic 
simulations hold promise for medical applications. The Figure 5.5 depicts 
the metaverse integrated design space and Figure 5.6 shows the holographic 
diagnostic approach flow chart. The addition of intelligent processing would 
greatly improve the current effectiveness of the Internet of Things in medical 
applications. Improving the effectiveness of education and increasing the effi-
ciency of teaching and training is one of the goals of the augmented metaverse 
in medicine. This solves the problem that cloud experts cannot immerse 
themselves in scientific education and expert lectures anytime and anywhere, 
and cannot request cloud experts to lead the final doctor’s diagnosis and treat-
ment anytime and anywhere. The IOT medicine can be transplanted to AR 
glasses without any modifications.
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Figure 5.5 Metaverse as integrated design space [23].
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5.6.2 Virtual-Real Connection – Human-Machine Integration

In clinical work, the Metaverse will be the “integration of virtual and real 
human-machine connectivity” that best reflects medical value. Current 
technology reflects virtual reality connectivity, which is very mature, but 
requires advanced clinical application of human-machine integration to 
improve diagnostic and therapeutic outcomes. To this end, we propose to 
systematize the virtual-real man-machine connection problem, either pro-
grammatically or via a “man-machine MDT”. Based on procedural digital 
techniques that help integrate virtual and real connections, workshop-style 
diagnostic and therapeutic models are transformed into modern assembly 
line projects that meet national and international standards. 

5.6.3 Developing the Cardio Verse Application

The cardiovascular community has always looked for effective ways to 
integrate cutting-edge technological innovations into clinical practice, 
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despite the fact that healthcare and the life sciences have historically been 
slow to adopt changes to long-established working practices inspired by 
technology. The creation of a future cardiology-focused meta-version 
(Cardio-Verse), a theoretical phrase for the adoption of meta-version by 
cardiovascular medicine, would concentrate on the different ways that car-
diology and heart surgery could profit from this digital trend. CardioVerse 
has a modified model that is based on two axes and four different metaverse 
types. The possibilities and cutting-edge applications of medicine that 
CardioVerse provides at first glance seems enormous, but at the same time 
it raises many safety, technical and moral questions [16].

5.6.4 Enhanced Medical Visits

With a 3D virtual clinic that offers a far better user experience when it 
comes to telemedicine services, Metaverse wants to increase the num-
ber of cardiac doctor visits where patients and medical professionals can 
consult. A cardiac surgeon or physician to evaluate the disease course 
and discuss test results, patients can participate in virtual consulta-
tions and aftercare talks. Because tactile technology to simulate human 
touch is still in its infancy, not all cardiovascular disorders are primarily 
determined through physical examination. This has benefits of its own 
because numerous physical visits can be made almost regardless of the 
participant’s location. There is no doubting that virtual environments 
cannot easily simulate physical contact, and Cardio-Verse is not meant 
to take the place of real-world interactions not intended to replace phys-
ical encounters.

However, we are really looking to make better telemedicine visits and 
create them as close to physical visits as possible. This is a notable advan-
tage, especially for those who live in remote areas or who have difficulty 
getting to hospitals or clinics (e.g., disability). Patients can measure blood 
pressure, glucose levels, heart rate, get an electrocardiogram with a 12-lead 
ECG device (based on a smartphone app), and project all results directly 
into the Metaverse platform, allowing doctors and patients to ask ques-
tions. You can Investigate and discuss results and create virtual diagnoses 
Avatar-based virtual representations transform existing remote consulta-
tions based on video calls into patient and physician interactions using 
high-resolution illustrations, 3D reconstructions of people and the envi-
ronment. (Facial scanning applications are used by younger patients, who 
are also accustomed to gamification of different aspects of their daily lives, 
so it is important to adopt and follow such technology for younger gen-
erations.) Hospitals are already built to deliver care in this new way of 
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providing concurrent opportunities for adaptation-based disease educa-
tion, prevention and diagnosis.

5.6.5 Virtual Training for Surgeries and Biomedical Devices

Doctors may find the process challenging since surgery calls for special-
ized abilities that require extensive experience and training. To overcome 
this issue, VR gives medical trainees the chance to practice a low-risk 
operation before doing surgery on a patient. Virtual reality simulators 
like RASimsAs, AnatomyX, and SimSurgery helped students get ready 
for unforeseen circumstances that may arise during medical procedures. 
These simulations are becoming more and more common in medical 
schools, helping students learn skills like quick thinking, problem-solving 
in the real world, and task performance under pressure. Some of the above 
simulators encourage collaboration by using pointers to let others see what 
one is pointing to in the virtual world, even when VR programs discour-
age it owing to segregated headsets. Together, students and teachers can 
use a pointer to point to an object that their peers would see in the virtual 
environment instead of specifically stating the object or body part they are 
referring.

5.6.6 Real-Time Trending Applications of VR and AR  
in Mental Health

There haven’t yet been any studies on the use of therapeutic tools in the 
metaverse to treat psychiatric problems. However, the diagnosis and treat-
ment of mental health illnesses are increasingly being done using VR, AR, 
and MR. Virtual reality simulations have the advantage of allowing users 
to virtually reproduce scenarios that are challenging to replicate in real 
life. The lack of mental health specialists can also be controlled because 
some VR simulations can allow providers to engage remotely from remote 
regions without having to be physically there. The following mental health 
conditions could have benefited from using simulations in the metaverse 
in VR treatment.

5.6.7 Eating Disorders

VR technologies used in food industries, the food industries are develop-
ing variety of foods, the food industry is mainly depends of taste, whereas 
health needs taste and hygiene quality. The human beings ate these foods 
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without any calculations of calories burnt and calories consumed. The 
VR enabled technologies show how much food to be consumed and what 
type of food healthier as per hotel and area the customized foods can be 
suggested with metaverse technologies. The patients get benefitted mostly 
with these technologies.

5.6.8 Possible Extensions of Metaverse Technologies

The following areas are not limited to

 ✓ Standardization of VR, AR and MR applications in medical 
devices, medical applications and education

 ✓ User manual and health assistance for Metaverse medical 
application systems

 ✓ Sensor assisted Metaverse technologies in ophthalmology 
surgery studies 

 ✓ CT image capturing with Metaverse technologies medical 
application systems

 ✓ Surgical simulation based on Metaverse technologies medi-
cal application systems

 ✓ Medical robotics based on Metaverse technologies medical 
application devices

 ✓ Metaverse technologies condition analysis aid
 ✓ Metaverse technologies medical live telecasting and remote 

treatment
 ✓ Metaverse technologies psychological intervention therapy
 ✓ Metaverse technologies-based virtual medical community
 ✓ Metaverse technologies treatment of childhood autism
 ✓ Metaverse technologies assisted Rehabilitation
 ✓ Pain studies with Metaverse technologies
 ✓ Metaverse technologies games for medical purposes
 ✓ Metaverse technologies treatment of mental disorder fear
 ✓ Data privacy for Metaverse technologies and image process-

ing prediction and other analytics
 ✓ Solution to dizziness reduction with Metaverse technologies.

5.6.9 Alzheimer’s Disease Solutions

VR is being used to identify the navigation skills and highlight the cog-
nition in Alzheimer’s patients. However, in some patients experienced 
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boredom, sacredness and anxiety when applying VR applications [17]. The 
VR equipments are in Alzheimer disease the patients get accurate informa-
tion about the disease and the medication levels and other related issues of 
Alzheimer disease.

5.7 Conclusions 

The application of Metaverse technologies specifically augmented reality, as 
a add on method, which plays major role to improve efficacy and effective-
ness of various divisions of the medical industries. The Metaverse technol-
ogies used as an educational tool in addition to the current education, the 
current technologies of medical education are inferior, without addition of 
the Metaverse technologies. The laparoscopic surgeries ENT surgeries and 
critical heart diseases surgeries also can be taught with the help of these 
technologies, there are implications on the real life precision surgeries by 
internship medical students, with the Metaverse technologies, the medical 
students get hands on training and effective medical education. it is fur-
ther recommended that Metaverse technologies should be used in prac-
ticals and trainings such in laparoscopic surgeries, orthopedic surgeries, 
ligament surgeries Gynecology surgeries, suturing, ultrasound surgeries, 
various nursing procedures and paramedical applications. The Metaverse 
technologies can be extended to various engineering and non-engineering 
fields in training and other potentials areas.
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Abstract
People often use the terms augmented reality (AR), virtual reality (VR), mixed 
reality (MR), and extended reality (XR) to talk about technologies that make 
or change reality. However, the way that academics and professionals have been 
using these phrases has varied. There has recently been a lot of interest in the 
metaverse, a network that connects devices based on AR, VR, and other virtual 
world technologies. VR and AR technologies can modify users’ views of reality by 
combining virtual items with the real environment. These advantages of VR and 
AR technologies include the fact that they are immersive, simple to use, reason-
ably priced, and possibly extendable. These applications include video gaming, 
online shopping, and architectural and interior design. In this chapter, we dis-
cuss the shortcomings of 2D learning settings; a brief overview of the metaverse 
and its characteristics; immersive reality; the functions of VR, AR, and MR on 
the metaverse; why extended reality serves as the metaverse’s foundation; how to 
access the metaverse right now; open issues with the metaverse; the creation of 
metaverse apps; and obstacles inside the metaverse. In its final section, the study 
suggests a future research agenda that will be helpful to academics, industry 
experts, and  decision-makers alike.
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6.1 Introduction

Technology is radically altering how we connect with the physical world 
to this day. Everyone has access to the shared virtual environment known 
as the Metaverse. It is a word that can be used to describe the whole digital 
and virtual world. What we have here is the convergence of augmented, 
virtual, and physical worlds in a shared digital environment. The main 
industries in the Metaverse are healthcare, entertainment, military, real 
estate, manufacturing, and education. In a metaverse, each user sees the 
virtual world from their perspective, yet the environment stays the same. 
Metaverse Innovative VR and AR technologies are entering the health-
care and medical professions to improve medical education, training, and 
workflows. Virtual reality (VR) uses hardware and software to simulate the 
actual world [7]. AR merges virtual and real worlds. It recognizes real-
world surfaces and objects using computer vision techniques such as object 
recognition, plane detection, facial recognition, and movement tracking. 
Virtual and augmented reality are combined under the umbrella of “mixed 
reality.” Doctors create their ideal smart digital operating room using VR, 
AR, and MR technology, allowing everyone to view live patient procedures 
that closely resemble real operations.

The introduction of 5G and mobile immersive computing has pushed 
research and development on the Metaverse greatly in both industry and 
academia at this moment [1]. The Metaverse, widely viewed as a collection 
of 3D virtual worlds linked over the Internet [2] and enabled by several 
immersive technologies such as AR, VR, and MR, which are frequently 
referred to together as extended reality, has now entered its open develop-
ment phase XR. Even though there is no broadly acknowledged descrip-
tion of the Metaverse, it is widely assumed to represent a hypothetical 
next-generation (NextG) Internet.

Users of XR devices frequently use the Metaverse to participate in its 
many social activities, whose flawless implementation is made possible by 
technologies like 5G and HCI (Human Computer Interaction). Users are 
free to plan social events in the Metaverse using their original 3D-modeled 
content. Non-Fungible Tokens (NFTs) can be used to trade the content 
using a decentralized blockchain. Consuming digital twins of real-world 
things that were developed through 3D modeling and presented in the 
Metaverse can be done with the help of artificial intelligence-assisted XR 
gadgets [3].
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6.1.1 The Drawbacks of 2D Learning Environments

Online distance learning has long been associated with open education. 
After the 1960s, open education spawned open universities worldwide. 
Later, computer and Internet technology enabled Open Courseware, Open 
Educational Resources, and Open Educational Practices. More recently, 
it catalyzed the growth of Massive Open Online Course (MOOCs). Tens 
of thousands of students enroll in free, publicly accessible online courses 
known as MOOCs each year. They often last a few weeks and are cost-free 
[18]. Higher education and adult continuing education are increasingly 
using online learning. COVID-19 disrupted attendance-based activities at 
all educational levels, accelerating this tendency. Health-related physical 
separation limits have made remote emergency teaching mandatory [19–
22]. The two major system types employed in online education have been 
synchronous and asynchronous e-learning since its beginnings [20]. Both 
techniques use software or internet programmers in two-dimensional dig-
ital settings that span in-plane digital windows with width and height but 
no depth. Asynchronous online learning resources include LMSs, social 
networks, and collaborative web programs. Asynchronous tools let teach-
ers, students, and materials interact anytime, anyplace. Synchronous e-  
learning platforms bring educators and students together online. Zoom, 
WebEx, Microsoft Teams, and user stress enable synchronous online learn-
ing. The following 2D platform restrictions have a big impact on education: 
Low sense of self Users have a very limited feeling of who they are in 2D 
environments. A live or static headshot represents them as ethereal crea-
tures. Web conferencing sessions are seen as video calls rather than virtual 
group meetings because there is no physical presence [4]. Participants in 
lengthy sessions frequently slump and lose interest. Passivity: There are few 
options for user interaction on 2D platforms. Only when professors initiate 
learning activities may students take a passive part in them. Beyond smi-
leys and emoticons, users have very few other alternatives for expressing 
their feelings. Crude emotional expression. It is possible to get over all of 
these limitations using 3D immersive spatial environments [5].

6.2 Related Works

6.2.1 Summary of the Metaverse

Intuitively, it is difficult to distinguish between the metaverse and VR, AR, 
and MR. The metaverse can be best described as a super virtual-reality 
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ecosystem based on the Internet, which is made up of cross-disciplinary 
technologies like blockchain, VR, AR, MR, Artificial Intelligence (AI), 
Machine Learning (ML), computer vision, speech recognition, and the 
Internet of Things (IoT) [6]. Contrarily, despite being a significant part 
of the metaverse, VR/AR/MR is merely a type of virtualized and digitized 
technology and does not require a whole ecosystem, laws, or the Internet. 
The word “ecosystem” suggests that the metaverse constituent parts inter-
act with and constrain one another and that they are in a relatively stable 
dynamic equilibrium condition that results in a permanent and cohesive 
virtual reality. The ecosystem is built on a big number of users, never-
theless. No matter how excellent it is, if there are no users, it can only be 
described as a 3D virtual vision system and not as “verse”. It can only be 
referred to as a warehouse rather than a retail mall, similar to a location 
that sells a variety of things but has no paying customers. In actuality, users 
generate demand to encourage the growth of the metaverse, which in turn 
draws users in and creates a healthy ecosystem.

To put it another way, a metaverse devoid of users is bound to fail-
ure, suggesting that only a select few metaverse platforms would survive 
the long run while the others will perish. This trend is already seen on 
existing Internet platforms. For instance, despite the availability of alter-
natives, people still favor Instagram and Tiktok for sharing photographs 
and brief films, respectively. After this idea was put forth for many years, 
there are two key reasons why the metaverse can now be polygenesis. First, 
the COVID-19 pandemic has taught people how to navigate the virtual 
world of technology and, to a certain extent, encouraged socialization to 
move from offline to online [4]. Second, it is now conceivable to create 
a metaverse thanks to recent significant advancements in the aforemen-
tioned associated technologies, such as Big Bang. Technically.

6.2.2 Immersive Reality (IR)

Give people an immersive experience, immersive reality is often referred 
to as “immersive technology.” It is a form of reality technology that either 
improves or substitutes a virtual or simulated environment for the real world. 
VR, AR, MR, and/or XR are all types of immersive reality [7]. Figure 6.1 
Explains the relationship between Immersive Reality in Metaverse.

 ¾ Augmented Reality (AR): AR might be viewed as a com-
promise between virtual reality and the real world. With 
augmented reality (AR), users can observe any physical 
environment in real-time, complete with all of its aspects, 
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by using digital sensory input like images, videos, audio, or 
GPS data. In other words, augmented reality exists in the 
real world by allowing users to view the real environment 
through the screens of their smartphones, tablets, smart 
glasses, or other similar sorts of devices, and allowing them 
to make virtual modifications to the environment on those 
screens. The gadgets’ built-in cameras enable augmented 
reality applications to projecting digital content onto the 
physical world. AR can be explained using the Reality-
Virtuality Continuum (RVC). Figure 6.2 shows the timeline 
for the continuum. RVC shows how reality enters virtual 
space. By superimposing computer-generated data on top 
of what we see, augmented reality improves how we see 
the outside world. Many smartphone AR apps employ this 
technology and require users to hold their phones in front 
of them. By collecting a camera image and analyzing it in 
real time, the program can deliver contextual information or 
real-world gaming and social experiences. Despite substan-
tial advancements in smartphone augmented reality over 
the past ten years, there are still few uses for it. More and 
more, the goal is to provide wearable smart glasses with a 
more complete AR experience. These gadgets must incorpo-
rate an ultra-low-power processor with numerous sensors, 
such as tracking and depth perception, all in a lightweight 
design that is comfortable to wear for extended periods. 
AR smart glasses demand always-on, simple, and safe nav-
igation while moving. This requires considerable advance-
ments in in-depth, occlusion (when one object in a 3D space 
blocks the view of another), semantics, location, orienta-
tion, position, pose, gesture, and eye tracking. In  2021, 
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Snap Spectacle, Lenovo ThinkReality A3, and Vuzix Next 
Gen Smart Glass were released. Future developments in 
AR smart glasses are expected to improve everyone’s lives. 
They’ll probably serve as entrances to the metaverse, where 
virtual and actual worlds collide.

 ¾ Virtual reality (VR): A realistic simulation of any kind is 
considered virtual reality. The term “virtual reality” refers to 
a three-dimensional virtual environment created by com-
puters, either to replicate an actual environment or just an 
imaginary world. Virtual reality is created by blending real-
istic sights, sounds, and a range of other sensations utilizing 
specialized equipment, such as VR or virtual reality head-
sets, gloves, helmets, and other body detectors that come 
with sense detectors. When using virtual reality, the user is 
completely immersed in a made-up virtual world. Although 
it is primarily used for recreational pursuits such as gaming, 
concerts, and sports, it is rapidly expanding into the realm 
of social interaction. Virtual reality (VR) entertainment 
requires experiences like high-definition (HD) rendering 
pipelines, volumetric capture, six degrees of freedom (DoF) 
motion tracking, and facial expression capture [6]. VR is also 
utilized to teach in healthcare settings like rehabilitation. 
Virtual reality technology prioritizes high-quality video and 
graphics and low latency. This makes these encounters seam-
less and imaginable for the end user. Lastly, VR technology 
is already enhancing video conferencing with services such 
as RecRoom that offer virtual meetings in a variety of virtual 
spaces. RecRoom, which supports the Oculus Quest, was 
featured in episode three of Arm’s 2020 New Reality series on 
immersive VR experiences. The Oculus Quest 2 in the image 
is an example of a standalone VR device that can give AAA 
gaming and metaverse experiences, in contrast to some VR 
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systems that need to be connected to a PC. These portable 
standalone VR systems are powered by top-tier Arm CPUs. 
Standalone VR headsets will eventually function as portals 
to the metaverse [6].

 ¾ Mixed Reality (MR), which combines the actual and virtual 
worlds, is a type of reality that falls between AR and VR. MR, 
also known as hybrid reality, is the blending of the virtual 
and real worlds to create a new setting where real-time inter-
actions between virtual and real-world items are possible. 
MR devices always get new information about what’s going 
on around them, unlike VR, which completely immerses the 
user in a virtual world, or AR, which just adds digital con-
tent on top of the real world without taking into account its 
unique and changing structure [8]. Such knowledge is essen-
tial for integrating digital content with the physical world so 
that consumers may engage with it. In situations when the 
virtual and the physical are entangled, MR combines both 
worlds.

 ¾ Digital reality (DR)/Extended reality (XR): The term 
“extended reality” refers to all the different technologies that 
improve our senses, whether they do so by giving us more 
information about the real world or by constructing unreal, 
virtual, or simulated worlds for us to experience. XR encom-
passes a wide range of technologies, such as VR, AR, and 
MR (MR). The three “realities” may share certain common 
characteristics and criteria, but they are nevertheless dis-
tinct in their overarching goals and enabling technologies 
[9]. It is anticipated that XR will have a significant impact 
on the metaverse. It is also known as “Digital Reality (DR)” 
in general. All real-and virtual worlds created by computer/
mobile technology and wearables are referred to as “XR” 
environments. Any letter can be used as the variable ‘X’ in 
XR. “Extended reality” is a catchall term for technology that 
alter or enhance how we perceive the world. Computer-
generated text and graphics are sometimes used to super-
impose, envelop, or combine with both actual and virtual 
environments to achieve this effect. In the “next generation 
of the Internet,” Arm-powered “gateway” devices like VR 
headsets or AR smart glasses will integrate real, digital, and 
virtual worlds to create new realities. The following are some 
important similarities between XR technologies: The ability 
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to explore the world and display information that is rele-
vant to the current context can be accomplished by the use 
of many forms of visual input, such as tracking of objects, 
gestures, and gaze. This ability is an essential component 
of all XR wearable technology. Both depth perception and 
mapping are made possible by the location and depth attri-
butes. However, XR devices vary depending on the type of 
augmented reality, mixed reality, and virtual reality experi-
ences that they enable as well as the level of difficulty of the 
use case [10].

6.2.3 Features of the Metaverse

The Metaverse, an online, shared virtual reality world, coexists with and 
engages with the actual world. Through individualized 3D virtual avatars, 
users can simulate the real world in the Metaverse [11]. In the Metaverse, 
for instance, avatars can engage in a variety of human activities like video 
conferencing, telecommuting, and shopping. The Metaverse has the fol-
lowing characteristics in particular:
Immersive: Screens and mobile devices have been limiting users’ ability to 
interact with virtual worlds for the past ten years. However, the blending 
of the real and virtual worlds has greatly lessened this restriction because 
of the ongoing development of Metaverse technology. The “stimulus” that 
the avatar in the Metaverse received can be faithfully replicated for the 
user in the real world using XR technologies and intelligent wearables like 
brain-computer interfaces (BCI). Remote video conferencing users with 
VR and AR headsets can access the Metaverse, completing the transition 
from the 2D application interface of the real world to the 3D simulation 
environment of the virtual world. These elements enhance immersion [10].
Multi-technology: The Metaverse hosts a broad variety of cutting-edge 
AI and digital technologies, some of which include digital twin, extended 
reality, blockchain, and computer vision, amongst others. Digital twin 
technology lets users replicate and test physical objects in the Metaverse, 
XR technology immerses users in MR and AR, and blockchain technology 
powers the Metaverse’s economy [11].
Compatibility: Multiple application scenarios are integrated into the metaverse, 
and some of the functionalities between the scenarios are compatible [12]. For 
instance, user-purchased services like virtual clothing and sensations can be 
used in a variety of Metaverse settings, demonstrating interoperability.
Social Skills: A new phase in the evolution of human social forms is the 
metaverse. In the Metaverse, humans can pursue higher-level needs beyond 
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those of the physical world, such as social interactions, virtual work envi-
ronments, and entertainment. As a result, sociality is a crucial component 
of user interaction in the Metaverse [13].

6.3 VR, AR, and MR’s Responsibilities in the 
Metaverse

As we have all come to realize, the term “metaverse” encompasses a lot 
more than just virtual games. It also includes blockchain, web3, cryptocur-
rency, social media, and a variety of other technologies. Because VR, AR, 
and MR are some of the most significant components of the metaverse and 
provide users with a 3D immersive virtual experience, let’s examine what 
exactly they are.
Virtual Reality: According to some, the immersive quality of VR can occa-
sionally be isolating, both for the users themselves and for those around 
them. However, virtual reality (VR) can also shorten distances between 
people, even those who are far apart physically (at least virtually). By using 
body sensors in addition to the VR headset to operate your avatar in virtual 
reality environments, you may increase the level of immersion [14]. Here 
are a few well-known VR products now on the market
Vulcan Quest 2, Acer Vive, the PlayStation VR, Galaxy Gear VR.
Real-world VR examples: Famous fashion brands like Tommy Hilfiger 
provide 360-degree fashion demonstrations in-store using virtual reality 
headsets. The shoe company Toms launched a digital contribution cam-
paign called “Virtual Giving Trip” using VR technology. To kick off the 
initiative, for every pair of shoes purchased, one new pair was donated to 
a child in need. The company’s employees and partners will then embark 
on a charitable journey throughout the globe and deliver shoes to the kids 
there in person. Toms can encourage its consumers to join the philan-
thropic outing by collaborating with the VR technology company within. 
Customers may use virtual reality headsets in-store to watch the kids 
receive their shoes and observe the kids’ emotions. Customers were also 
able to virtually interact with the receivers and view their living spaces. 
With the help of programs like Tilt Brush and popular VR devices, users 
can paint in 3D space using virtual reality, allowing them to express their 
creativity without being constrained by a 2D canvas. The Web3 Metaverse 
environments like Decentraland and the Sandbox are my personal favorite 
use cases [15].
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Augmented Reality: Real-time observation of a physical world that has 
aspects that have been improved by digital sensory input like music, 
images, videos, or GPS data. AR is a technology that superimposes 
Computer-Generated Imagery (CGI) onto a user’s perspective of the actual 
world as seen through a mobile device or smart glasses. Using the cam-
eras on smartphones, tablets, and smart glasses, apps may superimpose 
digital material in the real environment. This technology rests on top of 
any surface, using our real environment as a static backdrop and not tak-
ing into account the surroundings of users or requiring interaction with 
their space. Pokemon Go, Snapchat filters, virtual makeup, and furniture 
fits are a few of the well-known AR examples. The following list of popu-
lar augmented reality smartglasses is current: Magic Leap One, Microsoft 
HoloLens 2, and Vuzix Blade [16].
AR Real-World Examples: IKEA has made a piece of software for smart-
phones called “Ikea Place” that lets people use augmented reality to place 
IKEA furniture in their own homes. This allows people to visualize the 
products in their environments. Probably the most well-known applica-
tion of AR is Pokemon Go. Since its initial release in 2016, the game has 
become extremely well-liked by players of all ages. The basic objective of 
the game is for players to explore the real world to find and “capture” the 
game characters that have been virtually positioned throughout. You’ve 
probably seen individuals using their phones to play Pokemon Go while 
assembling in groups at specific spots where the cartoon figure is visible. 
However, the user experience is significantly more authentic and compel-
ling with the aid of AR [17].

Customers can customize the BMW Individual 7 Series following their 
preferences and represent their styles thanks to an augmented reality app 
created by BMW called the BMW Individual AR App. Customers can then 
inspect the vehicle in life-size and even walk around it to see all of its intri-
cacies. Here, discover more about the app. The well-known American mes-
saging app Snapchat uses augmented reality (AR) technology to project a 
variety of cool and fascinating filters onto users’ faces. The filters are digi-
tally applied to the users’ faces once artificial intelligence has detected their 
faces. It’s a lot of fun to use the filters because they may make users into a 
variety of characters, such as a cat or even a strawberry [10].
Mixed Reality: MR, also known as hybrid reality, is the blending of the 
virtual and real worlds to create a new setting where real-time interactions 
between virtual and real-world items are possible devices always get new 
information about what’s going on around them, unlike VR, which com-
pletely immerses the user in a virtual world, or AR, which just adds digital 
content on top of the real world without taking into account its unique 
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and changing structure. Such knowledge is essential for integrating digital 
content with the physical world so that consumers may engage with it. In 
situations when the virtual and the physical are entangled, MR combines 
both worlds. The following are some common MR products on the market: 
Hololens 2 by Microsoft, and One Magic Leap [15].
MR Examples From Real Life
Education: By engaging them in learning through real-world experiences 
rather than the conventional visual or audio learning approaches, MR 
improves student learning experiences and efficacy.
Medivis: Surgeons and physicians can increase surgical accuracy and 
provide better patient outcomes thanks to Medivis the MR technology. 
With Medivis, surgical visualization will advance, surgical results will 
be improved, and medical institutions will experience incremental cost 
reductions [16].
Angry Birds: Magic Leap has released various notable MR games featuring 
well-known properties like Angry Birds. Up until now, the perception of 
virtual things has frequently only been available to the player using the 
headset, making for a completely isolated gaming experience. This can be 
improved with MR by setting up a shared virtual environment by having 
numerous users wear different headsets. As a result, they can enjoy gam-
ing together. However, MR games also enable players to fully immerse 
themselves in their current surroundings while interacting with the vir-
tual world without taking off their headphones. Although there are many 
unanswered questions regarding the future operation of the metaverse, we 
are confident that VR/AR/MR technologies will unquestionably play a cru-
cial part in its creation and anticipate active market growth in the next few 
years. Since the metaverse is a collection of virtual worlds, VR, AR, and 
MR technologies are how we can access it [14].

6.4 The Contribution of AR/VR to the Metaverse 
Development

Users can converse via technology in the metaverse. Hardware and soft-
ware are used in tandem to achieve this. Although each business has a dif-
ferent vision for this idea, they all envision a network of 3D worlds that 
are produced in real-time and that many people can enter at once. In the 
metaverse, you can work, learn, chat, relax, go to virtual concerts, and do 
other activities. It is designed to be a simulation of the real world. Brand 
interest in the metaverse is significantly shaped by the fact that a large 
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portion of it is connected to the digital economy, where users can transact 
in commodities just like they would in the real world. The metaverse can 
be a terrific way for businesses to grow their revenue by promoting their 
products on such virtual platforms because modern individuals spend a 
significant portion of their time online [12, 57].

There are numerous explanations. AR/VR, 5G, and remote work due 
to the COVID-19 pandemic have made the metaverse easier to grasp. All 
of this, together with the fact that a company the size of Facebook started 
working on the metaverse, generated interest from investors and regular 
Internet users worldwide, adding the metaverse to the year’s top trending 
topics. Facebook has bought multiple VR firms with more than $1 billion 
in funding since 2014, demonstrating that it is committed to creating the 
metaverse and that it will be more than just another one of Facebook’s cur-
rent tools. Snap, Nvidia, Unity, and Roblox are also building infrastruc-
tures for such applications [10].

6.4.1 Does Metaverse Need AR/VR?

AR and VR are strongly related to metaverse VR. AR may bring virtual 
items to life. VR combines 3D computer modeling, one of the most excit-
ing visual concepts, to immerse you in a 3D virtual world. Virtual reality 
technology isn’t required in the metaverse, but experts believe it will be 
essential. AR glasses, VR headsets, and desktop and mobile apps can access 
the Facebook metaverse. “Project Cambria” is the company’s high-end VR/
AR headset. According to Meta, the gadget will support mixed reality and 
have new sensors that enable the virtual avatar to maintain eye contact 
and replicate the facial emotions of actual people. With the aid of more 
advanced technology, avatars will be able to better express human emo-
tions and employ body language, giving the impression of real dialogue in 
virtual environments. The combined market for augmented reality and vir-
tual reality is anticipated to be worth up to $300 billion by 2024 and $100 
billion by 2030, as estimated by Morgan Stanley, according to Statista [9].

6.4.2 Where Do Virtual Reality and the Metaverse Part?

How the metaverse varies from the virtual reality we are familiar with 
today is one of the primary concepts that make it difficult to comprehend. 
In conclusion, the metaverse is much bigger than virtual reality (VR), even 
though it may be a part of it. It includes components from various digital 
fields, including social networking, virtual reality, augmented reality, online 
gaming, and cryptocurrencies. In contrast to the video conferencing we are 
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used to, VR can guarantee true telepresence. The metaverse is intended to 
transform the way we consume media, taking it from a static 2D environ-
ment to a completely immersive, dynamic 3D one. The metaverse, which 
connects the virtual and physical worlds, is anticipated to revolutionize 
how people interact with one another as a shared virtual area [7].

In a remote workplace, it can greatly boost virtual team collabora-
tion. Regular video chats can likewise be transformed by the metaverse 
into meetings that feel as though a real person is there. The metaverse is a 
huge, multipurpose realm that is fully exposed when using VR or AR, even 
though many questions remain. The metaverse has been called the next 
version of the internet, delivering a better user experience. VR is one way 
to reach it [5].

6.4.3 Use Cases for AR/VR in the Metaverse

Even though the majority of people only think of gaming when they think 
of the metaverse, there is a ton of other applications that it can be used 
for. The creation of virtual environments has so far brought the most tan-
gible benefits to the gaming sector. World of Warcraft founder Activision 
Blizzard has made over $8 billion from this virtual world. In addition 
to gaming, other businesses and brands are attempting to keep up with 
the craze and figure out how to apply it to their ends. For instance, the 
decentralized platform Decentraland recently sold a virtual plot of land 
to a Canadian investment firm for 2.5 million dollars. Blockchain-based 
Decentraland sells non-fungible tokens for real estate (NFT) [23–27, 58]. 
This area hosts VR fashion shows and fashion brand e-commerce partner-
ships. This shows how companies can leverage virtual platforms to find 
new marketing opportunities.

The idea of a virtual workplace space that might change as the metaverse 
develops has already been brought up. With this technology, as opposed to 
the more common Zoom and Skype, the team feels more physically pres-
ent together. The metaverse goes beyond the functionality provided by the 
services listed, such as picture masking, which enables you to modify the 
background of a conference. It provides 3D-rendered avatars that accu-
rately reflect your movements and even facial expressions in virtual meet-
ings [3, 28, 29, 59].

Many products with similar functions already exist. Virtuworx is a 
company that offers VR and mixed reality solutions, and they have flex-
ible alternatives for the office, virtual meetings, and other gatherings. 
Many different fields, including tourism, education, entertainment, retail, 
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design, and engineering, can benefit from the metaverse. The metaverse 
can become contaminated by anything happening in the real world [1].

6.4.4 Metaverse Building Blocks

Extended Reality
How does extended reality fit into this new internet view?
The Metaverse and Web 3 creation may have caught your attention recently. 
Extended reality provides the building blocks for the Metaverse, which, 
like Web 2.0, allows shared experiences but also mixes that with an “open-
world” or “worlds,” as some of the world’s greatest IT corporations invest 
heavily in the next phase of the internet. Imagine wearing a headset and 
entering a fully virtual office where you can effortlessly switch between 
virtual meetings, engage with coworkers without Zoom, and then attend a 
virtual museum mixer. You may already be using Extended Reality in Web 
2.0 [2, 30–35, 60].

Extended Reality tools and platforms, whether VR, AR, or MR, make 
up the metaverse and allow us to blend our real world with digital ones in 
surprising ways. The Internet, a network of places, things to do, and data 
that can be accessed in many ways, may be called the “metaverse” shortly. 
Tony Parisi from Unity explains how we utilize the internet today as a pro-
totype for the Metaverse: “The Internet is not the Metaverse yet. The cur-
rent Internet, which is growing in power, will form the future Metaverse. 
It has pioneered real-time 3D, rich media, and virtual worlds for years. It’s 
already a Metaverse prototype. More work is needed. What’s required? It 
begins with us collaboratively exploring Extended Reality’s current appli-
cations. We’ll connect the possible Metaverse to the future by investigating 
virtual team training, designing buildings digitally to interact with a space 
before it’s completed, or corporations establishing digital office spaces for 
workers to communicate [3].

6.5 How to Use the Metaverse Right Now

Many people may be curious about the Metaverse today and how to reach it.

6.5.1 Shared Virtual Environments

The Metaverse’s virtual worlds can generate fictional environments or 
replicate any real-world environment. Many technology companies once 



The Role of Immersive Reality 173

believed that their unique platform and product ecosystems gave them a 
competitive edge. They made an effort to get clients into their space and 
nowhere else. For instance, Apple and Microsoft made it challenging for 
users to use iOS apps on Microsoft hardware or the Microsoft Office pack-
age on Apple devices. Companies have worked together to create an open 
ecosystem that best serves customers as they have come to understand that 
a rising tide lifts all ships [4, 36–38].

As the aforementioned meanings of the term suggest, the current stage 
of Metaverse technology development and adoption is following suit and 
has not yet enabled a single overarching Metaverse that everyone can 
access. Instead, several distinct Metaverses, or “Microverses,” have been 
created. These walled-garden Metaverses were developed by firms like 
Meta, Microsoft, Roblox, Epic Games, and others and are their settings 
or private platforms. Similar to how people use various social media sites, 
users must first register accounts on each Metaverse platform to access 
them. Depending on customer expectations, businesses may decide to 
keep these immersive worlds separate and isolated or choose interconnec-
tivity between them. It may resemble the social media platform environ-
ment in many aspects, where there is connectivity between them all but 
different content and influencers are present in each. There might be sep-
arate users for various Metaverses, much as there might be different users 
for TikTok, Twitter, and Facebook - however, they can still move across 
environments with ease. Specific surroundings have helped to character-
ize the early Metaverse eras. However, we anticipate that this will change 
when Metaverse users demand a decentralized and interoperable architec-
ture that allows them to travel easily between platforms and virtual worlds 
[6, 39–41, 62].

6.5.2 Avatars of Virtual Humans

Since virtual human avatars have become the norm for how humans 
assume a presence and communicate in VR and AR experiences, people 
also have realistic digital representations in the metaverse. Through laptop 
computers, mobile devices, and VR headsets like the Oculus, users may 
build their avatars and access virtual settings. In addition to mimicking 
actual humans visually, virtual human figures also speak and move with 
realism. Users have the option of controlling virtual people or interacting 
with them as non-playable characters (NPCs) in immersive experiences. 
Organizations and individuals can predetermine the speech and physical 
actions of NPCs in virtual experiences thanks to no-code authoring tools 
[8, 42].
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6.5.3 Hardware Equipment

Both standard 2D devices like desktop computers, laptops, and mobile 
devices as well as XR technology like virtual reality headsets can access 
metaverse platforms. For instance, virtual conferencing platforms let peo-
ple join the same conference call using VR or 2D devices and depending 
on the gear they use, they provide varying degrees of immersion. With a 
VR headset, users can, for instance, turn their heads to control their point 
of view or walk about in their real world to control where their avatar trav-
els in the virtual world when they log into a multi-user encounter in the 
Metaverse. The same is true for Metaverse simulations, where immersive 
learning sessions can be broadcast via a web browser or experienced while 
wearing a VR headset. Because the user’s complete point of view is con-
tained within the virtual world and their head movements enable them to 
“see about” the virtual environment, the VR experience gives a deeper level 
of immersion. A desktop user, however, would utilize a mouse to man-
age the experience and would still be able to see their real surroundings 
through their peripherals.

Since most people will first use devices they currently own, like their 
computer or smartphone, to encounter metaverse technology, enabling 
access to the Metaverse via a variety of devices is essential for its growth 
and adoption. Accessing the Metaverse will only grow simpler and more 
interesting when VR and AR hardware becomes more affordable and our 
current devices receive additional XR features [10].

6.5.4 XR: Facts and Figures on AR, VR, and the Metaverse

“Extended reality” encompasses all immersive technologies, including AR, 
VR, MR, and those in development XR. XR technologies expand our real-
ity by combining the virtual and “real” worlds or creating an immersive 
experience. In the upcoming years, it is anticipated that the worldwide 
XR market will expand significantly. The United States, Asia, particularly 
Japan and China, as well as Europe Germany, and the United Kingdom, are 
projected to lead the way in XR innovation [11, 61].
Companies That Make XR Headsets: While VR creates an artificial expe-
rience, AR uses the existing environment by superimposing additional 
information on top of it. In both AR and VR, the user is often provided 
with information or visuals through a headset. Vendors of XR headsets 
include Microsoft, Magic Leap, and Vuzix for AR headsets and glasses, as 
well as Meta (Oculus), Pico, Sony, and HTC for VR devices. Along with 
these companies, LG and Qualcomm have been rated as the top holders 
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of XR patents. Chipmaker Qualcomm has formed the Global XR Content 
Telco Alliance with a group of international telecom companies to create 
5G-based AR/VR content [13].
Applications XR: According to experts, advancements in software applica-
tions and connectivity, along with changes in XR hardware like the advent 
of smaller and more comfortable devices, will enable the expanding accep-
tance of XR across a variety of industries. The industries that XR technol-
ogies are predicted to affect the most include healthcare, manufacturing, 
and the auto sector. The use cases for XR will expand and increase as tech-
nology advances, and its economic advantages should be recognized on a 
global scale [15, 43].
Metaverse: The metaverse is where the real world and the virtual world 
meet. It is thought to be the next version of the internet. As a result of the 
growth of social technology, avatars, which are digital representations of 
humans, are now capable of interacting with one another in a wide vari-
ety of settings. The metaverse provides a setting for an infinite number 
of interconnected virtual communities, which can exist everywhere, such 
as at work or in an office, while going to a concert or a sporting event, or 
even while just putting on clothing. Many companies have already invested 
in their own metaverses, including Meta, Microsoft, Roblox, and Epic. 
However, cooperation between businesses, creators, and legislators will be 
necessary for the metaverse’s development.
The Metaverse’s Future: Although the concept of the metaverse appears 
intriguing, it is difficult to predict what the future may hold for it. The 
development of 5G and the rising popularity of VR and AR technologies 
may truly help to provide the right conditions for something like this. But 
there will be many difficulties for the metaverse’s designers. Digital object 
compatibility is vital to metaverse development. To utilize a metaverse-
bought digital object across several games and platforms, you must pre-
serve your rights to it. Additionally, establishing a currency is necessary for 
the metaverse economy to grow [17, 44]. Real-time data synchronization 
is another necessity of the metaverse, which at scale can be very difficult 
and expensive. For businesses that offer data synchronization services, this 
poses a new problem because the metaverse will need to support heavy 
loads and broadcast-quality data while also catering to the unique security 
requirements of every user. Additionally, a low-quality Internet connec-
tion in many areas and expensive hardware that enables you to fully utilize 
this technology raise the bar for entry into the metaverse. Despite these dif-
ficulties, businesses like Microsoft, Google, Zoom, and others are prepared 
to contribute to the advancement of metaverse technology in line with 
Facebook’s ambitions. As an illustration, Microsoft Teams will introduce 
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mixed reality in 2022, including holograms and virtual avatars. The future 
of AR/VR businesses appears promising given how strongly the metaverse 
relies on these technologies. Businesses that want to develop augmented 
reality applications or virtual reality features have a great opportunity of 
satisfying the market’s expanding demand [17, 45].
Bringing Everything Together: Tech enthusiasts believe the metaverse will 
open up the Internet and immerse us in the virtual world. Metaverses require 
VR/AR technologies, hence the market will grow rapidly. VR is a means 
of accessing the metaverse if it is a virtual environment. Contemporary 
hardware, which is pricy and burdensome for long-term usage, tends to 
limit VR capabilities. Regarding AR, it is now widely available thanks 
to contemporary smartphones, making it a preferred technology for the 
extensive creation of the metaverse. We still have a lot of questions about 
the metaverse’s operation, the significance of the advantages it offers, and 
how easily common users will be able to access it. But there’s no denying 
that, when used properly, the metaverse can be a better platform for global 
online communication [16, 46].

6.6 Unresolved Issues

6.6.1 The Interaction Issue

The Metaverse’s interface technology, which connects the virtual and real 
worlds, must be lightweight, convenient to use, wearable, and portable. Users 
can overlook the signs of technology and become more fully immersed in the 
virtual world because of its transparency. Somatosensory, brain- computer 
interface and XR (VR, AR, MR) technologies are widespread interactive 
technologies. “XR technology” uses computer and wearable technology 
to simulate human-computer interaction. Immersive real-world-virtual 
technologies are called “XR.” VR, AR, MR, and other immersive technol-
ogies may emerge as technology advances. Somatosensory technology lets 
people engage with electronics and the environment around them without 
complicated control apparatus. These two technologies now have the issue 
that interactive gadgets are too heavy, opaque, and expensive, which makes 
it hard for them to become widely accepted. There are three types of tech-
nology for connecting the brain to a computer: invasive, semi- invasive, and 
non-invasive. Invasive procedures include surgically inserting electrodes 
into the cerebral cortex. Semi-invasive electrode implantation involves 
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cranial cavity placement outside the cerebral cortex. Non-invasive EEG 
signal interpretation uses a scalp-mounted device. Invasive EEG collecting 
is accurate yet risky. The non-invasive approach avoids surgery but collects 
signals poorly. Another downside of the brain-computer interface is that it 
is difficult to propagate [15].

6.6.2 Computer Problems

Data processing requires calculation, storage, and transfer. Computer 
power and infrastructure drive technological advancement in the digital 
economy. Metaverse relies on a larger user population, stronger network 
resources, and more processing power. New business models and the 
Metaverse platform’s cloud computing have increased computer resource 
demand and growth potential. Heavy demands are placed on client device 
speed and server reliability by cloud storage, processing, rendering, and 
other Metaverse technologies. Complexity, power consumption, and speed 
of processing in the Metaverse must be continuously improved [14, 47–49].

6.6.3 Moral Concerns

People now live and interact in the metaverse. Relationships are more com-
plicated. To maintain a healthy ecological environment, the Metaverse, a 
next-generation network, must regulate user behavior and establish ethical 
and moral guidelines. The Metaverse’s ethical and moral difficulties arise 
from the absence or confusion of moral rules that contrast with real soci-
ety’s. Metaverse moral issues include:

 9 Problems with honesty, such as publishing and spreading 
false information and committing fraud;

 9 An unfavorable environment;
 9 Violating the rights to intellectual property.

With Metaverse interactive technology, brain awareness may be manip-
ulated, stored, and copied like computer data, making science fiction movie 
sequences less innovative. Nowadays, ethics are far more crucial than ever. 
The Metaverse is growing faster than the new code of ethics, which has 
been damaged. Thus, the Metaverse should be better regulated and main-
tained [13, 50, 51].
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6.6.4 Privacy Concerns

Metaverse and true identity are linked. Like its predecessor, the Metaverse 
must protect users’ data privacy while it builds new networks.

6.6.5 Cyber-Syndrome

Internet addiction causes “cyber-syndrome,” a physical, social, and mental 
illness. Interactive approaches have downsized and lightened electronics. 
Equipment simplicity is increasing Internet use. The Metaverse and the 
real world are interconnected at the same time. The problem of the cyber 
syndrome is made even more problematic by the blending of the real and 
the virtual and by the extent of Metaverse immersion [12, 52].

6.6.6 Standardization and Compatibility

It is essential to create guidelines for the Metaverse because it is a multidi-
mensional virtual world with strong ties to reality. There are two sides to 
the Metaverse’s compatibility and standards problems: compatibility prob-
lems between Metaverses produced by various businesses.

Relationship between the real world and metaverses.

6.7 Application for XR

Here, we give a quick review of XR tools while concentrating on the advan-
tages of employing them in the Metaverse.

 ¾ Examples of Images: The 3D visualization capabilities of XR 
are particularly suited to image-based applications, where 
the ability to interact with 3D objects quickly and easily can 
increase speed and accuracy. Opportunities for XR visu-
alization arise when 3D tissue data processing and recon-
struction in spatial biology become practical. Programs 
like ConfocalVR, Spyglass, volume, Genuage, and DIVA 
can load volumetric images and point cloud data from the 
microscope and 3D medical data [11].

 ¾ Examples without Images: Transcriptional and epigenetic 
profiling of cell populations can now be performed with 
the use of single-cell technologies. Using tools like UMAP/
tSNE, data is reduced to two or three dimensions to create 
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cell “maps.” For big and complex datasets, 3D reductions 
can help resolve overlapping clusters, and simultaneously 
displaying many reductions can be very helpful. In addition 
to doing this, CellexalVR is a VR program that offers addi-
tional capabilities for thoroughly visualizing and analyzing 
single-cell data. Others include single-celled, which allows 
visualization using Google Cardboard, and Theia, which will 
also handle volumetric data. The broad biological and pro-
tein interaction network study made possible by VRNetzer 
avoids the common “hairballs” that are present in such analy-
ses. A web-based program called ProteinVR uses WebXR to 
see PDB protein structures on a variety of devices while pro-
viding important biological context and allowing users to 
position themselves in 3D space. XR makes it considerably 
easier to comprehend the arrangement of biological protein 
structures than a traditional 2D depiction. iMD-VR shows 
that VR is a versatile tool for interactive observation of small 
molecule drugs docking into their protein targets. Cynthia 
is a web-based application for chromatin visualization that 
enables de novo modeling of intricate 3D chromatin con-
nections in various disease tissues to comprehend how 
genomic structure affects gene expression [10].

 9 Combining Domains in the Metaverse: Due to the abun-
dance of dashboards, statistics, and information while 
dealing with multi-modal datasets, screen space is quickly 
consumed. This is less confined to XR applications and 
space, and if used in tandem in the metaverse, they might 
work better. Physicians, biologists, mathematicians, and 
computational biologists worldwide might communicate 
using an evidence wall or Anacapa chart-based technique. 
Anacapa charts show criminal evidence, timing, and rela-
tionships. Biological visualization can use this concept to 
gather, arrange, and explain information about a disease 
process or biological phenomenon [10].

6.7.1 Applications and Exciting Uses of AR/VR/MR

Businesses are adopting AR/VR/MR technology in new ways. A recent 
Forbes article featuring the Forbes Technology Council calls out various 
exciting uses of VR including  an interesting outlook for the use of this 
technology in mental health applications.
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What advantages will AR/VR/MR offer across all industries?
Human Resources: VR training is growing as more professions are remote.
Maintenance and Service: Remote service enabled by AR/VR/MR tech-
nology has contributed to cost savings and enhanced throughput without 
negatively impacting client happiness.
Design and Production: Before manufacturing begins, parts and mecha-
nisms can be developed digitally and tested in AR, VR, and MR devices. 
As a result, R&D takes less time, which eventually lowers expenses. AR, 
VR, and MR can be used in other ways that can directly affect the costs and 
output of a business. As more money is put into the technology and more 
people use it, the benefits will keep growing [9].

6.8 Challenges in the Metaverse

The challenges in metaverse are given below
Infrastructure and Connectivity: The metaverse concept emphasizes col-
laborative working with colleagues from around the globe, which calls for 
a high-quality communications infrastructure. Latency is minimized to 
preserve natural communication and social interactions, which are greatly 
damaged by lag. This affects all institutions using old Wi-Fi or Ethernet, 
not just developing nations. A multi-vendor Metaverse system’s single 
sign-on process is challenging to create. Microsoft may benefit from the 
Hololens 2’s Windows OS, which allows enterprise single sign-on.
Upcoming Legislation: Early issues involving minors using Meta’s plat-
form as well as numerous accusations of verbal and “physical” abuse of 
people have been widely publicized in the media. To combat this, Meta has 
instituted a minimum 2-meter rule between participants. However, it is 
unclear whether legislation will be created to police this (and other rules), 
and if so, whether STEM-centric metaverses will also require the enforce-
ment of these laws [8].
Equipment and Design: Data processing and visualization may be demand-
ing, therefore a well-designed VR environment is essential for comfort. 
Some people can stay in VR for hours at a time, while others can only do 
so for a short time before getting sick or tired. However, this is frequently a 
sign of an environment that is badly designed and illuminated. The frame 
rate is crucial and needs to be at least 72 FPS (preferably between 90 and 
120 FPS) to provide a fluid experience. Additionally, it will be necessary to 
address the issue of making the hardware accessible to all users, including 
disabled groups, but doing so holds great promise for ensuring that every-
one in the metaverse has equitable access [7]. HMDs are gradually getting 
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smaller and lighter while adding functions like eye and facial expression 
monitoring to achieve this. Additionally, it should be made sure that every 
environment is built such that people can use it while seated. A low-cost 
untethered experience is best, but all untethered XR devices have limited 
CPU/GPU power, which makes visualization difficult as data sets to rise. 
A single-cell experiment may have hundreds of thousands of data points 
with several metadata columns. Displaying such data on a portable, low- 
powered device is problematic. On-demand application streaming may 
help. 3D “remote desktops” will render and deliver large datasets on 
low-powered devices. Cloud XR renders application pictures on cloud-
based GPUs and streams them to any HMD with a client across fast, low-la-
tency networks like WiFi6/5G. An application can be used as a local machine 
with a powerful network. This strategy presents difficulties since, if the 
latency is not controlled below 20 ms, the user may develop immersion sick-
ness. The Hololens 2 supports a Microsoft technique called Azure Remote 
Rendering (ARR), however, it is customized for specific objects [6].
Software Design: The various software environments that each specific 
HMD offers room for innovation, but this adaptability also carries the risk 
that users may need to become familiar with a variety of operating sys-
tems for each application. When combined with a 3D environment, the 
user experience could be challenging and perplexing for new users. React, 
for instance, is frequently used to create Javascript front-ends for bioinfor-
matics browser-based applications. This enables the rapid development of 
specific features in a consistent style. Dashboards may crowd the user’s sur-
rounding 3D area. More study is needed on automated layout techniques 
based on machine learning that extract features from dashboards and use 
human-in-the-loop algorithms to organize, conceal, and eliminate unim-
portant information. Despite the existence of growing standards like IEEE 
SAA, there is no clear-cut leader in the 3D industry. To remedy this, appli-
cations might need to offer interactive tutorials that walk users through 
the functionalities. The optimal way to build these interfaces needs to be 
outlined in much clearer rules and style manuals. Additionally, user test-
ing may be more constrained because there are fewer HMDs than there 
are conventional computers. Developers will need to make sure their soft-
ware is compatible with new XR systems when they are introduced to the 
market. Hand controllers and software/runtime are the biggest examples 
(SteamVR, Windows Mixed Reality, Oculus link). New button/touchpad 
layouts may require updated virtual models for aesthetics. OpenXR is in 
progress to address these difficulties [5].
Release of XR Tools: Most academic academics need peer-reviewed publi-
cations to get funding. Journals often need reviewers to install and test the 
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source code or application. However, not all reviewers will have HMDs, 
making it harder for them to evaluate XR applications. Authors frequently 
offer in-depth supplemental films to demonstrate the functionality of their 
product to aid in evaluation, although this still calls for some creative 
license on the part of the reviewers. To protect reviewer anonymity until 
XR is more widely used, publications must make the review process easier 
by providing XR equipment to authors and reviewers via their editorial 
office. In the interim, it is up to the authors to ascertain whether their pre-
ferred publication will do this before submission. As XR application devel-
opment progresses, it may be important for journals/publishers to have set 
standards stating how they will handle XR submissions. The authors of this 
article have found that while some people are naturally suspicious of XR 
and what else it can offer, they frequently change their minds after using 
it [4].
Assessment of XR Tools: Benchmarking is still another problem. Speed, 
repeatability, and accuracy are three areas where XR may be superior to 
conventional methods, but a systematic, unbiased comparison of these fac-
tors necessitates careful thought. When 11 experts were questioned and 
training and testing times were compared between XR-experienced users 
and nonexperienced users, AR for head and neck cancer was used as an 
excellent example of a quantitative method for evaluating the efficacy of 
an XR application. The System Usability Scale (SUS) was also employed in 
this investigation. Non-Spatial Data It will be necessary to access non-spa-
tial data in the metaverse, such as descriptive text, tables, 2D images, and 
multimedia sources. The outside environment can be viewed and possibly 
enhanced with MR and AR devices. For instance, in AR or MR, selecting a 
2D term like “SARS-CoV-2 variant” may cause a 3D overlay to appear over 
the text, displaying the virus’s structure and appearance. Schol-AR is an 
illustration of how linked images can be displayed utilizing an AR frame-
work. Reading comprehension of 2D screens when immersed in VR has 
been proven to be unaffected, however, response times to multiple-choice 
questions have been demonstrated to be 10% slower. To boost compre-
hension, it’s necessary to create new ways to consume information [3, 53]. 
For instance, Rapid Serial Visual Presentation (RSVP), which presented 
text word-by-word at a fixed location, was tested in virtual reality. Since 
the user may concentrate in one place while traveling in a virtual space, 
comprehension was found to be improved. On the other hand, a vast wall 
of connected images might be viewed in VR without the limitations of a 
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small 2d screen, allowing for the simultaneous viewing of more data. Given 
its significance, additional research is required to determine the cognitive 
load in various use cases as well as how to grasp and retrieve non-spatial 
data sets.
New Methods of Data Interaction: The obvious alternative to typing is 
speech-to-text, but it might also be used to activate things in the VR world 
rather than utilizing a menu. A tantalizing hint that data selection and que-
rying could be accomplished by thought power is provided by wrist-based 
“Brain-Computer Interfaces,” or BCI, such as Neuralink. Motor neuron 
signals from the wrist are sensed by electromyography (EMG) devices and 
converted into motions and commands [2, 54, 55].
Haptic Equipment: The development of haptics gloves is still in its early 
stages, but they would enable physical interaction with metaverse items. 
Physically isolate a 3D scatter plot cluster for further analysis. Mixed real-
ity systems can provide haptic feedback on walls and tables. These inter-
actions enhance immersion and selection precision, similar to painting in 
the air [1, 56].

6.9 Conclusion and Future Directions

Academics are debating the metaverse’s benefits and capacity to revolu-
tionize civilization. While the metaverse offers new and exciting levels 
of connection between the virtual and real worlds, creating new oppor-
tunities and potential business models, widespread adoption faces sev-
eral issues related to governance, ethics, safety and security, acceptable 
behavior, privacy, and potential disenfranchisement of those without the 
necessary infrastructure to enter it. The promise of XR is fuelling expec-
tations for a slew of previously inconceivable possibilities within the rap-
idly evolving metaverse. By the year 2030, we may spend more time in the 
metaverse than in the real world. People will use the virtual features of the 
metaverse to look for jobs, make money, hang out with friends, shop, and 
even get married. Brain-computer interfaces (BCIs) that enable the track-
ing, recording, and sharing of the human mind are anticipated to emerge 
by 2030. These XR capabilities may enable us to truly relive the experiences 
and memories of another person. Meanwhile, synthetic data collected 
from simulated worlds will most likely aid robots in problem-solving and 
will likely replace people performing high-risk work.
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Abstract
Modern artificial cognitive technology is a result of how people interact with com-
puter systems to feel like they are in the real world. Virtual reality (VR) is one 
of the developing technologies that allow for improvements in human–computer 
interaction (HCI) based on a variety of inputs in the current trend. VR, which 
uses a human–computer interface to simulate a virtual environment in real time, 
makes multidisciplinary engineering possible. One of the most significant and 
essential functional processes in the manufacturing and construction industries 
is welding. With high-strength welded joints, the structure’s mechanical strength 
improves. Typically, welding instructors in undergraduate institutions and busi-
nesses lack the necessary knowledge, which reduces the number of qualified 
welders and has an impact on the education of instructors in undergraduate pro-
grams, manufacturing, and various construction sectors. These are caused by high 
material costs, equipment upkeep, training costs, and significant carbon emission 
with environmental damage. In contrast to conventional welding, VR technology 
offers an appropriate solution for the aforementioned issues, resulting in trained 
instructors, and a decrease in material waste, time savings, and self-learning prac-
tice. However, welding characteristics in VR are reported as weld speed and exe-
cution time. To study the experience of presence in a virtual environment while 
seeing, hearing, and feeling the welding process, the design and development of 
a user-fixed VR system called Virtual Reality Metal Arc Welding (VRMAW) are 
emerging. To enjoy the immersive virtual environment, which is typically chal-
lenging in a traditional context, VRMAW leverages HCI. The design includes 
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computer-aided design (CAD) modeling of welding, creating virtual objects, 
changing coordinate systems, creating a VR environment, and integrating an 
application with smartphone sensors. The new track, which addressed the design 
interface, demonstration, and usability, comes to reality virtually. It allows users 
to engage with computers or smartphones in an environment as similar to real-
world metal arc welding as possible. The field of welding is fast advancing in 
VR technology. Its user-fixed VRMAW is a one-of-a-kind, cutting-edge welding 
solution that promotes digital technology to teach inexperienced welders how to 
use metal arc welding while also being cost-effective, environmentally friendly, 
and clean.

Keywords: VRMAW, human-computer interaction, CAD

7.1 Introduction

The term “virtual” was widely used in every field that used technology to 
simulate the real world. Because of the virtual “integration dimension,” 
artificial cognitive technology used today makes it possible for people to 
engage with computers as though they were in the real world.

Virtual reality is a modern example of an emerging technology that 
advances human-computer interaction based on a variety of inputs. In 
the fields of computer graphics, medical research, surgery, engineering, 
mining, and construction, mechanical and manufacturing engineering, 
three-dimensional (3D) scientific visualization, and education for cog-
nitive learning, virtual reality is one of the most promising and potential 
research applications.

Input, application, rendering, and output are the four main divisions 
of a user and a VR system in Figure 7.1. The user’s eyes, hands, and but-
ton pushes are only a few examples of the information that input gathers 
from the user. The program incorporates non-rendering features of the vir-
tual environment, such as dynamic geometry updating, user interaction, 
physics simulation, etc. Visual rendering, auditory rendering, and haptic 
rendering (the feeling of touch) are all examples of rendering, which is 
the conversion of a computer-friendly format into a user-friendly one that 
creates the illusion of some type of reality. Drawing a sphere is an exam-
ple of rendering. Other than high-level descriptions and components that 
directly impact the user experience, rendering is already fully defined. The 
physical representation known as output is what the user can see and feel 
(e.g., a display with pixels or headphones with sound waves).

Visual displays, audio, haptics, and motion platforms are the main VR 
output devices. Olfactory (smell), wind, heat, and even taste displays are 
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some of the more unusual exhibits. Designing VR experiences requires 
careful consideration of the hardware to be used. For some designs, some 
hardware could be a better fit than others. For instance, for big audiences 
gathered at the same physical area, enormous screens are preferable over-
head mounted displays. The sections that follow give an overview of various 
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output to the user.

WWW
Personal Computer

& Internet

Originally compiled by
S.R. Ellis of NASA Ames.

28

32
33

27
31

26

38
39

40

47

48

49

3746
45

44
35

36
55

43
54

56

52
53

42 34

29

30 25

24 20

21

18

~1995

~2000
~2013

1916
1617

~1990

~1985

~1980

~1940 ~1965

9

7

5

6 8

10

11 13

12

15

17
19

16

1422

23

41

51
62

5061

60

59

64

63

1 2 3 4

58

57

Figure 7.2 Some head-mounted displays and viewers over time [44].



194 Metaverse and Immersive Technologies

popular VR devices. Figure 7.2 represents the sections that follow and give 
an overview of various popular VR devices.

In 1860, self-assembled cardboard stereoscopes with manually operated 
moving images were among the stereoscopes that were popular during 
the first 3D craze. Millions of stereoscopic views were sold by one busi-
ness in 1862. Brewster’s design for headset is theoretically similar to both 
the Google Cardboard of today and the View-Master of the 20th century. 
Instead of using actual physical images, a cell phone is utilized to display 
the images in the case of Google Cardboard and other phone-based VR 
systems.

Many years later, at the 1995 Midwinter Fair in San Francisco, a 3600 
VR-type display known as the Haunted Swing was presented. It is still 
one of the most captivating technological illusion displays to this day. The 
demonstration was held in a room with a huge swing that could accommo-
date about 40 people. The swing was started after the audience had taken 
their seats, and as it oscillated, users unintentionally grasped their chairs 
as if they were in an elevator. In reality, the swing barely moved at all, but 
the area around it moved significantly, giving the sensation of self-motion.

The development of VR technology went beyond just showing visual 
visuals in the 1900s. Beginning to emerge were new interaction ideas that 
even today’s VR systems could seem unique. A head-worn pistol pointing 
and shooting system, for instance, is seen in Figure 7.3 and was patented 
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Figure 7.3 Albert Pratt’s head-mounted targeting and gun-firing interface [44].
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by Albert Pratt in 1916 [Pratt 1916]. This weapon can be fired without the 
need for hand tracking because the operator blows through a tube that 
serves as the interface.

VR, which uses a human computer interface to simulate a virtual envi-
ronment in real time, also makes multidisciplinary collaborative engi-
neering easier. Due to its strong resemblance to reality, virtual reality 
technology produces an engaging environment that encourages active 
learning as opposed to passive learning. The majority of beginning learners 
are drawn to VR’s increased multimedia and three-dimensional visualiza-
tion techniques, which also improve learning outcomes. One key benefit of 
VR technology is repetition, which enables users to practice certain weld-
ing procedures and scenarios in a virtual setting, emphasizing the learning 
outcome. By removing the possibility of exposure to potentially harmful 
risks present in other teaching interfaces, VR technology aids novices in 
reducing their financial and societal costs.

By utilizing Virtual reality along with Augmented Reality (AR), and 
Mixed Reality (MR) as technically advanced advance computation tech-
nology, the concept of the “smart factory” has opened up new opportuni-
ties for the industrial sector. Implementing VR technology has improved 
process monitoring, control, and precise manufacturing. As a result, man-
ufacturers may be able to produce high-quality, efficient, and precise prod-
ucts to meet demand. Key dimensions of VR technology include highly 
interfaced communication systems, sensor technologies, and automation 
functions.

One of the most crucial and essential functional processes in the indus-
trial industry is welding. The number of experienced welders has declined 
because most welding instructors in undergrad institutions and the work-
place lack experience. It affects the manufacturing, many construction 
businesses, and the training of instructors for undergrads. This is a result 
of the high cost of training, supplies, and equipment upkeep. The afore 
mentioned issues can be effectively solved by VR technology, which also 
results in qualified trainers, a reduction in material use, time savings, cost 
savings, and compatibility.

Before realizing the science fiction dreams, virtual reality is successfully 
applied in numerous fields. A lot of work has been put into developing vir-
tual reality assisted welding processes for various working environments 
due to its effectiveness and crucial significance. However, creating VR 
mechanisms for various welding processes where there may be a variety of 
working restrictions, such as angle, mass control, arc rod elongation, etc. 
Creating a VR model under these circumstances is a very time- consuming 
undertaking. However, the current study was motivated by the rapid 
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growth of virtual manufacturing processes to identify an appropriate weld-
ing process that made a significant contribution to modern applications 
and to create a cutting-edge, reliable, android-based virtual reality metal 
arc welding or training module for resource augmentation that would ulti-
mately guarantee higher productivity and accuracy. Understanding weld-
ing and related structures is crucial because the proposed effort aims to 
establish a VR assisted welding process. Virtual Reality Metal Arc Welding 
may make learning and practicing metal arc welding simple, green, afford-
able, and quick.

7.2 Literature Survey

By choosing the right software and hardware equipment, virtual real-
ity metal arc welding aims to close the gap between traditional and 
 cutting-edge virtual reality technologies. To determine the present state 
and extent of the research effort, a thorough survey, and study of the litera-
ture in the field of virtual reality is conducted in this direction. 

a) CAD/CAM
b) Welding
c) Virtual reality
d) Virtual manufacturing
e) Mathematical modeling and computer graphics
f) Virtual reality in welding and training 

Yang Zheng et al. [1] demonstration of a variety of computer-based 
design tools for use in design activities (CAD). Due to its capability for 
Boolean operations like the addition and deletion of surfaces, this method 
is efficient for design tasks.

According to Kun Yang et al. [2], the conceptual design of the triple helix 
is an inventive and creative problem-solving model for  computer-aided 
creative design systems. The three types of space established for computer- 
aided creative design systems are design flow space, knowledge inspiration 
space, and solution operating space. This paradigm uses cognitive stimula-
tion to model design types like variant, adaptable, and unique.

Holger Graf et al. [3] novel approach to preparing computer-aided 
design data for virtual reality model was described. By using tessellation as 
an intermediate representation, computer-aided design models are trans-
formed into various virtual reality examples models. Data interface and 
scene configuration make up virtual design data preparation.
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The framework for the representation of matrices is provided by an 
object-oriented approach to geometry algebra. Virtual reality modeling 
relies on human visual perception, and the foundation for it is digital mod-
eling appearance. Shape, material, and incident light all work together to 
produce a visual image. When building models for virtual environments, 
other factors such as material appearance, encoding appearance, and ren-
dering appearance are just as crucial.

The process of creating detailed scenes in three dimensions takes a 
significant amount of data storage and is challenging. To develop simple 
visual representations, a tool building technique using a command lan-
guage and algorithm is applied. A process based and organized strategy is 
necessary to obtain high quality training and cognitive learning strategies 
for the development of welding skills.

When welding students are trained using virtual reality technology 
rather than traditional welding, A. Preston Byrd et al. [4] look at how 
much their social anxiety and phobias decrease. The manufacturing sector 
demonstrates the lack of skilled welders, from apprentices to engineers, 
which has an influence on output and product quality. The development of 
productivity is greatly aided by the exchange of knowledge about effective 
working methods. Artificial cognitive technology training reduces welding 
training costs and increases welding production following the training of 
novice welders.

The cognitive learning framework, which provides a touchstone for dis-
cussion with four dimensional parameters pedagogical consideration, style 
of representation, context, and learner specifications is highlighted by Sara 
de Freitas et al. [5].

Fully immersive and virtual reality integrated technology is used in 
welding by Richard T. Stone et al. [6] to track the use of weld patterns in 
various welding locations for improved visual aid.

In order to view the evolution of a medical operation that shortens the 
procedure completion time and increases cost efficiency, Kevin Kunkler 
[7] examined the use of virtual reality simulation in medical applications.

According to Davide Manca et al. [8], the chemical process sector should 
integrate and combine a dynamic accident simulator with a virtual real-
ity simulator of a dynamic process to provide learners with a customized, 
efficient learning experience. The virtual chemical industry offers users a 
completely immersive virtual setting with three-dimensional audio effects 
that let them feel the challenging conditions of a manufacturing operation.

Virtual reality training is an innovative cognitive tool that offers rich 
educational context with high levels of immersion, graphic fidelity, and 
multi-sensory indications to boost interest and motivation in the trainees 
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for skill acquisition and learning processes within experiential framework, 
according to Fabrizia Mantovani et al. [9].

The phrase “virtual reality” or “manufactured reality” was first used by 
Howard Rheingold [10]. A middle range of human interfaces to computer 
graphics systems use artificial reality. The use of position trackers and hel-
met mounted displays to visualize synthetic (virtual) surroundings and 
images is also common.

In order to transform the traditional manufacturing system into an 
information-oriented manufacturing system that has the potential to 
integrate manufacturing resources and processes in cloud networking, 
Kazuaki Iwata et al. [11] place special emphasis on advanced information 
technology with cloud networking and 3D computer graphics.

According to Abdulrahman M. Al-Ahmari et al. [12], virtual reality 
technology offers the manufacturing sector an efficient and affordable 
option for the design, plan, and prototype of machine parts and assembly 
for training and decision-making. The collaborative interaction modules 
with visual, acoustic, and tactile feedback offered by the virtual assembly 
system provide an immersive environment for the user.

Current industrial industries need two new technologies: virtual real-
ity and internet communications. Full-scale 3D models can be viewed in 
synthetic environments using artificial cognitive technology, which boosts 
designer efficiency and transparency in 3D model examination. The two 
database managers are the universal database manager and the knowl-
edge-base manager. Data transferred to virtual environments through user 
interface environments and data for 3D graphics are kept in knowledge 
base managers in universal database managers.

Customized product creation in mass production employing virtual 
prototype and design by manufacturing simulation approaches was pro-
vided by Mitchell M. Tseng et al. in their study [13]. By using virtual pro-
totyping, bespoke products can be designed more effectively. The primary 
tenet of virtual prototyping of customized product development is concept 
development for design and concept evaluation for simulation environ-
ment inside the single domain.

The synergistic marriage of 3D computer graphics and touch screen dis-
play soft controls results in greater interactivity. The location and angle 
of approach are both detected by a multidimensional touchscreen with 
sensing position of six (6) degrees of force vector information and sen-
sor frame. Virtual reality describes the user’s interaction with an artificial 
environment as well as the media used to create it. The main components 
of virtual reality include a fully immersive virtual world, affordances for 
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depth perception, tracking the user’s direction of motion, motion parallax, 
and a spatialized audio system.

According to Samar K. Saha [14], virtual manufacturing is particu-
larly effective for enhancing the current manufacturing process, creating 
 cutting-edge process technology, and increasing the product’s potential to 
be manufactured. The two main developments of an efficient manufactur-
ing process are product development and technology development.

A closed-loop environment that may be utilized online to control and 
automate a manufacturing organization is discussed by Bin Wu et al. in 
their discussion of the conceptual framework and implementation of an 
integrated, computer-aided manufacturing system design environment 
[15].

Virtual manufacturing, which employs modeling, simulation, product 
optimization, synthesis, knowledge capitalization, analysis, and the pro-
cesses involved in its manufacturing domain, is highlighted by Philippe 
Depince et al. [16]. Virtual manufacturing (VM) is the term used to 
describe manufacturing done on a computer utilizing CAD tools for mod-
eling and simulation. A decision-making tool, virtual manufacturing func-
tions as a foundation for three-dimensional facility layout with both static 
and dynamic production system behavior.

System architecture with virtual-real interactions and system infrastruc-
ture were proposed by K. Iwata et al. [17] for usable development. Seven 
functional blocks that can be used to create virtual objects using modeling 
approaches are identified, along with the informational dependencies that 
exist between them.

Hyper-realism technology for three-dimensional model projection with 
interactive and audiovisual systems in digital applications. The advantages 
of virtual prototyping include cost savings during pre-build, a decrease in 
the number of prototypes, and a reduction in the number of physical pro-
totypes and manufactured goods. Through modeling and simulation, the 
kernel technique is used to implement the virtual manufacturing concept 
in next-generation manufacturing systems.

Two production systems are described by Masahiko Onosato et al. [18]. 
While virtual manufacturing systems are broken down into virtual and 
informational systems in information systems and virtual and physical sys-
tems in physical systems, real manufacturing systems are divided into real 
and informational systems in information systems and real and physical 
systems in information systems. The configuration of the Virtual Works 
system includes a solid model editor, a class manager, a simulation man-
ager, and a report reader.
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The three modeling approaches for determining the center of subjec-
tively formed objects are the polygon centroid method, selection center, 
and optimal center. While human-computer interaction designers use 
models to assess and enhance interaction strategies, interface designers 
employ models to forecast and optimize the performance of user inter-
faces. Transformation matrices are rotated and oriented using quaternions.

The significance of mathematics and algorithms for computer graphics 
and geometric modeling was summarized by Max K. Agoston [19]. The 
three different kinds of geometric modeling are global, local, and intrinsic. 
The virtual reality model is created using intrinsic geometric modeling. 
For the transformation of the matrices, the fundamentals of quaternions 
are also given.

Computer-aided design heavily relies on solid geometric modeling. It 
consists of a geometric modeling algorithm, mathematical theories for 
the algorithms, software and hardware systems, and solid modeling of the 
geometry (face, surfaces, vertices, and solids) and transformations such 
rigid motion and Boolean operations. The art of creating interactive com-
puter visuals using mathematical objects and their change is known as 
mathematical visualization. By using visuals that are logically helpful, it 
offers new understanding into the objects of pure geometry.

According to W. R. DeVries et al. [20], computer graphics can give a 
simulation in the time domain by animating and visualizing a dynamic 
process model using a transformation matrix.

According to Jixiang Lu et al. [21], human computer interaction makes 
it possible and amenable for people to engage with virtual objects. Because 
they are in direct contact with users, mobile internet gadgets promote 
improved interaction and user happiness.

A collaborative handheld computer is designed with virtual reality in 
mind for educational purposes. The outcome demonstrates an efficient 
method for combining collaborative and cognitive learning with mobile 
computers. Mobile technology is becoming more and more popular in 
the modern period because to its simplicity of use, small size, and parity 
with laptop or desktop technology. Human-computer communication on 
mobile devices uses a model-based temporal method. Using mathematical 
models at the keystroke and movement levels, user interface designers can 
more affordably evaluate input technique. 

For mobile handheld interaction, Ken Hinckley et al. [22] proposed 
voice memo detection, scrolling of the joystick, and display mode identi-
fication in addition to touch sensors, tilt sensors, and proximity sensors as 
hardware sensor solutions.
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By focusing on cutting-edge tools like proximity snapping and collision 
snapping, Richard G. Dewar et al. [23] help users of virtual environments 
reuse the design product database and interact with virtual objects.

Positive transfer training effectiveness ratio is achieved during welding 
instruction using integrated virtual reality. The three main components of 
interaction and team learning are collaborative learning, open communi-
cation, and continuous development.

Santosh N. Nair et al. [24] demonstrate cognitive feedback training that 
enhances visual inspection performance by gathering and analyzing eye 
movements using a 3D binocular eye tracker.

For the weld beads, Dongsik Jo et al. [25] created a mathematical model. 
The actual welding process served as the basis for creating the database of 
bead height, width, angle, and penetration. The mathematical model con-
sists of a numerical equation for calculating bead shape and height as well 
as a curve equation.

According to Sakol Teeravarunyou et al. [26], a computer-based welding 
training system improves fundamental skills by transferring information 
from creation to coding, leading to an increase in welding skills.

By adjusting the welding parameters, particularly arc length, weld rate, 
and arc time, the effectiveness of welding training can be increased. For 
the straight travel of the electrode, the arm movement’s trajectory is set. 
The use of virtual reality in welding has decreased the cost of training [27].

The benefits of virtual reality in welding training were discussed by 
Laurent Da Dalto et al. [28] as the technology aids in enhancing a better 
training quality with flexibility, minimizing the training cost, and increas-
ing the training pace. To conceptualize and simplify the scene model for 
improved learning and understanding, counterintuitive design techniques 
are applied.

According to J. Kreindl et al. [29], virtual welding systems can teach 
beginning welders the fundamentals of welding as well as safety techniques 
without the need for an expensive testing welding room and its associated 
equipment. The concepts for instruction are provided via virtual welding, 
which improves the effectiveness of the learning process.

An intelligent welder training system with the use of neural networks 
and scriptable information was presented by Yeong-Do Park et al. [30] 
to enhance hand-eye coordination, welding postures, various weldment 
shapes, and welding diagnostics. For weldment structure and postures, a 
script based on Extensible Markup Language (XML) is employed.

In order to assess the cognitive level of learning among the undergradu-
ates, Richard T. Stone et al. [31] make a distinction between virtual reality 
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integrated weld training and traditional weld training. With the established 
skills of virtual reality technology, skilled welders are generated quickly.

According to Faizal Amin Nur Yunus et al. [32], a virtual reality weld-
ing simulator can redo welding sessions without wasting any material and 
improve comprehension of welding processes.

With design factors taken into account, computer graphics techniques 
are employed for high-quality visualization techniques, and a way of imple-
mentation is used for user-computer interaction with the virtual objects. 
Multimodal interfaces for realistic experience and three-dimensional weld 
bead visualization are used to create interactive training. The database for 
generating the shape of the weld bead is created with the aid of real-time 
visualization from experiential sources [32–35].

Technical training, problem-solving, decision-making, communica-
tion, and interpersonal skills are all areas where Benjamin Knoke et al. 
[36] deemed physical and simulation fidelity to be essential for expe-
rienced trainers. Training with simulations focuses on developing three 
types of skills: cognitive (thinking), psychomotor (doing), and emotional 
(interacting).

According to A. P. Byrd et al. [37], a virtual reality simulator is uti-
lized as a tool for evaluating beginning welders. Five welding character-
istics are taken into account while assessing simple and complex welded 
locations.

Erik Engh [38] emphasizes the use of virtual reality technology in active-
based welding instruction to improve skills and competency in welding 
process. In order to close the communication gap between students and 
teachers, the structure of the learning design process is examined.

Welder education that is on par with emerging technologies is suggested 
by Luisa Quintino et al. [39] as a way to improve weld quality. Robotized 
welding uses control systems and sensor technology.

For beginning welders, virtual reality technology improves their psy-
chomotor skills during the welding process. Additionally, it shortens the 
training period for welders and improves their proficiency in a single weld-
ing operation [40].

With the use of RobCAD, Yongkang Ma et al. [41] demonstrate 3D vis-
ible welding simulation for optimizing the weld path to lower design costs 
and increase welding process dependability.

The efficiency and logic of the welding operation were improved by LI 
Yanping et al. [42] mathematical model for multi-robot welding task uti-
lizing hill climbing algorithm and genetic algorithm coded using Matlab 
and Visual C++.
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The findings from the literature survey are as follows:

• The core of developing new products for future technolo-
gies like digital manufacturing, VR, extended VR, and AR is 
modeling utilizing a proper CAD tool.

• A brief overview of the various welding procedures and their 
corresponding functional properties was done. To support 
ongoing development and improvement in the new product 
design process, new systems using virtual reality technology 
are being introduced, such as VR based system for product 
(model) based assembly, human integrated simulation and 
visualization in manufacturing, web-based system for com-
bined e-learning, rule based system for virtual prototypes, 
and united structure for model design review.

• Computer graphics techniques are essential for rendering 
CAD models, creating multimodal interfaces for realistic 
environments, and product design. The technique of inter-
active virtual model creation using computer graphics and 
manipulation algorithms is known as mathematical model-
ing and visualization.

• Virtual reality is employed in a variety of industries, includ-
ing aerospace, automotive, medicine, heavy engineering, 
training, and educational learning, albeit this use is still in 
its infancy. Users of virtual reality have the chance to learn 
well, practice often, and do so without using any electricity, 
consumables, or raw materials.

• Virtual reality metal arc welding requires the cooperation of 
CAD, reverse engineering, and virtual reality technologies. 
The use of advanced virtual reality equipment, such as HTC 
virtual reality glasses, virtual reality systems, and cameras, 
has been used to train surgeons before to surgery and train 
pilots in aerospace. However, despite having less expensive 
equipment, android-based virtual reality technology is still 
uncommon in the engineering field. As a result, prospects 
in the field of mechanical engineering are more skill-based.

• The areas to be focused for immersion and interaction 
include designing the CAD platform in a virtual world using 
CAD tools, converting CAD models to virtual models, iden-
tifying virtual reality software, and mathematical model-
ing. Present-day difficulties with e-training for novices in 
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welding using virtual reality metal arc welding, which is 
healthy, clean, and economical.

• Overall, it paints a picture that there is still much study to 
be done in fields like metal arc welding, coding, and vir-
tual reality for computers and android-based smartphones. 
Other areas include solid modeling utilizing an appropriate 
CAD tool.

The advances in design and manufacturing of VR headset include: 

• Virtual reality is an essential component of people’s daily 
lives all around the world. Virtual reality products are 
used to research product design and replicate user inter-
action in a virtual setting. In a virtual environment, the 
user activates their senses to see, hear, and touch the vir-
tual items as if they had never actually been. The majority 
of virtual environments are created on computers. Real 
world and virtual world collaboration is the vision and 
goal of VR.

• Virtual reality is a representation of the imaginary worlds 
that humans can imagine. By giving the user a sense of pres-
ence and total immersion, virtual reality aims to make any 
scenario they may imagine seem realistic. Virtual reality 
offers a completely interactive experience that allows users 
to walk freely throughout the scene, interact with numerous 
items, and make the best choice after familiarizing them-
selves with (or mastering) the material.

• The majority of research work have been launched in the 
areas of medical surgery, safety, aerospace, education, and 
training. There are therefore many chances to use virtual 
reality in the field of engineering design and development. 
Android smartphones are used to display this virtual envi-
ronment to the user.

7.3 Technically Enriched Advance Computation 
Technologies

Virtual reality and augmented reality, the industrial internet of things, 
big data, and block chain, robotics with artificial intelligence, additive 
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manufacturing, cybersecurity, and cloud computing are some of the emerg-
ing technologies associated with the fourth industrial revolution.

• Industry 1.0: Existence of small-scale mechanical indus-
tries and power generation industries with the aid of water, 
steam, and coal. 

• Industry 2.0: Assembly line production, manufacturing of 
goods in large quantities, and Mega Watt electric power 
generation. 

• Industry 3.0: Application of robotics for automation using 
CAD/CAM/CAE tools. 

• Industry 4.0: Usage of smart technologies between computer-
ization and exchange of data in mechanical, automobile, cyber 
systems, aerospace, and electronic manufacturing sectors. 

Data analysis, manipulation, and exploitation are made more efficient 
by 3D visualization, simulation, interaction, and immersion. The advances 
in manufacturing, healthcare, education, sciences, finance, and energy 
that use 3D visualization, virtual reality, and immersion tools assist teams 
(human resources) develop technically and achieve higher success rates.

7.4 Arc Welding

The method of arc welding involves permanently connecting two pieces of 
metal together with the help of filler material under the effect of heat and 
maybe pressure. The welder must practice making straight movements with 
the electrode holder to improve the weld bead. Continuous welding prac-
tice improves a welder’s ability to produce the right weld bead at junctions. 
Shielded metal-arc welding is the most common form of welding procedure. 
The focus of the current research is on creating a reliable and effective virtual 
reality metal arc welding learning mechanism for the most efficient use of 
resources and the safe implementation of the green training idea.

7.5 Virtual Manufacturing

Manufacturing, which includes the steps of materials, processes, man-
ufactured items, labor, and assembly, is a crucial component of the 
economy. Due to international rivalry, industries are currently experi-
encing serious problems and difficulties. Fast reaction and flexibility are 
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currently more popular in manufacturing than mass-produced proto-
types. One can achieve resource design, process, integrated goods, qual-
ity, cost-effective products, technology optimization, and cost reduction 
through virtual manufacturing (VM).

Through greater process understanding and the creation of a platform 
to educate and train aspiring machine operators on a particular machine 
and machine time, VM helps to reduce material waste and flawed design. 
On desktop computers and smart phones, virtual production is the exact 
opposite of traditional manufacturing. Virtual reality is the foundation of 
virtual manufacturing because it allows customers to experience the bene-
fits and drawbacks of a product realistically, cutting costs, and saving time.

7.6 Virtual Reality 

VR emerged as a unique area of human-computer interfaces, and its use 
began in the early twenty-first century. Due to the early stages of develop-
ment of VR tools and technology, evaluation of this technology is difficult; 
to date, little research has been done on this technology’s implications for 
education and training. Researchers are currently gathering useful infor-
mation about VR hardware and software for applications in the aerospace, 
automotive, construction, and educational sectors. Figure 7.4 represents 
the vision of virtual manufacturing.

Virtual reality is a human-computer interaction that gives the user 
an immersive experience in a 3D virtual world filled with movable, 
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Figure 7.4 Vision of virtual manufacturing [43].
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interactive  items. With the use of virtual reality technology, a user can 
engage and become fully immersed in 3D virtual objects, experiencing 
them intuitively and simulating their actions in a real-world setting. A vir-
tual reality environment gives the user a 3D sense of presence, immersion, 
and instinctual engagement with the virtual environment.

The user investigates the quickening pace of VR technology develop-
ment while immersed in the virtual environment. Interaction between 
the smartphone and the virtual reality controller is made possible via col-
laborative virtual reality. Compared to desktop computer systems, virtual 
reality speeds up complete immersion. The physical user actions with the 
interface devices are picked up by VR systems in the visible field of vision 
surrounding the 3D virtual environment. Virtual reality encourages users 
to enter perilous situations so they may see actual cases. For instance, sim-
ulating intricate industrial installations, developing new structures, visu-
alizing intricate things, invisible matter molecules, and airflow direction.

Virtual reality is classified into three major categories namely 

(i) Neural-direct virtual reality: In this type, the database col-
lected from various sources and the present user position 
and orientation is directly associated.

(ii)  Non-immersive virtual reality: In this type, user experience 
3D virtual object in the virtual environment programmed 
for windows-based or mobile (Smartphones) based plat-
forms and is created without any hardware components.

(iii)  Sensory-immersive virtual reality: In this type, real environ-
ment 3D modeling plays a vital role with various types of 
sensors attached. The user is encircled by projected pictures 
(image) in a virtual environment. 

7.7 Virtual Welding: An Innovation Towards Virtual 
Reality for Welding and Training

Welding is a complex manufacturing operation that must be carried out 
with numerous trials before producing the desired welded junction, as was 
previously stated. In the assembly and construction of metal structures, 
welding is essential. The education and manufacturing industries both play 
a crucial role in the training of new and inexperienced welders, and they 
place a lot of emphasis on fields like nuclear pipes and navy ships, where 
the welded connections must pass stringent inspection.

Virtual reality has a wide range of uses, some of which include train-
ing surgeons in laparoscopic procedures using haptic screens and gloves in 
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virtual reality simulations. Commercial pilot training takes place in virtual 
reality-enhanced flight simulators. Because of this virtual reality setting, it 
is important to train beginners and undergraduates in order to increase the 
efficiency of the process.

Welders in the beginning stages can receive minimally expensive, 
material-wastage-free training through virtual reality metal arc welding. 
The focus of this research is on creating a product-based VR system pro-
totype called Android Based Virtual Reality Metal Arc Welding that will 
allow people to create virtual metal arc welding in various welding joints. 
Process parameters like weld duration and weld speed are recorded by the 
VRMAW and shown after welding for analysis and improvement. In tradi-
tional welding, the strength of the actual weld as well as other welding char-
acteristics like visual inspection, guided bend test, free bend test, tensile 
test, magnetic particle test, and hydrostatic test are computed. However, a 
world-fixed virtual reality system in virtual reality can analyze the strength 
and quality of virtual welds. The user-fixed virtual reality system is the sub-
ject of the current research. The user-fixed VRMAW introduces a first-
of-its-kind welding teaching methodology employing smartphones with 
Android operating systems and cutting-edge VR technologies. Figure 7.5 
represents the flowchart of VR welding.

7.8 Virtual Reality Metal Arc Welding System 
(VRMAWS)

VRMAW system consists of three sub-systems namely (i) input/output 
device manager to handle communication with input devices such as vir-
tual reality controllers, VR headset and smart phones, (ii) virtual world 
manager for interaction, (iii) visual and audio manager for graphical 3D 
display and surround sound system. Figure 7.6 represents VRMAWS. 

7.9 Software’s and Hardware Used in VRMAW

VRMAW hardware - Input device: Virtual reality controller, Output 
devices: Smart phones and virtual reality headset.

A virtual reality controller can be used as an input device to allow users 
to interact and navigate within the VR world. The VR controller’s spherical 
tracker serves as a controller for the mobility of the electrode throughout 
the welding process. The virtual keyboard can be selected using the con-
troller buttons, an alphabetic QWERTY keypad, menu icons, and virtual 
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objects to enter the username. To expose the VR world to consumers and 
create an immersive experience within the environment, virtual reality 
headsets and smartphones are employed.

VRMAW software’s – 3Ds Max, Autodesk Inventor, Adobe Fuse, 
Unity 3D, Microsoft Visual Studio, and Android SDK are among the 
VRMAW software programs (Software Development Kit). Modeling of 
the welding table, helmet, electrode holder, electrode, and workpieces 
is done using CAD programs like Autodesk Inventor and 3Ds Max. The 
CAD models are rendered using Adobe Fuse software to create realis-
tic images. A graphical user interface called Unity 3D is used to create 
virtual scene models in virtual environments and to interact with CAD 
models in VR models.

The scripting language utilized in the Microsoft Visual Studio product is 
C#. Emerging technologies like virtual reality, augmented reality, and the 
internet of things are all compatible with Android applications. Android 
applications’ adaptability, flexibility, and adaptability enable developers to 
create interactive, dynamic mobile applications. 
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Figure 7.5 Flowchart of VR welding [45].
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7.10 Virtual Design and Manufacturing

First, a research study and expert interviews were used to determine the VR 
welding course’s skill indices. After determining the relative significance of 
the ability indices and the viability of VR-assisted welding instruction, the 
teaching approach and course material were developed, and experimen-
tal instruction was put into practice to confirm the results. The literature 
study, expert interviews, and the questionnaire were all conducted using 
several techniques, including fuzzy Delphi, ANP, and others.

Using virtual reality (VR) technology, instructors can demonstrate the 
safety regulations for welding in a virtual setting, such as wearing safety 
goggles, gloves, and masks and verifying the automatic electric shock 
prevention device, allowing students to practice and implement each 
requirement one at a time. S0401: In order to experience the proper safety 
precautions before welding operations. The correct equipment, a slag ham-
mer, should be used to remove slag from the weld bead; otherwise, we 
would be scalded if we didn’t follow the rules and wear protective gloves. 
Figures 7.7 and 7.8 represents the Protective Leather Gloves for Welding 
and Tool for Removing Slag from a Weld Bead, a Slag Hammer.
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Figure 7.6 Virtual reality metal arc welding system.
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Figure 7.7 Protective leather gloves for welding [45].

Figure 7.8 Tool for removing slag from a weld bead, a slag hammer [45].

Figure 7.9 VR welding simulation screen [45].
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The practice welding operations and become accustomed to welding 
postures and processes appreciations to VR welding equipment. The most 
crucial factor was that practice frequently without worrying about being 
hurt or breaking the equipment. Additionally, the VR welding equipment’s 
practice mode features a prompt feature like welding angle, walking pace, 
etc. Figures 7.9 and 7.10 represents VR Welding Simulation Screen and VR 
Welding Simulation Screen.

Additionally, to learn stable welding techniques. “VR welding equip-
ment can set plate thickness in addition to flat welding and horizontal 
welding, allowing us to perform a range of welding modes. The weld out 
good works since practice makes perfect when it comes to welding. The 
stability, walking speed, and welding angle of our welds may all be tested 
using the test mode that VR welding equipment features in addition to the 
practice mode.

7.11 Conclusion

Digital realities are getting closer because it is now possible to combine 
physical environments with computer-based components that add extra 
information and create engaging virtual worlds. Then, going ahead to the 
future, it is evident that people will be surrounded by computer-simulated 
realities, and they do not need to be conscious of that because, in reality, 
these technologies are here to support people in doing their tasks more 
effectively rather than to replace them. 

Figure 7.10 VR welding simulation screen [45].
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The sector is particularly flourishing because to VR. Anyone who has 
tested a VR experience can witness to its quality and functionality. New 
uses for this immersive technology have emerged, and new businesses have 
been established during the past several years, so it is not surprising that it 
is becoming less science fiction and more science reality.

Despite being in its very early stages of development and being closely 
linked to gaming, virtual reality is actually reshaping the way that peo-
ple currently watch sports, design new products, or even teach. Because 
of this, it is thought that VR will not only disrupt current markets but also 
create new ones.

If using a headset to experience VR is so simple, the reader would ques-
tion why there aren’t more individuals already residing in virtual reality. 
There are unfortunately still a lot of problems to fix. The obstacles the VR 
industry faces today are discussed in this part, along with future trends 
that are expected.
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Abstract
In many industries or fields, the metaverse presents opportunities to improve the 
operations and workflows supporting computer-aided design (CAD) computing 
projects and their maintenance for a long time. It has the advantage of develop-
ing a three-dimensional (3D) world to focus on various aspects such as creation, 
visualization, testing, and modeling to rework into the real world. Augmented 
reality (AR) is an experience where users and designers enhance the products of 
the physical world into computer-generated sources. It is exceptionally chang-
ing the nature of collaboration in product design. It is a cloud-based technol-
ogy and is useful for changing product design. As the motivation behind digital 
modeling, metaverse modeling is well-suited to CAD to enhance manufacturing 
mechanisms. This chapter explores the potential of creating 3D parametric com-
puter-aided models using the AR technique.
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8.1 Introduction

At present, computer-aided design (CAD) systems offer tremendously 
qualitative and perfect modeling features and functions that lead to huge 
production with a new way of part design even. Although 3D is the geo-
metrical database that has been used for a long time, the user interfacing 
with the CAD systems is not affected significantly. Nowadays, CAD tool 
uses standard WIMP and desktop-based graphical user interfaces (GUI) 
[4]. The interactions are made employing a display unit, mouse, and key-
board [10–12]. Such interaction does not aid the designer to transform his 
creative ideas into useful parts or geometrical models. Hence, new interac-
tion platforms and interfaces should be developed to help the designer in 
the CAD modeling of components. Therefore, the challenges are consid-
ered for many fields and their flexibility with the certain processes of AR 
and CAD through various applications like aerospace, academics, medical 
and military fields etc. The following Figure 8.1 shows the architecture of 
the AR interface.

There are too many attempts have done to understand the emotions of 
human beings and hence to develop solutions to the same. A corporation 
or industry’s product is released into the market with a certain aim in mind, 
and whether it is successful or not depends on input from various public 
sectors. So, here the emotions of the user/consumer are mainly important 
to decide the status of the business of product. In this way, by knowing the 
emotional interaction between the product and the user, progress in the 
business can be assured. How specific emotions are induced and verified in 
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favor of some creative activities is explored by some authors [2, 3, 13–16]. 
Similarly, human emotions can be elicited using many multimedia sources. 
A technology known as Virtual Reality (VR) is seen as promising and 
undoubtedly intriguing in terms of how it affects human emotions. The 
flexibility and complexity of VR offer plentiful possibilities for provoking 
these human emotions.

Thus the basic principle involved in VR could be able to engage the 
users in a situation where their details of any kind reflect in exciting the 
precise emotions using VR-based simulations completely. Emotions of 
any type, including even audio and video aspects corresponding to multi 
media are used to emphasize the emotions. Virtual Environment (VE) is 
another similar platform that is very interactive for both the time and user 
from some other media [17–20].

VR designers are the ones who work in the virtual environment follow-
ing certain guidelines and methodologies. But there are no such guidelines 
are providing. To make a design activity, there is a need to develop a sys-
tematic, repeatable, and transferable methodology. Without a process, the 
risk of continually tackling an issue or problem exists. Even though there is 
some complexity in designing the virtual environment or the human emo-
tions themselves, the task is not trivial. Nevertheless, there are many ways 
to deal with such complex issues because the space available for design is 
too large and one can work it out by using various process parameters. For 
example, the designer can able to generate genuine working conditions and 
combine the existing circumstances even for the known emotion also.

Nowadays, there are very highly configured computers/desktops and 
updated/latest software available in the market. Even though, it is neces-
sary to have extraordinary visualization skills in developing various func-
tional features of components with special dimensions. Hence AR can be 
assured the envisioning and creating complex designs, overhanging parts, 
and composite materials. Thus the existing AR technique can help enhance 
design skills and visualization skills. That results in scientific simulations 
and forecasting the functioning of designed tools to be served in various 
industries, institutes, and educational organizations. The visualization data 
provided by AR technology is an aid to fill the gap between the parts pro-
duced by physical methods and virtual models designed by using digital 
computers. In this way, the services of AR technology are useful in various 
sectors viz. assembly units, aerospace, manufacturing, military fields and 
also in medical studies, entertainment flat forms etc. [21–24].

AR technology is significantly applicable from a research point of view, 
especially in the aerospace industry. Boeing is one such industry and the 
 scientists/researchers found that AR is a technology that can provide 
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multiple configurations and various scenarios that to check the artifacts of 
the physical fabricated parts [4]. Simulation is the main platform here to 
work out the above-mentioned details. Boeing has also started to adopt the 
AR tool for assembly training. Hence it is possible to communicate com-
plicated commands/instructions and able to reduce the training needs. In 
addition, Boeing has also extended the AR services to work with a demon-
stration project of NASA [5]. The project is on an International Space 
Station (ISS). The main aim of the project was to save the traditional train-
ing methods in space stations. Also, the astronauts can get the required 
information by accessing the AR library, which is updated with the space 
tasks that are to be performed in a critical time [25].

In addition to the aerospace applications facilitated by Boeing, AR tech-
nology is useful for car manufacturers to inculcate the interior of the model 
car able to conduct tests as if they were physically comfortable almost. AR 
technology is used by Volkswagen and BMW to visualize and modify the 
engine layout and car chassis etc. [6]. This technology was also incorpo-
rated into their assembly lines hence, further improving their assembly and 
manufacturing methods. Volkswagen uses AR technology also for com-
paring the actual and calculated crash test imagery, analyzing interfering 
edges, workshops, and planning production lines. In addition, part dimen-
sions and variance in vehicle parts can also be compared. The functioning 
and effectiveness of other devices like navigation, speedo meters, and the 
displaying information of windshield indicators can be augmented by AR 
technology. AR can be employed in military training camps as the third 
eye for the soldier to figure out the existence of some people behind him. 
In addition, his location can be traced all the time without taking his eyes 
off the war field. In medical studies also, AR technology is employed for 
visualization and training aid for health education and medical diagno-
sis. Nevertheless, the imaging techniques like MRI, CT scans, ultrasound 
imaging, and sphygmomanometers are used to collect anatomical data of 
a patient even in 3-dimensional views using the AR technique. The col-
lected data is further rendered and analyzed in real-time for diagnosing the 
patient information in detail [26–30].

8.2 AR System

In general, AR systems need some kind of clue as to where in a digital image 
they should place their enhancements. Usually, AR markers are used for 
this. The AR markers are the images that a camera might pick up and utilize 
with software to pinpoint the location of virtual objects placed in a scene.  
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The position and angle of the marker can be calculated by the computer 
when it detects the markers using AR software. A webcam image that is 
being processed by an AR platform like AR Tag, AR Google Sketch up, AR 
Toolkit, etc. might be added with the AR markers as simply as printing a 
marker design and inserting the printout in the field of the image. The soft-
ware could then deduce the correct position and orientation of a virtual 
item using this information, as seen in Figure 8.2.

Additionally, a technique known as markerless AR allows for the cre-
ation of an AR effect without the use of markers. The same technology, 
called Smart AR, was created by the well-known business Sony and could 
produce virtual pictures of commonplace items like menus and posters 
on screens. The same technology implements markerless functionality 
via “object recognition technology.” Additionally, the “3D spatial recog-
nition technology” that Sony has developed is a proprietary system that it 
employs in research robots like the AIBO robot. The new markerless AR 
technology is not meant to be used extensively, though.

CAD applications are designers’ inevitable tools for conveying innova-
tive concepts and ideas. Even simulations are more suitable for validating 
innovative ideas. In earlier stages of the design process, designers were fac-
ing intangibility problems because of replacing traditional methods with 
CAD 3d modeling systems. Hence it was unable to interact with testing 
components and tools physically.

Since the 1990s, CAD modeling platform has been emerging into vari-
ous fields rapidly for communicating and stimulating new ideas and revolu-
tionary concepts. Traditional methods are replaced with three-dimensional 
computer-aided models resulting producing controlled sketches, hard and 
complex prototypes, soft study components, control volumes and replicas 
etc.

(a) (b) (c)

Figure 8.2 Three-dimensional mechanical objects are converted into an AR environment 
from a CAD system [7]. (a) Solid works, (b) AR Google Sketch up software (c) AR maker.
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Most complex design tasks are impossible without computer-aided 
operations. Hence skillful operators are also required. So, CAD modeling 
is helped in enhancing the abilities of designers and improves the skills of 
the operators/programmers. Hence CAD tools are very helpful in produc-
ing and developing creative design tools. However, as the world transforms 
into a virtual world from the physical world, the part designers are incip-
ient with intangible tasks. The rendering results on monitors are unable 
to present design models as foam reproductions or tangible replicas in a 
realistic and observable manner. Due to these factors, novice designers fre-
quently estimate the outcomes of 3D CAD modeling wrong, which leads 
to errors. Rapid prototyping solutions were created to address such ill- 
defined issues [8, 31, 32].

Nevertheless, there are some restrictions on how early in the industrial 
design process, RP can be applied. Due to labor and cost limitations, iter-
ative design & assessment methods are generally difficult for designers to 
test and improve ideas. Second, because the manufactured products are 
made from mock-ups made of polyurethane foam and polystyrene foam, 
their designs cannot be changed easily. Finally, the representation of mate-
rial properties and textures and colors is not possible in some cases. Due 
to the mentioned reasons, the designers will understand trial and error 
during the process of product development.

8.3 Case Studies

The usage of contemporary rendering techniques in CAD systems aids users 
in seeing the designed components. However, some users and students still 
struggle with the specialized cognition of multi-view projections. During 
the first week of their academic courses, students were given a mental rota-
tion exam to address this problem. Visualizing an object being rotated into 
a different orientation in space is known as mental rotation. The exam is a 
typical paper-based test. The students were given a set of multiple-choice 
questions and asked to compare 3D items that were portrayed as 2D rep-
resentations on paper. The orientation of the original, the image, and the 
identical one is the only distinctive difference between them.

The pupils were able to engage with real, physical objects in their local 
vicinity as virtual models were being added to this world. They can perceive 
the things they see more clearly by using this method. The paper examina-
tion served as the basis for the questions that made up the AR-assisted 
mental rotation test, which was designed to examine the benefits of AR 
models in assisting students with their specialized cognitive abilities and 
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visual skills. A CAD system was used to create the 3D virtual models for 
the tests that used augmented reality. Then the AR software was used to 
turn the CAD models into AR models. In this method, as seen in Figure 
8.4, 3D virtual models might be shown alongside the test paper with the 
questions on the computer monitor.

The AR model was located in the webcam real-time video stream using 
a special marker so that the AR-assisted test questions could be printed. 
The learner may view the virtual object that is depicted on the paper from 
any angle since it moves with them as they move. The results of the regu-
lar and AR-based mental rotation tests reveal potential benefits for AR in 
spatial cognition, as shown in Figure 8.5, despite the lack of sufficient data 
for statistical analysis.

Figure 8.3 AR-assisted mental rotation test [7].
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To research the benefits of AR in the CAD process, a set of exercises 
utilizing AR in the system were created to boost the student’s/spatial user’s 
abilities. The augmented foam (AF) and augmented reality (AR) technol-
ogy developed by authors Woohun Lee and Jun Park layer a blue foam 
mock-up with a 3D virtual part made from the same CAD model [9]. A 
cleaning robot and a mug design were tried by AF. The designers success-
fully inspected and evaluated the design alternatives [33–35].

Physical interactions and tactile information are helpful or even cru-
cial in many product design processes. Up until 2205, the majority of AR 
design work was restricted to large-scale objects because the designers 
couldn’t pick them up and move them. Additionally, there was no direct 
physical contact between the object and the observer; the information was 
restricted to visual data only [36, 37].

A mixed-reality platform was utilized by Lee and colleagues to build vir-
tual products. To improve reality, the hand region was cut apart and added 
as a virtual augmentation. They sought to incorporate the user’s hand into 
a virtual setting. For projector-based dioramas, Low et al are authorized for 

Blue foam +
CNC processing

CAD
Modeling

Augmented
Reality

Design EvaluationAugmented
Foam

Figure 8.5 AF concept and process of construction [9].



Augmented Reality in CAD 225

the passive haptic interface. A synergic environment made of Styrofoam 
blocks is lit up by projectors on its display surfaces. Physical objects were 
used by Hinckley and colleagues as a passive haptic interface in virtual 
settings (VE). The haptic interface and the visual interface, however, had a 
spatial difference.

By merging virtual and physical prototyping, augmented prototyping 
(AP) uses AR and RP technologies to enhance the product development 
process. The colors and textures are applied to the RP-produced pieces via 
AR. AF utilizes a foam mock-up made using CNC technology that is acces-
sible throughout the first design phases and for evaluations. The visibility 
issue of the user’s hand with the virtual products was also fixed by AF to 
enable active haptic interactions between the designers and the object with 
visibility corrections.

8.3.1 Concept of Augmented Foam (AF)

Blue foam, which is often used, reasonably priced, simple to cut, and 
quickly made by CNC, is combined with AR technologies by AF. The 3D 
virtual item is created using the same CAD model that was used to produce 
the blue foam mock-up and is then superimposed using AF over the blue 
foam mock-up. The same idea of AF is depicted in the following Figure 8.6.

With the aid of 3D CAD data, AF was created to create a physical 
form mock-up and then superimpose a 3D model of the same data on it. 
Rhinoceros 3.0, for instance, was used to create a mug model, which was 
afterwards converted to STL format. Additionally, using blue Urethane 
foam, CNC was used to create foam mock-ups (Right fig). To make the 
hand region detection process simpler, the CNC foam mock-ups were 
highlighted in a dark blue color. As illustrated in Figure 8.6b1, an artificial 
marker was mounted on the mock-up to facilitate visual tracking. The writ-
ers, Lee and Park, put AE to the test for a potential cup design. Benefits of 
AF in the process of product design simulation are shown in Figure 8.3. The 
virtual objects (the mug and its grab) in general-purpose AR, where plan 
markers are employed without a mock-up, are not touchable, as shown in 
Figure 8.6a1-a3. The virtual object has a floating appearance, apart from the 
actual environment, as seen in Figure 8.6a3. Contrarily, AF improves visual 
presence by adding shadows and other details, as seen in Figure 8.6b3.

The visual presence of AF with hand visibility correction has been notice-
ably improved. The virtual overlay of the mug object, as seen in Figure 
8.6b2, obscures the reviewer’s hand. In contrast, the hand and the virtual 
object are seamlessly combined in Figure 8.6b5. As shown in Figures 8.6b4 
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and 8.b6, designers can mimic various aesthetic experiences by altering the 
product’s attributes while feeling and grabbing the final design.

In summary, the design and implementation of AF, a tangible AR can 
speed up the process of creating very realistic prototypes for designers’ 
design concepts. As expected, AF provided a tactile interface and a visual 
reality, boosting the sense of immersion by stimulating many senses and 
allowing designers and design outcomes to interact spatially.

8.4 Applications

8.4.1 In Academics

Engineering graphics skills are a needful characteristic for undergraduate 
students. The globe is currently experiencing a period of tremendous eco-
nomic and information technology advancement. In light of this, engineer-
ing graphics instructors have created several methods to help freshmen 
engineering students develop their 3D visualization skills. The most mod-
ern solid modeling approaches use computer-aided design systems, while 
older techniques still use drafting tables and T-square rulers. Beginning in 

(a1) (b1) (b4)

(b5)(b2)(a2)

(a3) (b3) (b6)

Figure 8.6 AR9 (a1-a3) and augmented foam for all purposes (b1-b6) [9].
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the late 1980s as personal computer capabilities increased, educators have 
been at the forefront of the movement to replace handheld instruments 
with CAD systems and tools for teaching engineering graphics. To cre-
ate engineering drawing designs, CAD systems use graphics software and 
computer technology. The environment provided by computer hardware 
is excellent and considerably aids in the production and dissemination of 
both static and dynamic media. In this process, they can edit and save the 
design of the parts and even take printouts of the drawings. Modern CAD 
packages allow rotating the component in 360 degrees thus enabling view-
ing at any desired angle. As a result, classes in descriptive geometry and 
manual drawing/drafting have been removed from the academic course 
curriculum at practically all engineering colleges. Consequently, a reduc-
tion in engineering students’ visualization was noted. Furthermore, it has 
been noted that the emphasis placed on using CAD platforms rather than 
the foundations of engineering drafting by students is a result of the con-
tent of graphics courses. Recent research indicates that 3D CAD software 
does not appear to enhance students’ visualization skills and only provides 
a limited amount of real-time 3D interactions [38–40, 51].

In the education field, AR is a useful platform for generating visual 
models with abstract concepts. To understand chemistry, AR allows pro-
fessional students to visualize the special structure of molecules. With a 
camera image that appeared with a pointer in the hand, they can visualize 
virtual models. A physics background in mechanics is an example of an 
augmented reality application that enables professional students to mimic 
real-time experiments in a variety of fields. The ability for the pupils to 
construct their concepts, conducts experiments, and study/examine them 
in multi-dimensional views on virtual world windows. There are many 
tools available for preprocessing, during processing, and post processing 
to analyze the mass and force pathways of objects. By allowing students to 
interact with their designs and concepts naturally, augmented reality tech-
nology can also improve the teaching and presentation abilities of engi-
neering graphics. They may simultaneously plot the assembly process and 
check for component interface and interference.

8.4.2 Medical Applications

In orthopedic surgery, a crucial role has been played by computer tech-
nologies. Routinely, surgical planning was done in earlier days. Modern 
planning software that incorporates patient-specific multimodal and 
medical data has supplanted this. In addition to preoperative preparation, 
computers are used more frequently to assist surgeons (intra-operatively) 
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[41–43, 52]. For instance, CAD techniques are demonstrated to be supe-
rior to traditional implantation techniques during arthroplasty surgeries. 
On the other side, robotic solutions are suggested to boost accuracy while 
simultaneously ensuring reproducibility. They haven’t yet been broadly 
accepted across all disciplines, though.

Fundamentally, robotic technologies are designed to assist surgeons 
with accurate and deliberate mechanical actions. By adding intuitive fea-
tures to medical information, technologies like augmented reality (AR) 
improve the surgeon’s abilities. When the user is entirely immersed in 
a virtual environment, this is referred to as augmented reality (AR). To 
expand the user’s field of vision, one can utilize a monitor-based display 
system, an optical see-through system, or a video see-through system. The 
tracking technology that underlies AR is a key element. When putting vir-
tual items in the right places and relationships in the actual world, track-
ing is crucial. Observation of a particular pattern in the world by external 
makers is serving as a standard [44–46, 53, 55].

There is a continuous change in surgical practice through computer- 
assisted solutions. AR is one such disruptive computer-integrated surgical 
technique. Its possible role in orthopedic surgery is not yet known even 
though AR has been used in several medical specialties [47–50, 54].

Although current CAD tools are powerful, they are not interactive or 
intuitive enough for usage by a layperson. Customers cannot use these 
technologies to express their design ideas, which restrict the advantages 
of participatory design. This paper introduces ARCADE, a quick and 
easy-to-use CAD environment made possible by augmented reality (AR) 
technologies.

8.5 Conclusions

From a scholarly perspective, improving professional students’ visual-
ization abilities is crucial for the growth of design abilities in a variety of 
engineering career domains. During their part of academics, the fresher 
students have study courses on visualization skills. Some of the students 
are facing troubles in dealing with projections, transformations etc. The 
orthogonal and isometric views are to be drawn with more caution. It is 
essential to be strong in geometric information and trigonometric rela-
tions even when modeling simple geometries. The lack of basic knowl-
edge of mathematics and drawing will create troubles in CAD modeling. 
So, AR technology can provide a gateway for such obstacles. AR has the 
potential of improving the abilities of students in terms of design makings, 
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modifications, refinements, spatial design, etc. because the design supports 
seeing and touching.

To provide an interactive learning experience, the authors namely 
Tumkor Serdar, S Aziz, Sven and Chassapis have explored the integration 
of AR and CAD process [7]. The many stages of the design process pro-
mote concept discovery, visualization, and evaluation. Real-time inter-
actions between the users and designed parts could be possible through 
this 3D CAD modeling using a webcam view. Virtual representations and 
visualizations of the 3D models designed can be assured to students/users 
by using the AR system. In addition, Aerospace maintenance, Aerospace 
manufacturing, navigation, airport operations etc. also have been utilizing 
the services of AR.
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Abstract
The coronavirus disease 2019 (COVID-19) epidemic has caused a shift in edu-
cation from offline learning to online learning, where most of the students are 
attending their classes by using video call services. This modification prevents stu-
dents from actively participating in class. Video education is particularly limited 
in its ability to replace offline classes, which requires both experimental and theo-
retical expertise. Computer knowledge-related inventions have a vital role in day-
to-day life as they transform and develop human commerce, communication, and 
societal arrangements. The fourth technological surge is indeed centered around 
spatial, immersive technologies like virtual reality (VR), augmented reality (AR), 
mixed reality (MR), and extended reality (XR) [1], which provide users with an 
immersive virtual experience enhanced with realistic feedback detection. This 
surge has the potential to transform various aspects of society, including educa-
tion, business, remote work, and entertainment.

The term “metaverse” refers to a new three-dimensional virtual environment 
that has the potential to become the next ubiquitous computing paradigm. The 
term is a compound word formed from the prefix “meta”, which means “beyond”, 
and “universe”, which refers to the physical universe. The metaverse is essentially 
a virtual space that is an extension of the physical world, where users can inter-
act with each other and with digital objects in a three-dimensional space. It has 
the potential to transform the way we interact with each other and with digital 
content, and could have a significant impact on the future of online education, 
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business, and entertainment. The four categories listed on the metaverse roadmap 
are virtual fact, augmented fact, reflection, and lifelogging, which involve a virtual 
fact orb where the user can interact, play games, and discern effects or condition-
ing as they would in the literal world [24].

The online education ecosystem was taken into consideration when develop-
ing the metaverse-based platform, which suggests that holistic educational activ-
ities such as education, communication, and empathy are carried out within the 
metaverse in addition to online teaching and learning. On this metaverse plat-
form, learners can feel the presence of learning, which can promote motivation 
and immersion in the subject matter. The independence of spatial mobility also 
opens the door to self-directed learning. Even when there are technical and moral 
constraints on using the metaverse platform, it would be preferable to place more 
emphasis on the interaction between students in the metaverse environment than 
on having high expectations.

Keywords: Augmented reality, virtual reality, online, interaction

9.1 Introduction

The COVID-19 pandemic has accelerated the adoption of online learn-
ing and other digital technologies in education, and the concept of the 
metaverse is gaining popularity as a tool for enhancing the educational 
experience. The metaverse refers to a virtual space or universe that allows 
for immersive, interactive experiences that can be accessed using virtual 
and augmented reality technologies [10]. In education, the metaverse can 
be used to create virtual classrooms and other learning environments, 
where students can interact with each other and with instructors in real 
time, regardless of their physical location.

The use of the metaverse in education has several potential benefits. For 
example, it can provide a more engaging and immersive learning expe-
rience for students, which may lead to better learning outcomes. It can 
also help to overcome some of the limitations of traditional online learning 
platforms, such as a lack of social interaction and a sense of isolation. In 
addition, the metaverse can enable educators to create more personalized 
and adaptive learning experiences, based on the individual needs and pref-
erences of each student.

However, there are also some challenges and concerns associated with 
the use of the metaverse in education. One of the main challenges is the 
need for adequate infrastructure and technology to support the use of 
virtual and augmented reality. Another challenge is the potential for dis-
traction and disengagement, as students may be more easily tempted to 
engage in non-academic activities in a virtual environment. In addition, 
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there are concerns about privacy and security, as the use of the metaverse 
may involve the collection and storage of sensitive data about students and 
their activities.

Overall, while the metaverse has the potential to revolutionize the way 
we approach education, it is important to carefully consider the benefits 
and challenges before adopting it on a large scale. Education institutions 
should carefully evaluate the available technologies and infrastructure, as 
well as the needs and preferences of their students, in order to determine 
whether the metaverse is a viable option for enhancing the educational 
experience.

Neal Stephenson’s 1992 science fiction novel Snow Crash is often cred-
ited with introducing the concept of the metaverse to popular culture. Since 
then, the idea has been explored and developed by researchers, developers, 
and entrepreneurs in various fields, including virtual reality, augmented 
reality, gaming, and social media. The Acceleration Studies Foundation, 
was one of the early organizations to research and define the metaverse. 
In 2006, the foundation published a Metaverse Roadmap report, which 
identified four key categories of the metaverse: virtual worlds, augmented 
reality, lifelogging and augmented memory, and mirror worlds. The report 
also highlighted the potential of the metaverse to impact various aspects 
of society, including education, commerce, entertainment, and social 
interaction.

The concept of the metaverse typically involves a 3D virtual space where 
users can create avatars and interact with others in a simulated environ-
ment. However, the definition of the metaverse is still evolving, and some 
experts argue that it could encompass a broader range of technologies and 
experiences beyond just 3D virtual worlds [20].

Overall, the metaverse represents a potentially transformative idea for 
how we interact with technology and with each other. Its development 
and adoption will likely continue to be shaped by advances in virtual and 
augmented reality technologies, as well as by changing social and cultural 
trends [14].

9.2 Background of the Study

Education is a vital field in today’s society and economy, and although 
various technological inventions have emerged, the core execution styles, 
such as using textbooks and classrooms [18], have remained the same. 
The Metaverse has the potential to revolutionize the education sector by 
enabling users to interact with a 3D virtual world using their bodies to 
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study in a virtual environment. However, the infrastructure, protocols, and 
standards that will govern the Metaverse are currently being developed by 
various entities, and there is intense competition to establish closed, pro-
prietary hardware and software ecosystems as the de facto Metaverse des-
tination. This competition has resulted in clashes between various systemic 
philosophies and divergent tactical approaches, with ideas like openness 
and privacy being at the forefront.

The winner of this race will determine the scope of user privacy rights 
and whether the Metaverse will be accessible to students and schoolchil-
dren. These issues have significant educational implications since they will 
determine whether or not the Metaverse can be widely used in online edu-
cation. Therefore, it is crucial to ensure that the Metaverse is developed 
in a manner that protects user privacy rights and promotes accessibility, 
especially for educational purposes.

9.2.1 Statement of the Problem

The metaverse basically revolves around the technologies that create a 
multisensory relation with the surroundings, objects, and people inside the 
virtual reality [17]. To make sure that people can feel everything as they do 
in the real world even death, a XR system is deployed by the stereoscopic 
displays to make it happen. This has been made possible with separate and 
unique displays for both the eyes which is capable of replicating the sight 
of the physical surroundings in the metaverse. Open education and online 
education are having long history than we know. The Open Education act is 
the one which helped in the creation of worldwide Open Universities after 
the 1960s. With the advancement in the field of Computer Science and 
Internet, the rise of Open Educational Practices, Open Educational coffers 
and Open Courseware was inevitable. The online literacy is slowly leaving 
out of the trend particularly in advanced and adult, nonstop education. 
Due to the outbreak of COVID-19, it caused dismembering of attendance 
a growing trend in all areas of education. By considering health factors 
where physical contact could worsen the health of an individual online 
tutoring was implemented world-wide. Ever since, the pandemic online 
education was basically relying on two main systems which are asynchro-
nous and synchronous e-learning. Both the systems depend upon the soft-
ware or web operations in 2D digital surroundings.

The operations which are executed in the 2D web environments are 
proved to have some limitations and even sometimes inadequacies. On 
a long run with the extended use of the online platforms it is leading to 
wonders which are similar to Zoom fatigue. Emotional insulation is most 
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frequently agonized in the asynchronous platforms which is nothing but 
an impish emotion for the participation provocation. So according to a 
study learning courses in certain platforms faced high dropping rates. To 
be exact the effects are extreme in the MOOCs where the average comple-
tion rate is in and around 10.

9.3 Significance of the Study

The study’s objectives include assessing the educational applicability of 
metaverse-based education and carefully examining its perceptions and 
educational requirements. Typically, the term “metaverse” conjures up 
images of sophisticated technology and futuristic knowledge fabrication. 
However, it’s important to understand that the Metaverse is connected to 
mortal brain processes that lack any clothing. Through study, fantasy, or 
mind-wandering, humans can experience an alternative reality.

The concept of the Metaverse has evolved over time to include a wide 
range of technologies and experiences, including virtual reality (VR), aug-
mented reality (AR), and other immersive and interactive digital envi-
ronments. At its core, the Metaverse is a networked, shared, and socially 
connected space where users can engage with digital objects, virtual envi-
ronments, and other people in real-time. Avatars, are a key part of the 
Metaverse experience. Avatars allow users to create digital representations 
of themselves that can interact with other users and digital objects within 
the Metaverse. Avatars can be customized to reflect a user’s preferences 
and identity, and they can be used to navigate and explore different virtual 
worlds and environments. Cooperative AR environments, social VR sys-
tems, and massively multiplayer online games are all examples of the types 
of experiences that can be found within the Metaverse. These experiences 
allow users to engage with others in real-time, collaborate on tasks and 
projects, and explore virtual worlds and environments together. Overall, 
the Metaverse represents a new frontier for digital technology and social 
interaction. As technology continues to evolve and new applications for 
immersive and interactive environments emerge, the Metaverse is likely to 
become an increasingly important part of our digital lives.

9.3.1 Extended Reality (XR)

Extended Reality (XR) is a term used to describe the combination of vir-
tual reality (VR), augmented reality (AR), and mixed reality (MR) [16] 
technologies to create immersive and interactive digital environments that 
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blend the physical and virtual worlds. XR technologies use sensors, cam-
eras, and other hardware to capture and interpret real-world data, which is 
then used to create digital overlays and interactive virtual objects that users 
can see and interact with.

XR technologies are being used in a wide range of applications, from 
gaming and entertainment to education, healthcare, and industrial design. 
For example, architects and engineers can use XR technologies to create 
virtual models of buildings and structures to test designs and identify 
potential issues before construction begins. In healthcare, XR technologies 
are being used to simulate surgical procedures and train medical profes-
sionals in a safe, controlled environment.

Overall, XR represents an exciting and rapidly evolving field that has 
the potential to transform how we interact with technology and with each 
other. As the technology continues to advance, we are likely to see even 
more innovative and immersive XR experiences in the years to come.

9.3.2 Multisensory Extended Reality

Multisensory extended reality (XR) has the potential to create more 
immersive and engaging virtual experiences by incorporating additional 
senses beyond just sight and sound, there are some inaccuracies in the 
statements made in the previous response. Firstly, the sense of taste is not 
currently possible to incorporate into XR technology, as it is not yet possi-
ble to replicate the experience of tasting food or drink in a digital environ-
ment. Additionally, while smell can be a powerful and evocative sense, it 
is currently difficult to replicate accurately in XR technology. While some 
companies are experimenting with scent-emitting devices, the technol-
ogy is not yet widely available or reliable. Furthermore, the statement that 
multisensory experiences involve the “reverse engineering of the retina” is 
not accurate. While the retina plays a crucial role in vision, multisensory 
experiences involve integrating input from multiple senses, not just vision. 
Finally, while there is potential for XR technology to be used as a form of 
digital therapeutics for the limbic system, this is still an area of ongoing 
research and development. The field of XR is rapidly evolving, and while 
there are exciting possibilities for multisensory experiences, there is still 
much to be explored and understood in this area.

9.3.3 Virtual Reality

Virtual reality (VR) is a technology that uses computer-generated envi-
ronments or simulations to create a realistic and immersive experience for 
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the user. In a VR environment, users can interact with objects and people 
in a simulated world, often using specialized equipment such as headsets, 
controllers, and sensors.

VR technology has many potential applications in various fields, includ-
ing entertainment, education, healthcare, and business. Here are some 
examples of how VR is being used:

Gaming and entertainment: VR can provide gamers with a more immer-
sive gaming experience, allowing them to feel like they are inside the game 
world. It can also be used for virtual experiences such as concerts, sports 
events, and theme park rides.

Education and training: VR can simulate real-world scenarios for train-
ing purposes, such as flight simulators for pilots, surgical simulators for 
doctors, and military training simulations for soldiers. It can also provide 
immersive educational experiences in fields such as history, geography, 
and science.

Healthcare: VR can be used for pain management, physical therapy, 
and mental health treatment. For example, VR can help patients overcome 
phobias and anxiety disorders through exposure therapy.

Business and marketing: VR can be used for product demonstrations, 
virtual tours, and remote collaboration. It can also provide a unique mar-
keting experience for businesses to showcase their products and services

While VR has many potential benefits, it also has some drawbacks. One 
of the main challenges is the cost of the technology, which can be pro-
hibitively expensive for some users. Additionally, there are concerns about 
the potential for addiction and negative health effects from prolonged use 
of VR. It is important to consider these potential risks and benefits when 
using VR technology.

9.3.4 Augmented Reality

A real-time interactive first-person experience, augmented reality (AR), 
also known as mixed reality, displays computer-generated material over 
the user’s actual environment with accurate registration (alignment) to the 
real world via pose tracking [19]. The user gets the idea that they are work-
ing in a mixed-reality environment as a result. Although AR primarily uses 
visual cues, it may also use audio, haptic, tactile, and olfactory cues [7].

In its most basic form, augmented reality may be used on a smart-
phone or portable gaming system. Head-mounted displays are used in 
more advanced AR applications. Augmented reality has frequently been 
employed in smartphone applications that also use GPS and Geolocation, 
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such as well-known games like Pokémon Go. Although they are occasion-
ally combined, GPS and AR are two different technologies.

9.4 Metaverse in Education

Some of the first application areas with outstanding results in terms of 
training speed, performance, and retention with AR and VR-supported 
instruction are laboratory simulations (such as safety training), the devel-
opment of procedural skills (such as surgery), and STEM education [12, 
13, 15]. This is in reference to the radical innovation that could occur in 
education thanks to the metaverse. Immersive journalism can accurately 
and impartially inform large audiences about new situations and events in 
distant places thanks to the metaverse. This is made possible by the ability 
to capture volumetric spherical video and 360-degree panoramic images. 
The Metaverse may also lead to the development of novel forms of distance 
learning that go beyond the limitations of 2D platforms. In permanent, 
alternative, online 3D virtual campuses where students are co-owners of 
the virtual environments and co-creators of fluid, customizable curricu-
lum, meta-education can provide rich, hybrid formal and informal active 
learning experiences [5] (Figure 9.1).

The COVID-19 pandemic has played a significant role in driving the 
resurgence of interest in the Metaverse. The four types of Metaverse, 
including augmented reality, lifelogging, mirror worlds, and virtual reality, 
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Figure 9.1 Metaverse in education.
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are becoming increasingly popular as they enable people to interact in 
immersive virtual environments. The boundaries between these different 
Metaverse subtypes are also becoming increasingly blurred as they con-
verge into new types of services.

As face-to-face interactions become more challenging due to the 
COVID-19 pandemic, many industries, including education, healthcare, 
fashion, and tourism, are turning to Metaverse technologies to provide 
immersive virtual experiences to their customers. For example, virtual 
classrooms and training sessions are becoming more popular in the edu-
cation sector, while telemedicine and remote consultations are becoming 
more common in healthcare. Similarly, fashion brands are using Metaverse 
technologies to showcase their products, and the tourism industry is using 
them to provide virtual tours of popular destinations. The Metaverse is 
offering a new way for people to connect and engage with each other, and 
its potential applications are only limited by our imagination [2].

By using virtual avatars while wearing VR equipment and using objects 
in a virtual environment that is comparable to the real world, users can 
interact and communicate with one another. Due to the fact that all user 
actions are transmitted in real time to the server and other users, users 
can interact and meet in the same virtual environment regardless of their 
physical proximity [6, 28].

9.5 Research on Metaverse and Education Systems

Main technical characteristics of the metaverse and educational implica-
tions

Type Technological characteristics Educational implications

Augmented 
reality

- AR is commonly experienced 
through mobile devices, 
such as smartphones or 
tablets, which have built-in 
cameras and can display 
digital content on top of 
the camera feed. Some AR 
technologies also require 
additional hardware, 
such as head-mounted 
displays, to provide a more 
immersive experience.

- AR in education is often 
delivered through 
mobile devices such as 
smartphones and tablets. 
These devices use the 
device’s camera and other 
sensors to overlay digital 
information onto the real 
world.

(Continued)
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Type Technological characteristics Educational implications

- Including elements of fantasy 
in virtual experiences is a 
common way to increase 
engagement and create a 
sense of escapism for users. 
Zepeto is a good example 
of a 3D avatar maker that 
incorporates elements of 
fantasy and allows users 
to create personalized 
avatars that can recognize 
their faces. This type of 
technology can be used to 
create immersive virtual 
experiences that allow users 
to interact with others in 
new and exciting ways.

- Learning through 
experience, or experiential 
learning, is a teaching 
method that involves 
students actively engaging 
in activities that allow 
them to apply and practice 
new knowledge and skills 
in real-world contexts. 
This approach can be 
particularly effective 
for helping students 
understand difficult-to-
understand information, 
as it allows them to 
directly experience and 
engage with the concepts 
they are learning about.

For example, in a science 
class, students might 
conduct experiments to 
learn about the properties 
of different materials or 
the laws of motion. In 
a history class, students 
might visit museums or 
historical sites to learn 
about past events and their 
significance. In a language 
class, students might 
engage in conversation 
with native speakers to 
practice their speaking and 
listening skills.

- Effectively emphasizing 
information and promoting 
practicality. For instance, 
a HUD display on a car’s 
window

- Speaking, writing, 
and other interactive 
experiences are available 
while participating in a 
learning environment.

(Continued)
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Type Technological characteristics Educational implications

Lifelogging - Lifelogging typically involves 
the use of wearable devices 
such as smart watches, 
fitness trackers, and other 
sensors that can collect 
data on various aspects of 
a person’s life, including 
physical activity, sleep 
patterns, and heart rate [8].

- Lifelogging in education 
requires the use of 
wearable technology, 
such as cameras or smart 
watches, that can capture 
data about the individual’s 
experiences. This data can 
include images, videos, 
audio recordings, and 
biometric data such as 
heart rate and activity 
levels.

- Network technology 
has revolutionized 
communication and social 
connections, enabling 
individuals to connect 
with others all around the 
world through various 
social media platforms such 
as Facebook, Instagram, 
Twitter, and more. These 
platforms provide users 
with the ability to share 
their thoughts, opinions, 
images, and videos, and 
to interact with others in 
real-time. Furthermore, 
network technology allows 
businesses to reach a 
larger audience, monitor 
consumer behavior and 
trends, and make data-
driven decisions. The ease 
and convenience of network 
technology have made it an 
integral part of our daily 
lives, transforming the way 
we communicate, learn, and 
do business.

- Lifelogging websites, also 
known as quantified 
self platforms, allow 
individuals to track and 
record various aspects of 
their daily lives, including 
physical activity, sleep 
patterns, nutrition, mood, 
and more. These platforms 
generate vast amounts of 
data that can be analyzed 
and interpreted to gain 
insights into one’s health 
and well-being.

(Continued)
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Type Technological characteristics Educational implications

- Internet-of-things (IoT) 
sensors and wearable 
technology have become 
increasingly popular in 
recent years, and they are 
commonly used to track 
personal activity data, 
such as the number of 
steps taken, heart rate, 
and sleep patterns. This 
data can be collected 
and analyzed to provide 
insights into personal 
health and fitness, as well 
as to create additional 
value, such as personalized 
recommendations for diet 
and exercise. One example 
of a popular health tracking 
platform is Nike Plus, which 
allows users to track their 
running and workout data, 
set goals, and compete 
with friends. The use of 
IoT sensors and wearable 
technology for personal 
health tracking is a growing 
trend, and it is expected 
to continue to expand in 
the future as technology 
continues to advance.

- Learning analytics involves 
collecting and analyzing 
data from students’ 
activities and behaviors 
in order to gain insights 
into their learning 
processes and outcomes. 
With this information, 
educators can identify 
areas where students may 
be struggling and make 
targeted interventions to 
improve their learning 
outcomes. For example, 
if the dashboard shows 
that a large number 
of students are not 
completing assignments 
on time, the educator 
can investigate the root 
cause of the issue, such 
as unclear instructions 
or lack of motivation. 
They can then make 
targeted interventions 
such as providing more 
detailed instructions 
or implementing a 
reward system for 
timely completion of 
assignments.

(Continued)
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Type Technological characteristics Educational implications

  - Personalized learning 
is a teaching approach 
that focuses on tailoring 
instruction to meet the 
unique needs, interests, 
and learning styles of each 
individual student. By 
providing personalized 
learning experiences, 
teachers can help students 
to better engage with 
the material, build their 
confidence, and achieve 
their learning goals.

Mirror 
world

- The use of networking and 
GPS to expand the size 
of the real world (e.g., 
Google Earth, various map 
applications, etc.)

- Learning occurs outside of 
physical and geographic 
boundaries in the 
metaverse of the mirror 
world.

- The act of intentionally 
fusing the real and 
virtual worlds together 
for a single purpose is 
known as augmented 
reality. Augmented reality 
involves overlaying digital 
information and virtual 
objects onto the physical 
world, allowing users 
to interact with both in 
real-time.

- Using collaborative and 
video conferencing 
platforms (Zoom, WebEx, 
Google Meet, Teams), 
which act as illustrative 
mirror worlds, conduct 
online lessons in real-time.

(Continued)
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Type Technological characteristics Educational implications

- Geolocation technology 
doesn’t cover everything, 
and that there are certain 
applications of this 
technology that are more 
focused on fun, play, and 
social interaction. These 
applications use geolocation 
technology to expand the 
real world in ways that 
encourage exploration, 
creativity, and collaboration. 
One example of this is 
Minecraft, a popular video 
game that allows players to 
create and explore virtual 
worlds using blocks and 
other materials.

- The concept of “learning 
by doing” can be 
facilitated through the 
use of the mirror world 
in educational contexts. 
Minecraft is an example 
of a game that allows 
students to engage in this 
type of learning by building 
and renovating famous 
landmarks and structures 
from around the world.

By using Minecraft to 
recreate historical and 
cultural sites such as the 
Eiffel Tower, Taj Mahal, 
Gyeongbokgung, and 
Bulguksa, students can gain 
a deeper understanding of 
the architecture, design, 
and cultural significance of 
these structures. This type 
of interactive, hands-on 
learning can be particularly 
effective for students who 
learn best through visual 
and tactile experiences.

Virtual 
reality

-  Cutting-edge computer 
graphics have enabled the 
creation of highly immersive 
and visually stunning games 
that can be enjoyed through a 
flawlessly integrated inter-
face. In particular, the use of 
3D technology has opened 
up new possibilities for creat-
ing virtual worlds and games 
that allow users to explore 
and interact with complex 
environments in unprece-
dented ways.

-  Due to high costs and risks, 
virtual simulation enables 
practice in conditions that 
are difficult to create (e.g., 
fire scenes, flight control, 
dangerous surgery, etc.).

(Continued)
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Type Technological characteristics Educational implications

-  In a world with characters 
that are constructed differ-
ently from reality in terms 
of time, place, culture, and 
setting, they act like avatars 
rather than their true selves 
and have a variety of per-
sonalities. One example of a 
game that uses 3D technolo-
gy to create a highly immer-
sive virtual world is Roblox. 
Roblox is a massively multi-
player online game platform 
that allows users to create, 
share, and play a wide range 
of games and experiences in 
a 3D virtual world [22].

-  Users can fully immerse 
themselves in historical or 
futuristic periods and loca-
tions that aren’t currently 
accessible to them physi-
cally.

-  Virtual reality offers chat and 
communication features so 
that users can converse with 
other people and AI charac-
ters (e.g., multiplayer online 
games) [25].

-  3D virtual world-based 
games can provide users 
with opportunities to 
acquire skills and develop 
strategic and comprehen-
sive thinking abilities that 
can be useful in the real 
world. By creating com-
plex and dynamic virtual 
environments, these games 
can challenge users to think 
critically, solve problems, 
and collaborate with others 
in ways that can help to de-
velop important cognitive 
and social-emotional skills.

The technical features are summarized by referring to the content and examples of J Educ 
Eval Health Prof [2].

9.6 Research Questions
1. What benefits does augment reality offer?
Augmented reality is the ability to overlay information on the actual world 
as seen through a mobile device’s camera (AR). Users can now enjoy a more 
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interesting and interactive experience. According to study, improved real-
ism raises consumers’ perceptions of an item or brand’s worth. Additionally, 
innovative businesses that successfully use AR activity exhibit inventive-
ness and adaptability.

2. Is Metaverse in education a blessing or a curse?
The concept of Metaverse in education can be both a blessing and a curse, 
depending on how it is utilized.

Benefits of Metaverse in Education:

 Increased engagement: Metaverse can provide a more 
immersive and interactive learning experience, which can 
help students stay engaged and interested in the material.

 Enhanced collaboration: Metaverse can facilitate collabora-
tion and teamwork among students, allowing them to work 
together in real-time, even if they are in different locations.

 Personalized learning: Metaverse can offer personalized 
learning experiences, adapting to each student’s needs and 
pace of learning.

 Access to resources: Metaverse can provide access to a wider 
range of resources and experiences, including virtual field 
trips, simulations, and historical reenactments.

 Drawbacks of Metaverse in Education:
 Accessibility: Not all students may have access to the neces-

sary technology or internet connection required to partici-
pate in Metaverse-based learning.

 Lack of social interaction: Metaverse-based learning may 
lack the social interaction and interpersonal skills develop-
ment that traditional in-person learning provides.

 Potential for distraction: Students may be distracted by the 
virtual environment and miss important learning opportu-
nities or objectives.

 Cost: Implementing Metaverse-based learning can be expen-
sive, and may require significant investments in technology 
and infrastructure.

In conclusion, Metaverse in education can be a blessing or a curse 
depending on how it is implemented and utilized. It has the potential to 
enhance learning experiences and engage students, but it may also have 
drawbacks such as accessibility issues, lack of social interaction, potential 
for distraction, and cost. Therefore, it is important to carefully consider the 
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benefits and drawbacks before implementing Metaverse-based learning in 
education.

3. Despite its many drawbacks, is VR still worthwhile?
YES. Due to existing technology, its uses are constrained, but that does 
not imply that it is dangerous. VR is a groundbreaking technology for the 
fields in which it is widely used. The future of gaming and healthcare both 
involves virtual reality. VR is the underdog of contemporary technology. 
When it decides to leave everything behind is something that cannot be 
fully predicted. VR’s big break is only a matter of time away.

4. Is the impact of the Metaverse in education positive or negative?
The educational field benefits from metaverse. Today, the metaverse is one 
of the fastest growing industries on the global market. If properly used, the 
metaverse can play a significant role in the learning process. For instance, 
the escape game developed by the metaverse using a virtual reality plat-
form can improve the likelihood of distance learning in a classroom with 
games [11].

9.7 Delimitations of the Study

Studies show that augmented reality poses several, previously unheard-of 
health issues, even though its limitations are still up for dispute. The virtual 
content that wearers of AR devices would be immersed in might alter their 
behavior and result in hearing loss, vision loss, and/or hearing impairment.

People may wrongly perceive a virtual environment to be real, according 
to a new Google Daydream study, which may alter how they take in and 
process information. Such operations would lead to PTSD and other men-
tal health problems. In augmented reality technology, the real environment 
is covered with a virtual layer. It may be used in a variety of contexts, such 
as gaming and entertainment. There has previously been augmented real-
ity [23].

They have only lately experienced significant technical breakthroughs 
that have contributed to their increased popularity, with smartphones and 
tablets providing users with AR experiences at an affordable price. With 
augmented reality, privacy or security issues might surface. This is brought 
on by the fact that AR makes it challenging to distinguish between actual 
and unreal situations, which breeds a dread of being “tricked” by an assault. 
Social media users, for example, may be more inclined to accept incorrect 
information if they feel their friends have posted it on Facebook [9].
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Asynchronous e-learning allows learners to access content and interact 
with the learning materials at their own pace, providing greater flexibility 
and convenience. Learners can review and study the course materials on 
their own schedule, and they can communicate with instructors or peers 
through discussion forums, email, or messaging platforms. Asynchronous 
learning is often used for self-paced courses, where learners have access to 
pre-recorded lectures, readings, and assessments.

On the other hand, synchronous e-learning is a real-time learning 
environment where learners and instructors interact in real-time through 
live lectures, webinars, video conferencing, and chat rooms. Synchronous 
e-learning requires a scheduled meeting time, and learners need to 
be present online at the same time as the instructor and other learners. 
Synchronous learning is often used for interactive activities, such as group 
discussions, role-playing, and simulations.

Both synchronous and asynchronous e-learning have their advantages 
and disadvantages. Asynchronous learning provides greater flexibility, 
convenience, and accessibility, but it can be challenging for learners who 
require a structured learning environment or who need regular feedback 
and support. Synchronous learning provides real-time interaction, imme-
diate feedback, and social presence, but it requires learners to be available 
at a scheduled time, and it may not be suitable for learners with scheduling 
conflicts or technical issues.

To provide an effective online learning experience, many educators 
combine both synchronous and asynchronous e-learning methods, lever-
aging the benefits of both approaches while minimizing their drawbacks. 
By doing so, learners can have the flexibility to learn at their own pace 
while also having the opportunity to interact with instructors and peers in 
real-time [27].

9.8 Proposed Methodology

Metaverse typically conjures up images of advanced technology and futur-
istic knowledge fabrication. However, it’s important to understand that 
VR is connected to bodiless processes that take place in the mortal brain. 
People can experience a different reality through their imaginations when 
they are studying, fantasizing, or daydreaming.

For Example
Scholars detest History because they were asked to flash back those bor-

ing dates and events. What if it can be commodity Interesting? What if 
pupil can nearly live the moment of the history and learn. Not just history 
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all the subjects, pupil uses imagination while learning what if scholars can 
interact with 3D virtual world using their incorporations to study in a vir-
tual macrocosm.

9.9 Characteristics of the Metaverse of Virtual Reality 
in Education

Additionally, Book [3] offered the following six features of virtual reality: 
First, virtual reality ought to be a communal setting where several users 
can interact at once. Second, a graphical user interface enables virtual real-
ity to be implemented and expressed visually in a 2-dimensional (2D) or 
3-dimensional (3D) setting. Third, user interactions take place instantly 
in virtual reality. Fourthly, interactivity allows users to modify or enhance 
various virtual reality contents. Fifth, virtual reality must provide a sense 
of immersion and presence, allowing users to feel as though they are truly 
inside the virtual environment. This is often achieved through the use of 
head-mounted displays (HMDs) and other sensory input devices. Finally, 
virtual reality should allow for a high degree of realism, which can be 
achieved through the use of advanced graphics, physics simulations, and 
other techniques.

These six features are important for creating a fully immersive and inter-
active virtual reality experience. They help to ensure that users can engage 
with the virtual environment in a natural and intuitive way, and that they 
feel fully immersed in the experience. As virtual reality technology con-
tinues to evolve, we can expect to see further improvements in these areas, 
leading to even more realistic and engaging virtual environments.

9.10 Modern Social Interaction

It is difficult to hold private gatherings of several people or dine together 
at a restaurant because of the ongoing COVID-19 outbreak. In contrast, 
hundreds of thousands or tens of millions of people may assemble in the 
metaverse to host a festival or attend a concert by a beloved musician. 
People who were unable to leave their homes owing to COVID-19 now 
have a new social area to gather and unwind thanks to virtual reality 
metaverses like Roblox and Zepeto.

The “Classroom Map” was the most well-liked of the other 3D maps in 
Zepeto when schools were shut down because of COVID-19 and kids were 
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unable to go to class. The pupils visited the Zepeto classroom as opposed to the 
actual classroom [21]. They interacted with their buddies after meeting them. 
When the idol group Black pink was unable to perform a fan signing session 
in person because to COVID-19, they conducted a virtual event using Zepeto. 
Black pink also made an avatar-based choreography music video for the song 
“Ice cream” [26]. Black pink hosted a virtual fan signing event where more than 
46 million users could meet and snap pictures with their favorite musicians.

9.11 Using Virtualization to Produce Innovative 
Experiences That Are Highly Immersive

The metaverse is gaining popularity as a potential solution to the draw-
backs of current 2D-based online and remote classrooms. Due to the 
intricate usage of numerous technologies, it may offer a unique experi-
ence value from the contemporary internet era. A unique experience that 
transcends space and time can also be created thanks to the metaverse. The 
benefit of metaverse-based education is that it allows for engagement on 
a par with face-to-face instruction and allows for the usage of unlimited 
space and data [4].

9.12 Limitation

• With others, one develops relationships based on play that 
are weaker than interactions in the real world, and privacy 
issues arise as a result of the gathering and processing of var-
ious personal data.

• Because users have such a great degree of freedom, plat-
form managers cannot foresee every action they will take, 
and because of the anonymity and virtual nature of the 
metaverse, users are vulnerable to a variety of crimes.

• For pupils whose identities have not yet been defined, it can 
lead to identity uncertainty, escape from reality, and poor 
adaptability to the real world.

9.13 Conclusions

The potential for educational applications in the metaverse is vast. Virtual 
reality and the metaverse can be used to create realistic simulations that 
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allow students to explore and learn in a hands-on way. For example, med-
ical students can practice surgeries in a virtual environment, architecture 
students can design and explore buildings in a 3D space, and history stu-
dents can travel back in time to explore historical events.

The convergence of different types of media in the metaverse can also 
lead to more complex and diverse educational experiences. For example, a 
virtual museum exhibit could combine text, images, videos, and interactive 
elements to create a more engaging and educational experience for visitors.

However, the metaverse also has its limitations for educational applica-
tions. One concern is the potential for information overload or distraction, 
as the immersive nature of the metaverse could make it difficult for stu-
dents to focus on specific tasks or learning objectives. Additionally, there 
are concerns about accessibility and equity, as not all students may have 
equal access to the technology or resources needed to participate in the 
metaverse.

As the metaverse continues to develop and grow, it is important to care-
fully consider both the potential benefits and limitations for educational 
applications, and to work towards creating inclusive and accessible experi-
ences for all learners.

The Metaverse is not a novel idea, but in the context of MR it can effec-
tively utilize VR and AR while integrating it with social media. Additionally, 
it has the potential to change a number of steadfast areas of online edu-
cation. If the implementation of the metaverse in the educational field is 
done in a creative way, it can break down the still-difficult barriers of social 
connection and informal literacy.
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Inspection of Defects through Corneal 
Topography of a Healthy Retina

V. V. Vidyasagar*
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Visakhapatnam, India

Abstract
A wide-ranging inspection is necessary to rectify flaws in materials testing, cal-
ibrations, and laboratory services to provide adequate assurance with the best 
quality and fit for use. Quality inspections are critical as they consider the health 
and safety of users, help avoid inferior goods from leaving facilities, and prevent 
tragedies. Bedbound residents should reposition food, automotive, manufactur-
ing, and testing with medical devices as they are heavy sufferers; precautionary 
prevention is at the heart of public health protection. The government’s prema-
ture measures minimized public health interventions. Different refined medical 
device designs affect such emerging barriers to prevent the failure of various med-
ical devices through manufacturing. R&D plays a high-risk role. Eddy current 
inspection is an electromagnetic method used in nondestructive testing (NDT). 
The process can detect and further explore the surface and above-surface defects 
in every holding material to rectify existing complications. In these applications 
of eddy current methods, one can rectify discontinuities and magnetic permea-
bility measures. Eddy current inspection detects surface and near-surface flaws. 
Eddy current testing is cost-effective and ensures the best quality control checks in 
medical devices. Testing ensures efficiency in quality and the integrity of materials 
and its components in the worst case. Joints can be replaced by endoprosthetics. 
Joint replacement—endoprosthesis—materials made from bio-medical alloys like 
conventional steel and Co-Cr alloys provide adequate mobility to countless indi-
viduals. The present study focuses on eye diseases (e.g., keratoconus) and inspec-
tion by various calculated measures through corneal topography, thus discovering 
eye defects.
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10.1 Introduction

Corneal Topography is diagnosis through medical imaging to screen 
human eye. It helps in medical treatment and biomedical research on eye 
through non-invasive methodologies. This advanced treatment rooted 
ailments in the eye by applying high intercepts of computer technology 
and correct the refractive index of eye. This is a break to age old usages in 
eye-tracking. The public considered this usage as best of kind and trusted 
highly with present-day technologies. The awareness made them move 
with these pervasive techniques as needs evolve in major. Many Hospitals 
and Research institutes are finding solutions through these observations.

10.2 Structure of the Eye

Eyes are built in a two overlapping spherically derived spheroids that create 
two separate segments combined together to form a prosthetic capsule. 
Human Eye is the distinguished sensory organ devoted to vision, hear-
ing and stimuli that is carried to brain. The Human Eye differentiates 13 
million colors and maintains a master of the suprachiasmatic nucleus of 
brain. This sensory organ reacts to visible light and gathers image of object. 
The structure and Functions of the Eye are broadly described as Internal 
Structures and External Structures. The anatomy of eye is shown in Figure 
10.1. Eye is the best example to a camera.

10.2.1 Anatomy of Eye

Retina

Blood vessels

Optic nerve

Sclera
Vitreous

Lens

Pupil

Cornea
Iris

Figure 10.1 Inspection of defects through corneal topography of a healthy retina, the 
formation of eye.
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10.2.2 Typical Eye: Nature

The typical eye regulates all the muscles and tissues to nerves and blood 
vessels and is responsible to visual stimuli.

The Outer Area of Eye: The front end of the eye is considered as visible 
optical device.

Sclera: Sclera and Cornea wraps up the outermost part of eye. The wall of 
the eyeball with dense connective tissue is called sclera. The dense vitreous 
body - matrix of collagen is called cornea.

Cornea: Cornea focuses light rays onto the retina. The lens is trans-
parent and can be adjusted. The lens deteriorates the age results the need.

Conjunctiva: The conjunctiva of the eye produces the mucus glands and 
lipid glands.

Iris Eye: Iris is a pigmented muscular ring surrounds pupil and regulates 
the light that enters eye and adjusts the size of the pupil.

Pupil: Pupil is the small aperture located in the center of the Iris that 
focuses light on retina.

10.2.3 The Internal Area of Eye

The internal components of an eye are:

10.2.3.1 Lens

The lens is connected to the ciliary body by ligaments. Adding the lens with 
cornea refracts light and focuses retina. Lens is transparent and biconvex.

10.2.3.2 Retina

Retina is sensitive film located at the innermost layer of eye. There are three 
neural cells in Retina; ganglion, bipolar and photoreceptor cells. Retina 
accepts the image and sends impulses to all the nerves and human brain for 
perception.
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10.2.3.3 Aqueous Humor

These are watery fluid bathes between cornea and lens nourishing the eye 
and keep it distended.

10.2.3.4 Vitreous Humor

The colorless gel fluid filled between the lens and the retina is called Vitreous 
humor. It contains water (99%), collage, proteins, etc. These safe-guard the 
eyes and maintain its spherical shape.

10.3 Perspective Scale Model of Eye

Glaucoma is causes accounted to reversible blindness. The model scales 
consider Ganglion cell axons collected visual information from retinal 
ganglion cell axons to brain. Experiments suggested mechanisms in bio-
medical sciences are decoupling resulting in diagnosis of pathophysiology 
leading to ophthalmological examination. The chronic intraocular pres-
sure (IOP) elevation results in glaucomatous neurodegeneration include 
loss of RBCs and optic nerve degeneration. Insertions lead to stresses of 
the lamina cribrosa that puts up to the axonal insult which remain unclear 
and its role through glaucoma. The delivery of a computational couple of 
two-scale analyses of large IOP induced in cribrosa at the micro scale of 
mess like structure. Their simulations suggest the collagen structures of the 
mess like structure and peripapillary sclera effectively.

10.3.1 Corneal Topography

Corneal topography is a diagnostic technique used to map the shape and 
curvature of the cornea, which is the clear, dome-shaped outer surface of 
the eye. This mapping is performed using a specialized instrument called 
a corneal topographer, which uses a series of computerized measurements 
to create a three-dimensional map of the cornea’s surface. Corneal topog-
raphy is a color coated map foreseen - medical imaging technique and 
maps the outer structure of the eye and also the fore-front surface of the 
cornea. If a person is affected by the corneal topography of an eye - Blue 
shows the flattest areas and red the steepest. The cornea represents 70% of 
the eye’s refractive power; its topography determines the human vision. 
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Corneal Topography is standard to perform future treatment. The Figure 
10.2 depicts the inspection of defects through corneal topography of a 
healthy retina.

Corneal topography is commonly used in ophthalmology to evaluate a 
range of conditions that affect the cornea, including astigmatism, keratoco-
nus, and other irregularities in corneal shape. The information provided by 
corneal topography can help ophthalmologists make more accurate diag-
noses, plan surgical procedures, and select the most appropriate contact 
lenses for patients. During the procedure, the patient is asked to place their 
chin on a support and focus on a central point while a series of rings or 
light patterns are projected onto their eye. The topographer then measures 
the reflection of these patterns from the cornea and uses this data to gen-
erate a color-coded map that displays the shape, curvature, and thickness 
of the cornea at different points. The resulting map provides detailed infor-
mation about the cornea’s surface that can help ophthalmologists diagnose 
and manage a variety of eye conditions.

The following defects are approved by the corneal topography:

Irregular astigmatism
Keratoconus
Corneal edema
Penetrating keratoplasty
Corneal scaring

Apex
Cornea

Axis bulbi

Posterior pole

Equator
bulbi

Sclera

Limbus

Rc

TSL

TSERS

OC

OS

TSP

TCL
TCA

TL

2RL

DCS

α

i2

i3 i1

Lamina cribrosa

Figure 10.2 Inspection of defects through corneal topography of a healthy retina, internal 
parts of eye.
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10.3.2 Indications of Corneal Topography

Standard of care for corneal evaluation
Corneal shape analysis
Contact lens fitting
Corneal pathology evaluation
Refractive surgery evaluation
Refractive error concerns
Monitoring changes in the cornea

10.3.3 Corneal Topography Basics

The measures go with the different standard levels while diagnosing the 
eye.

• Shape – Sphere vs. Cylinder
• Symmetry – Symmetrical vs. Asymmetrical
• Scaling – Standard vs. Auto-scaling
• Types of Maps – Various presentations
• Mapping Strategy – Axial, Tangential, Elevation
• Indices – CIM (Critical Illness Myopathy), SF (Substandard 

and falsified), TKM (Mean Toric Keratometry).

The three-dimensional map as illustrated in Figure 10.3 assists ophthal-
mologists in examining and diagnosing of several states and evaluating 
keratoconus entirely. Cornea thins and develops bulges outward into a 
cone shape. This causes blurry, distorted vision. Keratoconus occurs when 
cornea—the window of the eye - thins and bulges outward into a cone 
shape.

10.3.4 Keratoconus

Detection of earlier underlying eye diseases happens through Keratoconus 
and laser assistance. The patient gets a complete hospitality say demo-
graphic, diagnostic, and exam data. This chapter describes topography, 
tomography, and epithelial mapping technology to detect early Keratoconus. 
Confirming Keratoconus varies with topographic change and judging nor-
mal limits. Epithelial maps exclude diagnosis of Keratoconus despite sus-
pect topography. Epithelial profiles in keratoconus screening significantly 
boost in avoiding iatrogenic ectasia inrefractive surgery.
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10.3.5 Mire

Mire objects ophthalmometer; its image is mirrored on the corneal sur-
face, is measured to find out the radii of curvature of the cornea. Figure 
10.4 characterize the mire diagram of eye.

Figure 10.3 Inspection of defects through corneal topography of a healthy retina, the 
three-dimensional map assists ophthalmologists.
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Figure 10.4 Inspection of defects through corneal topography of a healthy retina, mire 
diagram of eye.
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10.3.6 Placedo

Assessing corneal topography is carried by Placido Keratoscope. Placido 
Disc is a toric marker designed as elliptical surface of the cornea. Through 
a coil rings, reflections of cornea are recorded through the rigid support at 
the center of the disc. The objective of the operation protects the refractive 
surgery and inner surface of the eye. The light rays is a covering lens to 
all non-ideal refracting surfaces that reflect light. This principle valuates 
Purkinje images reflected of Placido discs.

10.3.7 Expected Topography

Normal Cornea ranges from 2–4 D between the center and periphery, the 
paranasal sinuses and the Q-value is calculated by the Pentacam. Q = -E2 
and describes the corneal shape factor, or eccentricity of the cornea. The 
standard value is -0.26.

10.3.8 Astigmatism

Astigmatism is the disturbance in eye. It is called presbyopia an imperfec-
tion in the curvature of the eye. Astigmatism occurs when the cornea and 
the lens of the eye are mismatched. The Figure 10.5 shows the difference 
between Normal eye and Astigmatic eye.

Standard ophthalmology depends on clinical examination and advanced 
imaging techniques like optical imaging modalities include OCT, OCTA, 
PAM, SLO, AO, FAF and MI. The Figure 10.6 depicts inspection of defects 
through corneal topography. These operations are time- consuming and 

Focal points

Astigmatic EyeNormal Eye

Astigmatic Visison

Multiple
Focal points

Astigmatic
cornea

Light

Pupil

Lens

Normal Vision

Lens

Pupil

Light

Cornea

Figure 10.5 Inspection of defects through corneal topography of a healthy retina placedo 
disc and representative pattern of corneal shapes.
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carry major human errors. Even though Artificial Intelligence (AI) and 
Deep Learning (DL) are decouple of ophthalmology but run together in 
diagnostics and in predictions that yield Intraocular Pressure (IOP) regu-
lations basically to formulate developments in diagnostics, surgical inter-
ventions and prognosis of corneal diseases.

10.4 Extended Reality Metaverse (XR)

Extended Reality (XR) makes-up the other technologies to work by creat-
ing illusion that makes-up the reality. They comprise of physical and digital 
work which are real to create illusions by making the proper moments and 
actions. XR and metaverse are used with the sensors to identify the motions 
and by enhancing the resolutions of the graphic elements in the VR ele-
ments for better performance. The illusions are like magic trucks which 
are stimulated and get better by comprising of 3D Vision, Sound Design, 
Position Tracking technologies. 3D vision is the sensational of vision by 
creating perspective changes. Sound design makes a realistic modulation 
with the changes of direction. Position tracking is used to respond the 
positions of the various actions and sounds. Position tracking is used to 
track the eye in the range of activities. Metaverse work providing safe digi-
tal identity by the digital illusions that make-up the virtual access as shown 
in Figures 10.7 and 10.8. Cloud is used to make the better environment and 
better images for the operations with better resolutions. One can share per-
sonal information in better. Metaverse is fine part of the internet, one can 
hang out with the fine parts of the place through Digital presence, Digital 
identity, and Digital assets.

AstigmatismPlacido disc

KeratoconusNormal Aspheric cornea
With minimal astigmatism

Temporal slits

Combined pattern

Nasal slits

Figure 10.6 Inspection of defects through corneal topography of a healthy retina 
overlapping scanning slits to map cornea.
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10.5 Computer-Aided Geometrical Design

Advent of computers saw an uneven growth in majority in technology. 
Observations in virtual models and real models utilize new computation 
tools to acquire and process the image. 3D shapes produce performance 
models and formulate reliability to reproduce the scalene solid structure.

CAGD tool emerge attempts to meet technological requirements that 
allow studies of geometrical entities, e.g. surfaces and volumes, and virtual 
modeling. Differences in physical models imply in constructive processes. 
The applications of Computers reduce service costs.

The applications of computers are diversified in biomedical engineer-
ing. The development of virtual characterization by CAGD allows the 
dynamic and self-organized structures to establish proof of mechanism 
subject to medicine. One could see in invasive and non-invasive tech-
niques. Computers also represented in numerical methods in pathology 
and 3D animation.
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Figure 10.7 Inspection of defects through corneal topography of a healthy retina 
extended realty.



Inspection of Defects of a Healthy Retina 269

Head–mounted camera image
(embedded in eyeglasses)
(Low resolution, Narrow angle)

SURF feature points

Head-mounted

Strap-on

Axis bulbi Apex Cornea

Limbus

Sclera

Equator
bulbi

Posterior pole

TSP

RS

OS

i3

i3

i2

i1

i1

OC

RC

TSL

TCATCL

TSE

DCS

Apex

Strap–on camera image with result (High resolution, Wide angle)

Cornea geometry:

Sclera geometry:

RC    = 7.56 mm

RS    

TCA  = 0.55 mm
TCL  

TSL   = 0.8 mm
TSE   
TSP   

DCS  
= 0.65 mm
= 5.0 mm

= 11.5 mm

= 0.55 mm
= 1.0 mm

Figure 10.8 Inspection of defects through corneal topography of a healthy retina, 
camera image conical or biconical functions use the isolated chicken eye test method. 
Incomplete cornea model is reconstructed with the emergence of cloud technologies. 
The corneal topography was reconstructed with the CAGD and estimates the 
interpolations. The use of CAGD tools adopted functionalities that guarantees the 
data employed for geometric reconstruction and finds accuracy in detecting minor 
distortions formed on the corneal surface due to keratoconus.
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10.6 Human Eye Ball Model

A 3B Scientific Human Eye Top shows enlarged eye by a factor of 5. It 
educates the treated family in diagnosing patients in the surgical and nav-
igation system to identify the changes of the human eye. The Pedagogical 
activities serve in the ease of switching of the retina and adjusting the lens 
through typical changes and make the patient possess healthy eye free from 
common diseases.
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Figure 10.9 Inspection of defects through corneal topography of a healthy retina, sagittal 
plane.
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Sagittal Plane: Sagittal plane is an anatomical plane that splits the cen-
ter of the body into two halves (mid-sagittal) or away from the midline 
and (para-sagittal) parallel planes. Healthy retina sagittal plane is shown 
in Figure 10.9.

10.7 Keratoconus Characteristic Topographical 
Patterns

Image modules identify the Ocular diseases by studying the structure 
and function of cornea and anterior segment. These techniques diag-
nose and treat a wide variety of ocular diseases in ophthalmology and 
help to interpret these tests which are daunting. Beginners are trained in 
ophthalmology and in utilization of common diagnostic tests to provide 
quicker and more accurate diagnosis and management of corneal diseases.  
The practitioners enable the most commonly used corneal imaging tech-
niques. An overview is shown of the design and functionality.

10.7.1 Phases of the Corneal Topography

The process of corneal topography can be divided into several phases:

Preparation: Before the topography procedure, the patient’s eyes are typi-
cally numbed with anesthetic eye drops. This helps to reduce any discom-
fort or irritation during the procedure.

Data acquisition: The corneal topographer projects a series of light rings 
or patterns onto the patient’s eye while a camera captures images of the 
reflected light. The instrument measures the corneal curvature at different 
points across the cornea to create a detailed map.

Analysis: The data acquired from the corneal topography is analyzed to 
generate a color-coded map that displays the curvature, shape, and thick-
ness of the cornea at different points. This map provides valuable informa-
tion about the cornea’s topography, including any irregularities in shape or 
curvature that may be contributing to vision problems.

Interpretation: The ophthalmologist interprets the results of the corneal 
topography to diagnose any underlying eye conditions or abnormalities. This 
information helps the ophthalmologist determine the appropriate treatment 
for the patient, whether it’s corrective lenses, surgery, or other interventions.
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Follow-up: In some cases, corneal topography may be repeated at regular 
intervals to monitor changes in the cornea over time or to evaluate the 
effectiveness of treatment. Follow-up topography can help the ophthalmol-
ogist adjust treatment plans as needed to ensure the best possible outcome 
for the patient.

10.7.2 Eye-Tracking Instruments for Healthy Retina

The computer advancements enable content aware for rendering eye- tracking 
through MR displays and interfaces of MR users to find the intention by fine 
and dynamic aspects of gaze. With the integration of Computer hardware 
and software and applying engineering techniques generate into mixed real-
ity (MR) technology to obtain a real-world environment. Researches on gaze 
input, abstract eye-tracking and human-computer interaction (HCI) practi-
cally exhibit several ways with user characteristics, intent and provide active 
and passive input control to MR interfaces. Eye-tracking captures a variety 
of eye movements using ground MR technology in the cognitive capacities. 
These methods include ambient interfaces, monitoring visual events across 
real and virtual scene elements and User Experience (UX).

Zeiss Humphrey Atlas 991: This is a CARL (Computerized Activities 
Results List) tool as depicted in Figures 10.10 and 10.11. one could notice 
the rings together through Zeiss Humphrey Atlas 991. The behavior of the 
epithelium in normal and suspicious eyes is the focus of Zeiss Humphrey 
Atlas 991. They enable those previously thought to have suspected 
Keratoconus to have this life-enhancing procedure.
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Figure 10.10 Inspection of defects through corneal topography of a healthy retina, 
geometric modeling of the cornea.
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Figure 10.11 Inspection of defects through corneal topography of a healthy retina,  
Zeiss Humphrey Atlas 991.
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Figure 10.12 Inspection of defects through corneal topography of a healthy retina, gaze 
capture.
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Semantic Scholar: This method is a video based eye tracking by employ-
ing gazed-index images that capture through video camera attached to the 
pad arms as depicted in Figure 10.12. The entire system presents through an 
infrared-based eye- tracking mounted on white sclera. The system possesses 
small phototransistors and infrared LEDs in- front of user eye and a video 
camera attached to the glasses. The complete feature extracts combined 
image processing methods and contextual information of eye direction with 
real-time object recognition in the visual reality. This system is applied to

(1)  Fast object recognition by using a SURF descriptor to 
improve IRIS description

(2) Multiple image matching Descriptors of database.

Face recognition uses digital image feature, comprehensive recorder 
and apply wide-angle camera with different resolutions for regular usage. 
The present prototype is similar to photo transistor in the eye tracker and 
the development of a sensor system with high transparency. The Pentacam 
analysis results are depicted from Figures 10.13 to 10.19.

Pentacam Analysis:

Normal values
Suspected 

values
Abnormal 

values
Anterior Corneal Surface
K-Max <49 D >=49 D
Important for Hyperopic Correction
Flat K >34 D <=34 D
Important for Myopic Correction
Average K (km) Important to selecting hinge width and flap 

diameter to avoid button-hole flap when 
km>46 D and free flap when km< 40 D.

k-max Steep K <1 D >= 1D
Difference of the K-Max 
between the two eyes

<2 D >=2D

Corneal Astigmatism
(Topographic Astigmatism)

Compare with Manifest Astigmatism (MA)

Average Q-Value 0 to -1 ]0,-1[
Thinnest Location
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QUAD MAP ANALYSIS

11. Thinniest Location (TL) (o):
           •    Thickness & Location of thinnest point of cornea
           •    <470µm in normal & < 500 µm in abnormal topo

           •    Normal dif f b/w both eyes      < 30 µm
           •    Diff b/w TL & Pachy apex        < 10 µm

           •     “y” co-ordinate: Normal : <-0.5mm
                  •    ABNORMAL: <0.5/0.5 to 1/>1mm
                  •     “·” sign indicates inferior displacement of TL

Safe parameters for ICL:

PARAMETERS:

 •   Anterior chamber depth (ACD)> 3mm
 •   Anterior chamber Angle (ACD)> 30 deg
 •   Anterior chamber volume (ACV)> 100mm3

 •   ACD<24 deg, ACD <2.1mm, ACV < 100mm3
      Risk of angle closure glaucoma. 

1.     QS: OK (Abnormal: Data gaps/Fix/Model)

2.     Q-value: Normal        -1 to 0  (ideal is -0.26- Least spherical
        ablation, myopic photoablation, after RK)
          •      0      Sphere
          •      >0      Oblate cornea
          •      <-1      Hyperprolate/prolate (KC, Hyperopic phototablation)

3.    K1 (kf)       K f lat. Normal- >34D, measured in 3mm zone

6.    Kmax       Maximum curvature power of whole anterior surface
          •     Normal      49D
          •     Kmas difference b/w 2 eyes        <2D
          •     Kmax-K2 diff in same eye       <1D
          •      If difference > 1D, Kmax to be used instead of K2

7.    Astigmatism       SimK (K2-K1) within 3mm zone
          •     To be compared with Manifest Refraction

8.    Pachy apex(.) :  Thickness at corneal apex. “x” & “y” co-
        ordinates are there for location

9.    Pupil centre(+) :  Corneal thickness corresponding to pupil centre
          •      Normal: “x” is < 200µm (or <5 deg)
          •      Important to evaluate  ANGLE KAPPA.

10.    Pupil Diameter :  Photopic, Mesopic, Scotopic size.

4.    K2 (Ks)       Steep K. Normal <49D

5.    Km (K-Avg)        Mean curvature of ant surface
          •      Km< 40 D       Free Flap compilation may occur
          •      Km< 46 D       Button hole complication may occur

Figure 10.13 Inspection of defects through corneal topography of a healthy retina, 
pentacam analysis.
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Figure 10.14 Inspection of defects through corneal topography of a healthy retina, 
pentacam analysis.
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Figure 10.15 Inspections of defects through corneal topography of a healthy retina, 
pentacam analysis.
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•      Mean dif ference b/w corneal elevation in superior hemisphere &
       inferior hemisphere in horizontal meridian
•      IHA > 19      ABNORMAL
•      IHA > 21       PATHOLOGICAL

•      Measures vertical decenteration of elevation data on a ring with
       radius of 3mm
•      IHD > 0.014      ABNORMAL
•      IHD > 0.016       PATHOLOGICAL

•      Ratio b/w mean radius values in upper half & Lower of
       cornea
•      KI > 1.07      ABNORMAL

•      Ratio b/w mean radius of curvature in a peripheral placido ring &
       mean radius of curvature of central ring
•      CKI > 1.03      ABNORMAL

BELIN AMBROSIO DISPLAY

Figure 10.16 Inspection of defects through corneal topography of a healthy retina, 
Pentacam analysis.
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A

B

A

B

D values (SD)

< 1.6 SD

RED KC

Suspicious

WHITE

YELLOW

Normal

>2.6 SD

1.6-2.6 SD

BELIN AMBROSIO DISPLAY

BELIN AMBROSIO DISPLAY

D values (SD)

< 1.6 SD

RED KC

Suspicious

WHITE

YELLOW

Normal

>2.6 SD

1.6-2.6 SD

•    Df  : Front Elevation
•    Db : Back elevation
•    Dp : Pachymetry Progression
•    Dt  : Corneal thickness at thinnest location
•    Da : Corneal thinnest displacement

•    Df  : Front Elevation
•    Db : Back elevation
•    Dp : Pachymetry Progression
•    Dt  : Corneal thickness at thinnest location
•    Da : Corneal thinnest displacement

•    Final D :  is calculated considering all 5 parameters.

•    Final D :  is calculated considering all 5 parameters.

•    These parameters denote the STANDARD DEVIATION from the mean of
      normative database.

•    These parameters denote the STANDARD DEVIATION from the mean of
      normative database.

•    Individual parameter may be RED/ YELLOW & the “final D” can be normal.

•    Individual parameter may be RED/ YELLOW & the “final D” can be normal.

•     Corneal thickness spatial profile (CTSP) : (A)

•     Corneal thickness spatial profile (CTSP) : (A)

•     Percentage thickness increase (PTI) : (B)

•     Percentage thickness increase (PTI) : (B)

•     Pachymetric Progression Index (PPI):

•     Pachymetric Progression Index (PPI):

•     Ambrosio relational thickness:

•     Ambrosio relational thickness:

•   Average progression from thinnest point to periphery
•   NORMAL: Av: 0.8- 1.1
•     ABNORMALS:
•   Quick slope: Red line leaves before 6mm. Avg > 1.1 (FFKC)
•   S-Shape: Red curve has SHARP “S”. Avg 1.1 (FFKC)
•   FLAT curve: Red curve takes straight curve. Avg <0.8 ( edematous
     cornea, Fuch’s dystrophy)
•   Inverted curve: Red curve follows upwad course. Avg <0.8 & minus
     value might be there. (few cases of PMD)  

•   Percentage thickness index. It denoted % of progression
•   Normal Avg: 0.8- 1.1
•   Avg α Fast transaction

•   Average progression from thinnest point to periphery
•   NORMAL: Av: 0.8- 1.1
•     ABNORMALS:
•   Quick slope: Red line leaves before 6mm. Avg > 1.1 (FFKC)
•   S-Shape: Red curve has SHARP “S”. Avg 1.1 (FFKC)
•   FLAT curve: Red curve takes straight curve. Avg <0.8 
     (edematous cornea, Fuch’s dystrophy)
•   Inverted curve: Red curve follows upwad course. Avg <0.8
     & minus value might be there. (few cases of PMD)   

•   Percentage thickness index. It denoted % of progression
•   Normal Avg: 0.8-1.1
•   Avg α Fast transaction

•   Ratio b/w thinnest point & PPI
•   Distinguishes KC eyes from normal eyes
•   ART Max, ART Min, ART Avg
•   ART Max < 412 µm      KC

•   Ratio b/w thinnest point & PPI
•   Distinguishes KC eyes from normal eyes
•   ART Max, ART Min, ART Avg
•   ART Max < 412 µm      KC

•   Calculates change in corneal thickness overall 360 deg of cornea
•   Progression value at each meridian from the thinnest point is
     defined as progresion index
•   PPI – Max: Meridian with Max pachymetric increase (0.85±0.18)
•   PPI – Min: Meridian with Min pachymetric increase (0.58±0.30)
•   PPI – Avg: of all meridiansAvg (0.13±0.33)

•   Calculates change in corneal thickness overall 360 deg of cornea
•   Progression value at each meridian from the thinnest point is
     defined as progresion index
•   PPI – Max: Meridian with Max pachymetric increase (0.85±0.18)
•   PPI – Min: Meridian with Min pachymetric increase (0.58±0.30)
•   PPI – Avg: of all meridiansAvg (0.13±0.33)

Figure 10.17 Inspection of defects through corneal topography of a healthy retina, 
Pentacam analysis.
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13 POINT ALGORITHM :

Assessed by comparison between patient’s two eyes’

Scoring Criteria Positive (+1 point) if
Inter Eye Difference

Mean anterior keratomerty

Mean posterior keratomerty

≥ 0.30 D

≥ 0.10 D

≥ 12 µm

≥ 2 µm

≥ 5 µm

Thinnest pachymetry

Front elevation at thinniest
location

Back elevation at thinnest
location

*Sinjab M, Step by Step, Reading Pentacam Topography

• Point No. 1: The quality specif ication of the capture (QS);

• Point No. 2: The maximum keratometry (K) value;

• Point No. 3: The corneal thickness at the thinnest location;

• Point No. 4: The y (vertical) coordinate of the thinnest location;

• Point No. 5: The corneal asphericity at the 6-mm optical zone (Q-value);

• Point No. 6: The Shape and value of the anterior sagittal curvature map;

• Point No. 7: The shape and values of the anterior elevation map;

• Point No. 8: The shape and values of the posterior elevation map;

• Point No. 9: The shape and value of the pachymetry map;

• Point No. 10: The shape of the corneal thickness spatial pro�le (CTSP) and
   the average of thickness progression;

• Point No. 11: The amount and axis of topographic astigmatism measured
   by the total corneal refractive power and compared with the manifest
   astigmatism; and

• Point No. 12: A comparison between the patient’s two eyes

• Point No. 13: BAD Display, BAD parameters, PPI, ARTmax

1

5

3
2

4

6

9 8

7

Press Esc to exit full screen

 

Figure 10.18 Inspection of defects through corneal topography of a healthy retina, 
Pentacam analysis.

ROUND OVAL SYMMETRIC BOWTIE

ASYMMETRIC BOWTIE IRREGULAR

MODE

STEEP
105

105

90

90

75

75
60

60

45

45

0

15

155

150

135

20

90 75

75 75

60

60 60

45

45 45

20

165

0

135

150

15

45

60
75 90 105

120

105

105 105

90

90 90

75
60

45

120

120 120120

165

0

135

150

15

45

60
75 90 105

120

105

165 165

150 150

105 10590 9075 75

15 15

0 0

60
60

45
45135 135

.20 .20

Figure 10.19 Inspection of defects through corneal topography of a healthy retina, 
Pentacam analysis.



Inspection of Defects of a Healthy Retina 281

CBI – Corvis Biomchanical Index

Comprehensive biomechanical screening and keratoconus detection
Deformation Parameters and Corneal Thickness Profile 
Vinciguerra pioneered refractive surgery in Italy
Normal <0.45

Normal Value 
(x)

Suspected 
Value(x)

Abnormal 
Value (x)

Anterior Corneal Surface

K-Max <49 D >49 D

Important for Myopic Convention

Flat - K <34 D >34 D

Important for Hyper-Myopic Convention

Average K Important for selecting hinge width and flap 
diameter to avoid button hole

< 1 D >1 D

< 2 D >2 D

Corneal Astigmatism
Topographic Astigmatism

Compare with Myopia astigmatism (MA)

Average Q Value 0 to -1 30 to 41

Thinnest Location (TL)

Thickness >500 μm <400 μm
<500 μm

> -1000 μm

Co-ordinates < - 500 μm - 500–1000 
μm

> - 1000 μm

Pachy Apex -- TL < 10 μm > 10 μm

Difference between the 
two eyes

< 30 μm > 30 μm
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Advantages:
A higher safety, as patients at risk for developing ecstasia after LASIK can 
be excluded.
A higher efficiency, as surgery can be performed when patients have a stiff 
and stable cornea.

TBI – Tomographic Biomechanincal Index

Combined parameters with tomography data from Pentacam 
Tomographic and Biomechanical Index (TBI) for ecstasia detection 
Combined tomographic and bio-mechanical data.
Developing ecstasy after refractive surgery with correlation of Confocal 
microscope and histology of patients at serious side.
Normal<0.29.

Cut off values for border line cases/KC

1. The diameter of a garden roller is 1.4 m and it is 2 m long
2. Belin-Ambrósio enhanced ectasia display total deviation 

value (BAD_D) >1.6

Randleman Risk 
Assessment 
Scoring 
System

Points

Parameter 4 3 2 1 0

Topography Abnormal Irregular
Corneas/SRAX

Asymmetric 
Bowtle

Normal

RSB <241μm 241μm to 
257μm

260μm to 
279μm

280μm 
295μm

to ≥300μm

Age 18 to 23 24 to 26 27 to 29 ≥30

CT <450μm 451μm to 
480μm

481μm to 
512μm

≥512μm

MRSE >-140 >-121 to -140 >-102 to
-121

>-82 to -102 -82 or less
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3. Corvis Biomechanical Index >0.5
4. Tomographic Biomechanincal Index >0.29
5. CCT<480μm

Classification systems of KC

Severity: Mild, Moderate, Severe based on K-readings.  
Cone: Round or nipple, Oval, Globus
Amsler Krumeich et al., Stage 1,2,3,4
Rabinowitz/Rasheed’s KISA %: Central K x I-S Asymmetry x AST 
(degree of regular corneal astigmatism x SRAX x 100/300.
Normal: <50 %
KC suspect: 60 – 100%
KC: >100%

Belin ABCD classification system/progression display – A, B, C are 
auto-generated. 
A – Anterior Area of curvature in 6mm
B – Posterior Area of curvature in 6mm 
C – Inferior temporal region in microns
D – Distance of predicted vision corrections in Visual Acuity

Scoring scale to 
proceed with 
LASIK

Risk (Low – Moderate 
- High)

Recommendations

- 2 LASIK carried by the surgeon - ASA.

Valid informed consent; Surface ablation 
complications are less, No side effects and 
exercises refractive stability, degree of 
astigmatism, Symmetrical topography of eye.

3

4 Neither LASIK nor ASA (cannot establish)



284 Metaverse and Immersive Technologies

Explicit decision for suitability of combined refractive surgery with 
CXL

Conservative Optical methods to choose
refractive correction for Myopia/Myopia

Astigmatism

Consider the following criteria
Age
SE<10.00 D
Thinnest Pachymetry

� RSBT

Biomechanical indices: CBI, TBI
Contributory history: Family history
of |KCN|,

allergic eye
disorder.

Risk factors present (2 or More)
Age<30 years
SE >6.00 D

Suspicious Topography – but no
      KCN Thinnest Pachy<450 μ
RSBT|: 250 – 280 μ
      BAD>1.65  

PRK/LASIK/SMILE
Simultaneous Collagen
Cross linking 

If no risk factor are

PRK/LASIK/SMILE

Classification of Keratoconus based on ABCD system

ABCD
Criteria

ARC
3mm

PRC
3mm

BDVA

0 >7.25 mm >5.90mm = 20/20 (= 1.0)

1 >7.05mm >5.70mm < 20/20 (< 1.0)

2 >6.35mm >5.15mm < 20/40 (<0.5)

3 >6.15 mm >4.95mm < 20/100 (0.2)

4 <6.15 mm <4.95mm < 20/400 (< 0.05)
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Smart KC: Software Handling the Smart KC:
https://github.com/microsoft/SmartKC-A-Smartphone-based-Corneal-
Topographer

SmartKC: Analysis Pipeline

Adding analysis pipeline for open-sourcing

This directory contains the code for the image processing pipeline for SmartKC. The input to the system is a mire
image and the output are the corneal topography heatmasp (axial and tangential), along with the quantitative
metrics: sim-k, diff, mean-k, aCLMI, PPK, KISA.

Adding analysis pipeline for open-sourcing

Adding analysis pipeline for open-sourcing

Adding analysis pipeline for open-sourcing

Adding analysis pipeline for open-sourcing

Adding analysis pipeline for open-sourcing

Adding analysis pipeline for open-sourcing

Adding analysis pipeline for open-sourcing

Adding analysis pipeline for open-sourcing

Adding analysis pipeline for open-sourcing

Adding analysis pipeline for open-sourcing

SECURITY.md commited

cleaning code and repo structure

LICENSE updated to templateLICENSE

LICENSE-CODE

README.md

SECURITY.md

arc_step_method.py

camera_size.py

crf.py

get_maps.py

main.py

metrics.py

mire_detection.py

preprocess.py

preprocess.py

utils.py

README.md

run_script.sh

10 months ago

10 months ago

10 months ago

last month

9 months ago

9 months ago

9 months ago

9 months ago

9 months ago

9 months ago

9 months ago

9 months ago

9 months ago

9 months ago

9 months ago

LICENSE-CODE committed

9 months agoAdding analysis pipeline for open-sourcingrun script sh

The aim of this README is to describe in detail the setup and image processing pipeline for ease of understanding
and usage by a beginner user. The readme describes in detail the analysis pipeline, example code snippets, details
on the  functions and parameters.

The f igure below illustrates the (a) SmartKC system setup, (b) LED light arrangement, (c) 3D-printed conical photo
clip-on attachment, (d) image capture of a subject’s eye, and (e) captured image of the cornea with placido disc
ref lection (called mires).

LEDs

Cornea

Placido Length
= 75 mmm

Placido
attachment

gaptop

gapbase

Camera

Working Distance
(camera to corneal apex)

Smartphone

b c

e
da

Figure 10.20 Smart KC.
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3 Prototype Eye Gaze Recognizer with camera:

Display

Gazed area

Eye ball

Sensing glass

Extracted texts6cm(28º)

10cm(45º)
12cm

Figure 10.21 Eye tracking methodology.

Half mirror

Eye tracking camera

Camera based method Our propose method

2, 3 mm

Acrylic board

IR ref lector
IR light
(ref lected
by eye surface)

Visible light

Photo
sensor

Total ref lection

Figure 10.22 New proposed method for eye tracking.

Spectacle unit
 (Limbs tracker, camera)

FRONT
(Camera)

BACK
(Sensor)

Processing unit
(Power source, Amp, MPU)

Figure 10.23 Eye gaze recognizer with camera.
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Human Memory Enhancement:

10.7.3 Analysis of Corneal Asphericity

An analysis is carried on 1,600 men eyes of average age of 35 and further 
calculations are carried of corneal Q value with the related factors with the 
related factors as shown from Figures 10.20 to 10.25.

Gender, age distribution of refractive index is observed on 1,600 partici-
pants eyes (considering 900 female members and 700 male members) with 
an average 53 years old (between 30 to 90 years). These corneal Q values of 
different aperture diameters are discussed.

gazed
area

Name: Mr. Q
No. of meeting: 2
...

Name: Mr. Q

...

+Professor
          +The university of...
          + ...
+49 years old
+Athlete

Who? Hi! Mr. Q. You are...

Lifelog
database

Human memory enhancement

• Information extraction

• Information retrieval

Recognize user’s own state,
human face, texts, object...

- Retrive from lifelog databases

- Search more additional
information (e.g. From Internet)

Figure 10.24 Memory enhancement.

(a) (b) (c) (d)

(h)(g)(f)

(e)

Surface reconstruction
using Arc-Step method

Surface after Zernike
f itting

Corneal Topography
Curvature Map

Attachment +
Smartphone

Captured Image Image Cropping and
Centering

Image Enhancement Mire Detection and
Labelling

Figure 10.25 Human memory enhancement.
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Results:

Statistical Analysis

Data is interpret using SPSS software (version 18.0.0) to calculate average 
Q value (mean ± Standard Deviation) for various aperture diameters, age 
of the persons, sex and refractive powers of eyes. Variance analysis like 
T-test is cited to compare Q values between different populations groups 
based on aperture diameters, age and refractive powers. ANOVA deter-
mines relationship between corneal Q value and primary Q-Value param-
eters. Value of (p- ≤0.05) is significant.

Characteristics of Age

A deep survey over 1,600 subjective of mean age of 53 ± 11 years 
(range 30–90) is carried. The subjective age and Values are

30 to 39 assessed over 12%,
40 to 49 assessed for 18%,
50 to 59 assessed for 41.7%,
60 to 69 assessed for 20.5%,
70 years old and above assessed for 8% of the study population.

Age vision called - Age-related macular degeneration (AMD) - Senile 
cataract develops beyond 50. These characteristics are more confirmed 50 
years old and above and are assessed for 70%.

Average Q 
Value

3.0mm 5.0mm 7.0mm

Anterior 0.28±0.18 -0.28±0.18 -0.29±0.18

Age was adversely linked with the anterior 
surface’s average Q value at 5.0mm aperture 
diameter.

(B = negative 0.003, p< 
positive 0.0095)

and
the refractive power (B =
-0.0129, p = 0.0159).

Posterior -0.26±0.216 -0.26±0.214 -0.26±0.215

Age was favorably associated with the posterior 
surface’s average Q value at 5.0mm aperture 
diameter.

(B = 0.0019, p = 0.0365)
and the refractive power
(B = 0.0159, p = 0.0425).
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Corneal Q value distribution at large aperture diameter of 7.0mm

The mean Q value of the anterior surface was -0.29 ± 0.18 (range -0.30 to 
-0.28, CI 95%) and for the posterior surface was -0.26 ± 0.21 (range -0.28 
to -0.26, CI 95%).

Corneal Q Values for Different Age Groups

Q value at different age stages are studied. The Q values of anterior sur-
face and posterior surface are recorded with significance (p<0.05) at distin-
guished age groups. The Figures 10.26 and 10.27 shows that as people age, 
the corneal Q value of the front surface decreases while the Q value of the 
posterior surface rises.
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Corneal Q value of the posterior surface
-1.50 -1.00 -0.50 0.00 0.50

Corneal Q value of the anterior surface
-1.50 -1.00 -0.50 0.00 0.50
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100

50

0

Figure 10.26 Q value of anterlor vs posterlor surface.
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(A) Anterior Surface (B) Posterior Surface

30-39
age (years old) age (years old)

3.0 0mm Aperture Diameter
5.0 0mm Aperture Diameter
7.0 0mm Aperture Diameter

3.0 0mm Aperture Diameter
5.0 0mm Aperture Diameter
7.0 0mm Aperture Diameter

40-49 50-59 60-69 70-79 80-107 30-39 40-49 50-59 60-69 70-79 80-107

Figure 10.27 Q value of anterlor vs posterlor surface.
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Group Analysis by Age for different Corneal Q Values

10.8 Conclusion

The corneal Q value of the anterior surface diminishes with increasing of 
age. With age comes an expansion in the rear surface. The age and diame-
ter widening trend lines of the Q value are related. The Q value is a quanti-
fied indicator of spherical degree and defines radial change from Centre to 
peripheral of the quadric surface. The mathematical model of the cornea 
is obtained manually by keratometry with paired readings taken in two 
orthogonal meridia. The averages of 3 pairs include axes. Corneal power 
in dioptres (D) = 337.5/keratometry in mm, (The hypothetical refractive 
index of the cornea is 337.5). The optical features include refractive power, 
spherical aberration, aberration distribution, etc., and the Q value indicates 
the corneal shape. The treatment of refractive problems and the design of 
intraocular lenses (IOLs) both heavily rely on the corneal Q value. Only a 
few formal studies have gone through the process.
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Metaverse is an innovative variant of information and communication application, 
a sociological structure that combines a number of recent techniques (block chain, 
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11.1 Introduction: Metaverse – State-of-the-Art

METAVERSE – The evolution of the internet characterizes a simulated 
world in which people can live, work, shop, and communicate from their 
ease of the physical world. The phrase ‘meta’ is from Greek meant for 
beyond, and ‘verse’ represents the universe or the world [1]. The author 
calls the Metaverse as a simulated world composed of exclusive atmo-
spheres each of them has an explicit purpose like amuse, socialize, instruct, 
market and so on. Apprehending the perspectives, affordances, and area of 
expertise and the limitations of emerging technologies is crucial to address 
the requirements of educators, customers, industrialists and other stake-
holders. In the term Metaverse, the prefix denotes the simulated world and 
the suffix symbolizes the actual world. Technically, communication pro-
cess is continually evolving (Figure 11.1). As a result, innovative techni-
cal advancements, the fusion of several emerging technologies, and Web 
- based applications have all emerged [2]. Online multimedia platforms 
like Second Life, Roblox and Fortnite are considered as the antecedents of 
the metaverse which allows customers to interact within a virtual world. 
Though, all such 3D interactive platforms have been available since the early 
2000’s with a huge record of world-wide users, in the perspective of the 
metaverse, they are all restricted by the application’s liberty and processes. 
The metaverse concept defines an organized immersive bionetwork in which 
the obstructions amongst the virtual and real worlds are absolute to users.

There are four major transformations between the existing online plat-
forms and the present metaverse [3]. 1) The new metaverse agreements 
better immersion compared to the existing platforms due to the expansion 
of deep learning techniques. 2) Contrast to the earlier computer-oriented 
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metaverse, the modern one supports portable devices which upsurge 
approachability and stability. 3) Through the growth of security processes 
such as block-chain and virtual money the monetary proficiency and so 
the strength of metaverse facilities has been enhanced. 4) Also, owing to 
the restrictions of offline societal interactions especially during pandemic, 
attention on the computer-generated world has been developed. The main 
elements of the taxonomies of the metaverse are environment, interface, 
interaction, and security, as shown in Figure 11.2 [4].

11.1.1 Metaverse – Scope and Characteristics

The metaverse targets to link the gap among the real and imaginary worlds 
in every business. The expertise to empower the formation of the metaverse 
is progressing rapidly by the assistance of Virtual Reality headphones, 
haptic gauntlets, Augmented/Extended Reality processes, that facilitates 
consumers to abundantly relish the intense collaboration and immersive 
involvement [5]. 

The “metaverse” is a landscape of digital twins whose opportunities are 
exciting, where the stakeholders can build and explore their ideas in mutu-
ally simulated work-spaces without the limitations of the physical world. 
Industries are opening to consider the potential of the metaverse and look-
ing for occasions to integrate it in their existing business models.
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Figure 11.2 Environment, interface, communication, safety, and privacy in the 
metaverse [7].
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11.1.2 Aspects of the Metaverse

The four aspects of the metaverse are defined as: environment, interface, 
communication, and societal worth. 

• Environment - Metaverse comprises rational, irrational, and 
hybrid environments. The rational metaverse echoes phys-
ical components agreeing to the creator’s requirement and 
imagination. However, the irrational environment has the 
opportunity of easy exploitation without physical restric-
tions and hence allows customers to practice ideas that are 
not possible to achieve in reality. The hybrid system contains 
an improved scheme that composes a new simulated world 
with the laws of reality.

• Interface – Metaverse includes 3D, immersive, and physical 
interface methods. The three dimensional system has the 
benefit of enhanced practicality, but it detriments in terms of 
facility endurance. Immersion encourages user involvement 
in the metaverse and preserving an uninterrupted world. 
Immersion can be supported by a physical tool like VR to 
mock the user’s actual optical intelligence. Physical features 
(e.g., inertia) are also reflecting as a good way to enhance 
realism [6].

• Communication – Metaverse employs communal network-
ing, teamwork, and personality interchange. Head-Mounted 
Displays (HMDs), smartphones, etc. help people to enter 
the virtual universe and involve irrespective of their physi-
cal whereabouts. Developments in computational discipline 
and communication methods are leading the Metaverse 
more of an actuality.

• Societal worth–Stability and reliability investigations are the 
significant features in providing societal morals and pre-
serving a healthy metaverse.

Authorizing emerging technologies (5G, block-chain, AI), and mov-
ing from 2D visuals on flat screens to 3D illustrations in HMDs, the 
Metaverse will empower the construction of a collaborative and virtual 
identical of our physical biosphere (in terms of societies, locations, and 
objects) which users can explore through XR platforms. XR, stands for 
“extended reality,” is a combined term for augmented, mixed, and virtual 
reality. 
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Thus, in a nutshell, the metaverse can be referred as a “3-dimension-
alsimulated shared world where all activities can be agreed out with the 
support of AR/VR services”.

11.1.3 Metaverse – Applications

• Remote Work Opportunities: Metaverse brings a new 
dimension to the remote work functionality by facilitat-
ing effective interaction among employees. The employer 
can also monitor the team’s productivity and hence handle 
workflow time theft and goldbricks.

• Assisting Healthcare: Metaverse assists healthcare profes-
sionals to communicate with patients of remote geographic 
locations. They can consult with doctors in the Metaverse’s 
virtual space and get their medications. 

• Online Entertainment: Existing gaming techniques impose a 
huge potential challenge for both designers and producers to 
give their customers a live experience. However, metaverse 
platform provides players a close-to-reality experience like 
they can interact with other players, trade in-game assets, 
and even familiarize a physical sense of touch using haptic 
gloves and jackets. Existing businesses employ a distributed 
economic model in which the designers own the in-game 
assets and dispense them, but the metaverse carry real-
world value. It means that users can earn real money by sell-
ing their virtual assets in the Metaverse via Non-Fungible 
Tokens (NFTs) [7].

• Collaborative social media: The Metaverse merges virtual 
reality with augmented reality and hence provides consum-
ers an immersive experience that goes beyond the compe-
tences of current social media. Online communications will 
become more real-life experiences. 

• Education: Pandemic restricts traditional teaching-learning 
processes in different dimensions. Metaverse can contrib-
ute students a more engaging experience to alleviate this 
restriction. 

• Virtual Shopping: Metaverse supports a real-life purchas-
ing experience by enabling the customers to touch and 
feel the products, as well as try them out before making 
a purchase.
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11.1.4 Metaverse in Industry and Logistics 

Industries treasure a plethora of opportunities to interact with clients 
and other shareholders in a metaverse environment over extended real-
ity. The digital matching has created extensive solicitations in industries 
like autonomous systems, economics, medical, production, and logistics. 
The metaverse’s twin technique, is an imitation of real processes in a sim-
ulated form, facilitate industries to curtail cost of operation, mishaps, 
also enhanced preparation, and source sharing. End user interaction 
is a vital constituent in bringing up both buyer and brand justice, and 
metaverse has sustained the talent of transferring such communications 
to the virtual realm [8]. At the same time, metaverse infrastructure offers 
crucial evidence about consumer response to industries, thus the concept 
testing, prototyping, and product design could be pursued fast at a low 
cost. 

Metaverse combines real and simulated features in production, sup-
ply chain management and logistics practices unprecedentedly. Physical 
manufacturing can be optimized by pretending them in a metaverse 
atmosphere. Virtual techniques will ease the expenses of engineering 
procedures, also aids in waste control, and hence supports ecological 
sustainability.

The Metaverse can augment delivery chain transparency by virtualiz-
ing the manufacturing, trades, dissemination procedures and exhibiting 
delivery information, advance and delays in the transportation processes 
and so expand the procuring patterns of the industry with the vendors 
[9]. Immerse interface with the supply chain throughout the phases of a 
product’s lifespan, can modernize the manufacturing and logistics prac-
tices and offer well-versed resolutions for all the shareholders involved 
in the industrial administration. The metaverse agreements distinctive 
chances to convert the old-style logistics by fetching innovative deviations 
in the approach products are being packed and loaded in computerized 
trucks or drones for closing consignment to the target. Optimal design of 
warehouse layouts using metaverse can enhance the flow of operations 
among all stakeholders. Digital marketing becomes the favorite standard 
of advertisement as a lot of clients are interested in online shopping/pur-
chasing of products and services. The metaverse for digital promotion has 
its future for more original and collaborative publicizing skills that are 
not likely to occur with existing social broadcasting and digital adver-
tisements. Metaverse applications can offer products the chance to spread 
their practical promotion or to entirely relocate their trademarks in a new 
atmosphere [10].
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11.1.5 Summary 

This chapter provides an outline of the Metaverse, its elements, possible 
applications in detail by associating the well-versed chronicles from lit-
eratures with varied disciplinary backgrounds. This study recognizes 
the emerging nature of the metaverse, contributing a poly-perspective 
description on the opportunities, intricacies and challenges encountered 
by organizations, customers, and industries. This chapter also spotlights 
the insistence of creating an exhaustive cognizance of how Metaverse can 
influence industrial activities.

11.2 Metaverse as Creative Freedom

The Industrial Metaverse is a novel environment in which development 
of modern data transmission paradigms like IoT, AI, and digital twins are 
tightly linked with the actual economy. For the whole value chain, a new 
production and service system is being developed. Technology firms have 
long been hampered by different obstacles. One of these impediments is 
technologies that have failed to deliver. Similar constraints have resulted 
from humans being unable to be taught rapidly enough to fully utilize 
technologies. The Industrial Metaverse will herald a new era of artistic 
control for businesses, allowing them to experiment with ideas and test 
technology without the expenses or constraints that come with real-world 
deployment. The conquerors will be those who are able to create the largest 
goals, but also execute what they have learnt in the Industrial Metaverse in 
the actual world [11].

There is no doubting that the notion of the Metaverse as a 3D compre-
hensive domain will have an impact on many facets of our private and 
professional relationships, including socializing, performing, entertain-
ment, learning, and so on. In addition to numerous potential and threats, 
the metaverse also raises a number of ethical concerns and questions. The 
majority of ethical difficulties are ones we already face in our non-digital 
lives, including privacy, socio-economic inequality, availability, identities 
controls, and freedom of artistic expression, among others [12]. They sim-
ply represent society as it is; they are not recently developed issues.

Although ethical issues have long existed, humanity has just recently 
begun to confront them. With this modern technology, additional issues 
could arise, such as the usage of many (and distinct) identities on multiple 
(and distinct) metaverse spaces, or the access to biometric data that could 
be dishonestly exploited to manipulate people’s thinking and behavior.  
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In this current paradigm, our conception of the metaverse gives synthetic 
customer experiences (SCx) a crucial place in how companies engage with 
potential clients. Significant considerations are posed regarding the users, 
such as consumers, executives, and authorities, should interpret SCx in 
the metaverse as the emphasis of customer contact evolves toward more 
dependence on compounds obtained of user experience through AR, VR, 
and perhaps neuroenhanced reality (NeR) (Figure 11.3) [13].

11.3 Development of Industrial Metaverse

As industries begin to use Industry 4.0 technologies, the Industrial 
Metaverse will generate $540 billion in revenue by 2025. One of the most 
common applications of the Metaverse is digital twins, in which real-world 
things are reflected in the Metaverse. Some businesses are now utilizing the 
technology, but its use is anticipated to increase. The Industrial Metaverse 
is predicted to take the lead because to the high degree of digitalization of 
big industrial plants, together with gradually better infrastructure such as 
the Industrial IoT and 2D/3D digital twinning technologies [14].

Aside from the metaverse’s application possibilities in social media 
and entertainment media, the industry is generally positive about the 
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“industrial metaverse” used in manufacturing. It has a more rigorous 
demand than the mainstream market, and the present degree of modern-
ization of big industrial operations is typically high. Furthermore, exist-
ing infrastructure, such as the Industrial IoT and digital replicas, is being 
steadily upgraded, and the Industrial Metaverse is projected to lead the 
way in increasing its use [15].

The present metaverse is in its initial phase of development. The dom-
inant interrogation is if there can be killer apps and business strategies; 
but there are numerous levels to consider: technology, platform, ser-
vice content, and even rules, investment flows, data security, and so on. 
However, whether the manufacturing or logistics industries are utilized 
as the application area to investigate, the industrial application market 
is a closed sector, with major industrial plants typically having a high 
degree of digitalization. Some of the industrial metaverse’s key technol-
ogies and approaches are widely employed in today’s industrial systems. 
The metaverse is a comprehensive digital atmosphere in line to the actual 
physical realm, similar to the technological representations explored in 
recent decades. Physical individuals, processes, or systems that exist in the 
actual world are referred to as digital representations. It becomes an iden-
tical virtual identity on the information platform, and this avatar has all the 
features and characteristics of the actual world and may imitate the oper-
ation of the physical ecosphere in the simulated world. However, as the 
digital characterization becomes more realistic, the product must have a 
larger data store to increase the simulation’s dependability. With the devel-
opment of the notion of the metaverse, electronic simulation technology 
will continue to advance, and it will push the practical practice of imple-
menting similar technologies. Included in this is the need to model more 
comprehensive and extensive virtual objects and places in order to increase 
forecast accuracy, and to develop a metaverse operating conditions on this 
basis, based on 5G, Wi-Fi 6, cloud technology or edge computing, smart 
sensing, and so on. More robust communication settings, processing plat-
forms, and sensor devices are supported [16].

Additionally, the manufacturer has indeed advanced through the use 
of ERP, MES, and other control systems, or in other statements, there 
has been a significant amount of statistical details in the manufacturer 
over the last few years. As a result, all that is needed now is to open the 
interface to integrate this data into the electronic cloud network, and the 
Knowledge Terminal will then use it as the entrance to the Metaverse. 
The amount of information is rising in the big data age. Humans may 
also use AR glasses to ensure that what they see is exactly what they get. 
They can influence the idea of an operational war room by seeing where 



304 Metaverse and Immersive Technologies

they go. The desire to increase work productivity will be the primary 
driver for AR wearables to lead the charge in the industrial arena, giving 
the manufacturing industry intrinsic benefits and motivation to develop 
a Metaverse [17].

11.4 Typical Products/Services in Metaverse

The metaverse combines the latest cutting-edge technology, including 
cognitive computing, natural language processing, computer vision, deep 
learning, artificial intelligence, etc., and has solicitations in many indus-
tries, including economics, art, and electronic games.

The representative corporations, the usual items they make, and the 
development planning they use change subject to the regulations of the 
participating countries in the Metaverse. For instance, the United States, 
which invented the Metaverse, has a pretty comprehensive Metaverse 
scheme that is castoff in diverse activities, including economics, entertain-
ment, the culture, and societal issues. China has a substantial market, as 
well as a strong network of business industries and apps. Business, gaming, 
and art have all been gradually incorporated into the Metaverse by inter-
net Infrastructure enterprises [2]. According to Figures 11.4 and 11.5, the 
uses of the metaverse may be distributed into two groups: “metaverse as a 
machine” and “metaverse as a target.” The phrase “metaverse as a machine” 
refers to the application of the metaverse to address issues and challenges 
in the physical universe. The phrase “metaverse as a target” defines its effi-
cient capability of achieving goals like escalating the scheme and making 
money [1]. 
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11.5 Role of Metaverse in Supply Chain

The metaverse has the potential to offer entirely new Supply Chain expe-
riences in a digital environment that have never seen before. The majority 
of top Supply Chains are undergoing digital transformations in various 
aspects of their organizations. The metaverse is a cutting-edge technology 
that works from the bottom up. While the objective of digital operations is 
to digitally enhance the physical Supply Chain, the goal of the metaverse 
is to create a digital realm and convert it into the actual world. There are 
various Supply Chain issues and areas to consider.

The metaverse has the prospective to offer entirely innovative Supply 
Chain practices in a simulated environment that have never experienced so 
far. The majority of top Supply Chains are undergoing digital transforma-
tions in various aspects of their organizations. The metaverse is a front-line 
technology that works based on bottom to top method. Though the pas-
sion of digital processes is to globally enrich the existing physical Supply 
Chain techniques, the aim of the metaverse is to build a digital monarchy 
and convert it into the actual world. There are various Supply Chain issues 
and areas to consider [18].

11.5.1 Effective Cooperation Among All Supply Chain Stages

The metaverse has the potential to increase communication across all 
Supply Chain stages, both inside and outside. Enhanced connection pos-
sibilities allow for a direct integrated effort with suppliers to alter produc-
tion costs and streamline and speedup the synchronization accompanying 
the supply processes. This assembly will convert the entire supply chain 
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translucent and malleable, allowing suppliers and buyers to conduct clear 
and efficient cost discussions [19].

11.5.2 Chain of Custody Transparency

Even for international supply chain management experts, understand-
ing global supply networks is complicated and difficult. At the moment, 
stakeholders, workers, investors, and clients want to know more about 
the sources of raw materials, as well as who makes the components and 
where they are completed. They want openness with regards to the eco-
logical impact and other side effects on the supply chains they are work-
ing with.

The metaverse is capable of enhancing supply chain clarity by provid-
ing 3D illustrations of how businesses create, deliver, and advertise their 
goods. Interested parties have better access to: Lead periods; Current deliv-
ery costs; Transit duration; congestion. The Supply Chain’s confidence, 
trust, and efficiency will increase as a result of this transparency and visi-
bility [20].

11.5.2.1 Manufacturing

Customers will have easy access to virtual tools and 3D visualization 
because of the metaverse, increasing responsibility and clarity. This will 
boost inventiveness and accelerate the potential for mass customization 
(i.e. personalized items). Additionally, it will make it simpler to reproduce 
items digitally, enabling companies and manufacturing processes to better 
allocate resources among sites throughout the supply chain and to operate 
alternate production scenarios [21].

By decreasing downtime, promoting the acceptance of alternatives, and 
facilitating quick changeovers in the plant, this is expected to reduce dis-
ruption of actual manufacturing operations. Additionally, it will have a 
significant impact on how consumers’ demands for personalized goods are 
met, making it possible for these things to be produced profitably in tradi-
tional facilities that are now built for mass manufacturing [10].

11.5.2.2 Product Lifecycles

The metaverse is the perfect setting for cooperation and idea sharing. It 
will be simple for internal and external stakeholders to collaborate on the 
designs of new products, present these concepts to manufacturers in the 
same forum, and receive prompt response. As a result, the time it takes for 
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new products to reach the market will be shortened, and the creation of 
useful designs will proceed more quickly and intelligently.

11.6 Forecast of the First Application Areas

11.6.1 Smart City

Metaverse, a virtual reality that replicates reality, makes use of digital twin 
technology, which is a crucial tool for creating smart cities. Digital twin tech-
nology may create a visible, manageable digital twin city by digitally mapping 
the real environment and comprehensively capturing urban data such as indi-
viduals, cars, objects, and space. It may enhance urban management and ser-
vices, increase resource use efficiency, and raise consumer quality of life [22].

11.6.2 The Entertainment and Gaming Industries

The advancement of interactive technology has significantly increased the 
sensation of involvement in games, which may significantly improve user 
experience, effectiveness, and satisfaction [23].

11.6.3 Digital Exhibit, Digital Tourist Industry

The development of a metaverse can improve digital tourist industry and 
digital exhibition. The advancement of digital twin technology and interac-
tive technology enables consumers to transcend time, distance, and other 
constraints to easily explore picturesque locations throughout the world 
and have an interactive experience.

11.6.4 Education

The development of Metaverse can aid in the promotion of children’s edu-
cation, professional gaming, and preschool education. The following ways 
in which the metaverse might help education: - Immersive, replicating 
realistic settings to enhance the understanding of educational content; - 
Avoiding the harms of reality experiments [24].

11.6.5 Economy

Block chain technology, decentralization, and the growth and emergence 
of new sectors inside the Metaverse may all efficiently promote economic 
growth.
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11.6.6 Social

Social platforms centered on scenarios, virtual meetups, and establishing 
new connections The metaverse blurs the lines between time and space, 
increasing the distance between humans. People in the Metaverse can 
interact at any time and from any location. The metaverse can facilitate 
numerous types of social interaction [25].

11.7 Industrial Metaverse for Remote Manufacturing

A methodical discipline called the Industrial Metaverse integrates hard-
ware with data analytics and machine learning, time periods with network 
systems, consciousness with human-machine interfaces, and customiza-
tion with the Metaverse. By lowering expenses associated with compliance, 
minimizing unexpected outages, reducing wastage of raw materials, rais-
ing productivity, and enhancing training, the Industrial Metaverse may 
add value to current production systems [26]. A pandemic like COVID-19 
also drives businesses to use more effective practical statement to boost 
output. In general, implementing the Industrial Metaverse offers substan-
tial benefits.

11.7.1 Industrial Cyber-Physical Metaverse Systems

The conceptual idea of the use of cyber-physical systems developed for 
mechanism/progression tracking in keen manufacturing processes using 
the “5C” design, which stands for connection, conversion, cyber, cognition, 
and configuration. The suggested “5C” design is devoid of visualization 
and interactivity. To increase visualization and interactivity, the Industrial 
Metaverse system might be constructed on top of the “5C” architecture. 
The cyber-physical Industrial Metaverse Systems depicted in Figure 11.6 
can provide an immersive experience by acting as a virtual reality platform 
for human-CPS collaboration [27].

The initial connection layer in the focuses on data collecting utilizing 
sensor nodes and data processing chips are examples of hardware. There 
are four types of data collected in this selection: static property data, real-
time machining operations data, real-time health monitoring data, and 
quality measurement data [28].

The second conversion layer is responsible for developing ways for con-
verting raw data into meaningful data. This process includes procedures 
such as data processing, information extraction, data acquisition, and so on.
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The third cyber security layer maintains all devices’ nonlinear response 
in order to determine the similarities of particular machine behavior in 
a network with previous resources. This layer focuses on peer-to-peer 
communication.

Through visualization tools such as risk monitors, machinery usage, 
enhanced power efficiency charts, and industrial topology optimization 
models, the fourth cognitive layer improves human-machine interaction.

The Metaverse, the fifth configuration layer, creates blueprints of what 
the data is displaying; the management can then make decisions and design 
the plan directly. The fifth configuration layer can be used for a wide range 
of purposes.

Improve human perception and communication with theoretical rela-
tionships, as well as between various users and CPS. This interaction can 
take place between humans, machines, or machines and humans. Experts 
can give remote guidance to address difficulties [26].

Remote programming: Provide a more user-friendly platform than 
physical instruction. This increases retention of knowledge.

Remote Analysis and Operate: The professional can manage the device vir-
tually, for example, by sending command signals using Linux CNC software.

11.8 Impact of Industrial Metaverse in 
Manufacturing Industry

The metaverse is a collection of technologies that enable permanent, virtual 
models of real-world elements such as people, places, and objects. These 
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Figure 11.6 Layout of cyber-physical industrial metaverse systems.
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technologies are not only restricted to digital simulations and games used 
for amusement, but also provide some very substantial economic potential. 
The following five significant impacts that AR/VR and MR will bring to 
manufacturing during the next few decades [29].

11.8.1 Increasing the Speed and Safety of Employee Training

Numerous companies are using Virtual reality headsets to instruct staff 
members on how to operate and maintain equipment rather than hav-
ing them utilize actual, potentially hazardous, challenging technology. 
Additionally, immersive training, which blends VR’s sensation of embod-
iment with cognitive approach, machine learning, and structural features, 
enhances the learning process for employees, particularly younger ones, 
as opposed to making them stay in a lecture whole day. In comparison to 
on-the-job training with heavy machinery or hazardous situations, train-
ees also gain from being able to commit errors in a virtualized environ-
ment without suffering real-world repercussions [30].

Due to these advantages, many businesses are trying to implement VR 
instruction as the initial step in on boarding new workers, particularly for 
situations involving major industries or other industrial environments.

11.8.2 Improvements Could be Obtained by Simulations 
Before Physical Implementations

Digital twins, a technology that digitally recreates every element of a 
physical location (or item) to create a virtual “twin,” are an element of 
the metaverse. Digital twins can be employed in production to compare a 
product’s design to the actual thing that is produced, checking for design 
flaws, for example, or virtual environments can be built up for simulation. 
As an illustration, many manufacturers of automated vehicles now use 
simulations of actual settings to improve and effectively train the automo-
biles how to work [31].

11.8.3 Utilizing AR/VR for Field Service Personnel to 
Maintain Equipment While on the Job

Frontline employees and professionals can receive help for equipment 
maintenance and assistance using AR, VR, and MR technologies, similar 
to training simulations for inexperienced employees. This picked up steam 
during the pandemic, as travel constraints and medical issues affected 
everyone support teams.
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Many options for remote support don’t need extra technology, such as 
specialist AR glasses or enormous VR headsets, which is advantageous for 
businesses in the sector. Many businesses are investigating the usage of 
augmented reality with their current technology, including mobile devices 
and tablets. Many businesses accelerated their use of AR/VR technology as 
a result of the pandemic [32].

11.8.4 Globally Integrated Product Design Collaboration

The pandemic has expedited VR-related activity in product development 
for manufacturers, which is another significant sector. Engineers could 
engage together on concepts in meeting spaces when all of them in the 
workplace, but when everyone started working from home, a new method 
was immediately required. Design engineers may work virtually from any-
where in the world using VR to develop a digital representation [33].

11.8.5 Creating Physical Assets from Digital Concepts and 
Incorporating Physical Objects with Digital Assets

Manufacturers will have a number of options when the real and virtual 
worlds merge, possibly creating new revenue sources. Simulated trading, 
in which a video gamer may buy digital goods with actual cash, has existed 
for a time. However, new ideas are emerging in which actual objects can 
be manufactured by designs originating in the virtual environment [34].

11.9 Six Cases of Early Industrial and Commercial 
Metaverse Application

11.9.1 Product Innovation and Layout

Not only is BMW utilizing augmented reality (AR) to speed up the plan-
ning and manufacturing of cutting-edge goods. As per Luis Bollinger, 
co-founder of Holo-Light, whose platform BMW is using to transmit and 
work on 3D visuals, enhanced reality (XR) streaming has now become 
an extremely prevalent option for companies trying to reduce expenses 
related to product design and shorten lead times [18].

Bollinger claims that among the greatest economic advantages derives 
besides not needing to construct and deliver as several complex geome-
tries. As a result, designers may analyze designs more quickly and indi-
vidually. He says, “For BMW, that implies employees can collaborate over 
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various locations, “It saves time on travel since they can meet in this virtual 
area.” It also emphasizes the longevity of 3D graphics as a cost-cutting fac-
tor. While real prototypes can shatter if handled excessively, their virtual 
equivalents can be utilized repeatedly with little deterioration.

11.9.2 Hands-On Training

Training is one of the most obvious and broadly applicable uses for 
metaverse technology. (See image for top results from our poll of the most 
compelling metaverse use cases.) In example, virtual reality (VR) may 
unite individuals without the cost and delay of going to a central training 
venue.

It’s a tactic Nokia has been using since 2021, when we started to consider 
VR as a logical step up from connecting people via video conferencing 
capabilities. While teaching through video conferencing can be very one-
sided, virtual reality makes learning far more useful and interactive [18].

11.9.3 Support and Preparation for Surgery

Brazilian fraternal twins Bernardo and Arthur Lima had a spectacular 
VR-guided treatment to separate them in August 2022, demonstrating the 
potential of metaverse medical advancements. Surgical intervention VR 
and AR solutions, like those offered by Holo-Light user Enhatch, are show-
ing their value in the operating room even though remote treatment is still 
a ways off [35].

“Enhatch offers an AI software solution that takes 2D scans of bones and 
body components and converts them into 3D objects,” says Luis Bollinger 
of Holo-Light. They employ augmented reality and virtual reality to see 
these 3D images and use them for exercise so that surgeons may better 
prepare for surgery. “Enhatch utilizes VR to offer a virtual training room, 
but according to Bollinger, when rules let it, augmented reality will be used 
in real-world surgeries. By placing a virtual image of the relevant body 
portion over the real one, surgeons may monitor the scars and actions they 
had intended when organizing the procedure.

11.9.4 Employee Orientation

Employee onboarding is another pandemic-inspired use case for the 
metaverse. With more teams functioning remotely and geographically 
divided, it’s becoming increasingly difficult to make new workers feel 
accepted and involved.
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Gilberto Serra of Nokia believes VR might assist in this area. “It’s incred-
ibly tough to connect individuals when the team is dispersed all around the 
world,” he explains. “This is where additional sorts of metaverse experience, 
in addition to the usual Teams or Zoom experience, might be beneficial.” 
Every Friday, Serra’s team hosts a 30-minute VR-only learning session: a 
metaverse update on the “lunch and learn” concept that is already popular 
at many firms. They are currently working on broadening the concept to be 
used throughout the firm [18].

This will be a lot more engaging experience than desktop video confer-
encing software. Participants view other participants using virtual reality 
(VR) headsets as avatars, while the presenter is represented by a hologram 
with realistic facial expressions and movement. Full 3D holograms may 
be projected onto AR glasses when 5G-Advanced networks are deployed, 
according to Serra, giving participants the impression that they are all in 
the same room [36].

11.9.5 Virtual Assistance for Hands-On Work

One particularly effective use case for AR is the provision of virtual instruc-
tion for those performing new and technically hard hands-on labor, such 
as rescue workers, field technicians, or firemen. Virtual overlays can give 
individuals critical information about what to search for, where to focus 
their attention, and how to perform the activity effectively.

For example, Bosch has created an augmented reality application that 
instructs its aftermarket workshops on how to do specialized maintenance 
and repair activities on automobiles, such as readjusting driver assistance 
sensors after replacing the windshield. It is estimated that guided help like 
this can save the time required to complete some tasks by up to 15% [37].

11.9.6 Networking, Socializing, and Developing

Work means more to us than just completing the task at hand, as we learned 
during the epidemic. Many of us discovered that we missed the social 
aspects of the office, from unexpected meetings at the coffee machine to 
the opportunity to simply hang out with co-workers.

The internal think tank of international marketing agency Wunderman 
Thompson, Wunderman Thompson Intelligence, is one business that holds 
this opinion. Global director Emma Chiu stated on the Nokia podcast 
that “this feeling of social presence was overlooked during the epidemic. 
Microsoft and Meta are two platforms that are attempting to develop work-
places that provide this social presence [38].
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11.10 Issues in Metaverse

11.10.1 Communication Issue

The Metaverse’s interaction technology must adhere to the required spec-
ifications in order to serve as a bridge between the virtual and physical 
worlds: The wearable, accessible, inexpensive active gadget is easy to oper-
ate. Users can disregard technological evidence thanks to the interactive 
medium’s opacity, which helps them fully become fully immersed in the 
virtual world [37].

11.10.2 Computational Issues

Calculation, storage, and data transfer are the three factors that make up 
computing power, which is the capacity to handle data. In the era of the 
digital economy, computing power is a crucial resource, and its structure is 
a crucial support for scientific advancement.

Metaverse entails a broader operator base, enhanced system capabilities, 
and more processing power, which is a vital component of Metaverse. The 
emergence of new marketing strategies and the cloud computing-based 
Metaverse platforms have raised the need for computational resources and 
opened up new opportunities for their growth. Substantial demands are 
placed on consumer device speed and host resilience by the cloud stor-
age, cloud computing, cloud graphics, and other technologies employed by 
Metaverse. Computation intricacy, energy consumption, and speed must 
all be continually increased in Metaverse [39].

11.10.3 Ethical Issues

Individuals now own a new identity due to the metaverse, which has also 
produced a completely a fresh setting in which to exist and communicate. 
There, personal networks are more intricate. In order to maintain a posi-
tive and an ecosystem that is well-organized inside the Metaverse, it is nec-
essary for the Metaverse, as a next-generation system, to govern and limit 
user behavior as well as create explicit ethical and moral guidelines [40].

The occurrences that emerge in the Metaverse as a result of the lack 
or confusion of the appropriate moral rules, which clash with the ethical 
norms of the actual society, are referred to as the ethical and moral dilem-
mas of the Metaverse.
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11.10.4 Cyber-Syndrome

An excessive use of the Internet can result in the physical, societal, and 
rational state known as “cyber-syndrome.” Electronic devices are now more 
compact and gotten lighter as interactive ways have continued to emerge. 
People are using the Internet more and more as a result of technology opti-
mization. The Metaverse and the real world are interconnected at the same 
time. The problem of cyber syndrome is made even more problematic by 
the blending of the real and the virtual and by the extent of Metaverse 
involvement [41].

11.11 Challenges of Industrial Metaverse in 
Engineering Applications

As the Metaverse is inextricably tied to the physical realm, cyber security 
and data privacy must be resolved. The following are the four key chal-
lenges to establishing the Industrial Metaverse in Manufacturing:

• Cost: The cost of using Metaverse technology by SMEs must 
be greatly decreased.

• Standards Compliance: Statistics in a Metaverse system 
would be conveyed using multiple technical standards, and 
consistency among these specifications is one of the most 
difficult difficulties.

• Computational Performance: A huge amount of users in 
the Metaverse must communicate via coding process and 
connections. As a result, computational resources, i.e. data 
processing, retention, and transmission, is critical for its 
execution.

The primary aspect of the Industrial Metaverse system is that it improves 
direct communication with physical items, improves visibility in the 
cyber-physical scheme’s configuration layer, and is regarded a digital twin 
of the workplace. It enables frontline workers by enhancing staff efficiency, 
quality and yield, lowering operating expenses, speeding troubleshooting, 
lowering the cost of professional on-site inspections, and enhancing sys-
tem reliability [42].
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11.12 Metaverse Accelerates Economic Development 
for Emerging Economies

As the market continues to falter, organizations are relying on the idea 
of virtual environment, often known as the “Metaverse.” When a function 
of fragmented communities, operational mishaps, and increasing prices of 
centralized management, this happens just as inflationary has crested and 
there is an immediate need for decentralized planning. It ought to be noted 
that the metaverse is appealing since its central tenet is that it is a capi-
talistic society. Every element of the metaverse is created to improve the 
target appearance of the product. In general, consumers of the metaverse 
can establish a fantasy life and mode of living via shopping, playing online 
games, hanging out with friends, attending conferences, and working [43].

In the metaverse, modeling and simulation methods may be used to 
increase production and accessibility for users. To organize stockpiles, 
workforce efforts, and future forecasts, a “business metaverse system” that 
resembles the real context and allows for increased effectiveness of cre-
ation, growth, and execution may be employed. In addition, the upcoming 
decentralized financial services in the metaverse will severely undermine 
traditional economic models. The metaverse will allow for the shift of 
power from organized banks and other financial institutions to specific 
customers. Borrowing and lending funds will be much easier, clearer, and 
uncomplicated. Acquisitions, trades, commerce, and financing will all be 
possible in the metaverse shortly [44].

The metaverse will indeed promote overall economic growth by expand-
ing activities and interactions as the line between the physical realm and 
the immersive virtual disappears. A financial market will maintain the 
interactions humanity has had with highly valuable virtual employment.

The metaverse has the ability to change our actual situation, though 
digitally, despite the current controversy and resistance. It will keep creat-
ing new opportunities to make money and contribute to the growth of the 
global economy.

11.13 The Metaverse in Logistics

Numerous industries, including those in the automobile, e-commerce, 
medical, production, and logistics, have found extensive use for the 
Metaverse [45]. The innovative example for showcasing cutting-edge tech-
nology in the machine-learning assisted automation architecture is the 
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combination of production and logistical workflows for stable processes. 
The digital twin, a virtual representation of actual activities, has assisted 
businesses in reducing costs and accidents and maximizing resource allo-
cation and planning [46]. Digital twins and other interface features are also 
incorporated into the metaverse. For a smooth functioning and enhanced 
customer experience, the academics can examine the additional demands 
of the digital twins and other organizational requirements that must be 
integrated into the metaverse stage. Using organization data from a par-
ticular industry, a service strategy paradigm based on the digital twin 
and an efficient allocation of resources can be investigated. This will serve 
as a model for other digital twin initiatives taking place in a Metaverse. 
Applications of the metaverse are frequently used in new methodologies 
developing virtual and augmented reality to improve the experience of 
customers and suppliers. Manufacturing, supply chain, and logistics pro-
cedures in metaverse operations incorporate physical and digital features 
in an unprecedented manner. Supply chain partners may now examine 
different products’ characteristics, communicate with them, and, most sig-
nificantly, acquire all the necessary current statistics from the region where 
their preference [47]. Immerse interface with the supply chain across all 
phases, from any location, may revolutionize the logistics and production 
workflows and give rational decisions for the producer and all the custom-
ers engaged in the operations. The metaverse presents exceptional chances 
to revolutionize the standard logistics process. Modern packing and load-
ing of items into unmanned vehicles for final delivery to the location will 
undergo dramatic changes.

The machine learning-enabled digital twin is able to get information 
on anticipated and realistic delays in the completion in the manufactur-
er’s supply of products and materials, which makes the most effective 
modifications in the production planning to account for the delays and 
disturbances. The Manufacturing Execution System (MES) is then given 
these suggestions by the digital twin for implementation in order to max-
imize on-time delivery to consumers [48]. The three functions that make 
up the Machine Learning-Enabled Digital Twin Framework are shown in 
Figure 11.7.

Instead of using offline modifications to production planning and con-
trol, the Digital Twin Learning Engine, shown in Figure 11.8, provides 
real-time modification of the MES and other processes based on expected 
modifications in the deliveries of important components to the producer. 
The Digital Twin receives production schedules as well as moment images 
of equipment performance and order data from interconnected produc-
tion technologies like Metaverse [49].
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The communication overload stated above can be summarized and/or 
reduced via augmented reality, making it easier to understand and, more 
significantly, accessible by a user. As seen in Figure 11.9, data from the 
reality can be superimposed on a computer display along with sugges-
tions and important performance indicators. This gives users the chance 
to choose or circumvent a suggested scheduling conflict that would be a 
mistake since it goes against the digital twin’s training format’s cumulative 
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memory of perception [49]. Figure 11.9 depicts three pathways of external 
data that could make up or endanger an established order. When these 
occurrences are foreseen in advance, there may be opportunity for pre-
ventive rescheduling and the deployment of preventive measures to avoid 
the effect from spreading throughout the production line and to speed up 
recovery [50].

11.14 Conclusion

For commercial processes and logistics, this research seeks to clarify the 
term “Industrial Metaverse.” The main features of the Industrial Metaverse 
approach are that it enhances direct experience with tangible goods, 
enhances visibility in the configuration layer of the malware environ-
ment, and is viewed as a virtual environment of the workplace. It offers 
the Industrial Metaverse in this study to increase interaction, educa-
tion, assimilation, exploration, medicine, and administration. The usage 
of Metaverse in numerous aspects of industrial applications is growing 
quickly. The use of it has expanded to include things like industrial logistics 
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and supply chain. While the advent of the metaverse presents novel and 
stimulating stages of communication between the physical and virtual 
worlds, creating chances and future professional approaches, adoption rate 
presents significant challenges, moral standards, stability and protection, 
proper conduct, confidentiality, and the prospective emancipation of seg-
ments of society who lack access to the infrastructure required to access 
the metaverse. It enables frontline workers by enhancing staff efficiency, 
yield and improve, lowering operating expenses, resolving issues, reduc-
ing the expense of professional consultations, and enhancing safety on site. 
The research methodology outlines a wide range of prospective directions 
for additional research study of the several facets of the metaverse and its 
effects on industrial society.
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Abstract
Creating new games is growing exponentially to satisfy the general public’s 
demands using the game’s real-world interface. To better comprehend augmented 
reality (AR), we first present the concept of AR technology and Unity3D’s fea-
tures and specialized content. Next, we use Unity3D to analyze AR using several 
approaches. This essay attempts to analyze Unity3D research for technology devel-
opment in a systematic way, with a thorough analysis of the issue and a look at 
the difficulties and potential of the technology in the future. By merging Unity3D 
software with the Vuforia software development kit (SDK) and EasyAR SDK, 
AR is implemented to address the issues of low stability and constrained appli-
cation conditions in traditional AR SDK. The generated results can be applied to 
mobile devices and the Hololens AR glasses. In parallel, the three-dimensional 
(3D) registration method for AR is being researched. A principle and a method 
for implementing AR in Unity3D and SDK are also provided. Finally, using the 
same image markers, the angle variation experiment was used to evaluate and 
examine the stability of the two SDKs. The strength of the model is increased as 
compared to the conventional system. Human–machine interaction and mobile 
apps are keenly interested in using AR based on mobile terminals. Mobile AR 
technology integrates intelligent display, registration tracking, virtual and real-
world convergence, and human–computer interactions via portable devices or 
smart terminals. With the customer‘s actual scene fully docked, the 3D virtual 
object can be displayed, expanding the perceived range. Totem functions of the 
Vuforia engine are recognized and tracked when creating a 3D scene model using 
Unity3D modeling. It is possible to play both animation and video. Virtual buttons 
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can also develop interactions between virtual reality and controls. The VR and AR 
worlds are connected using the Vuforia SDK’s AR application, which acts as a cen-
tral hub. 3D tracking and registration are possible because of the combination of 
real-world video and virtual objects on the mobile terminal’s monitor. This article 
gives an example of developing your game and employing AR tools in a Unity3D 
environment.

Keywords: Game development, game interface, augmented reality technology, 
Unity3D, EasyAR SDK, Vuforia SDK, software development kit (SDK), Hololens, 
3D registration

12.1 Introduction

In addition to the quick advancement of contemporary science and tech-
nology, the development of new technology is accelerating; one such 
example is augmented reality. As it is challenging to experience entity 
information in the real world within a specific time frame, seamless inte-
gration of real and virtual world information is described as the “seamless” 
integration of new technologies. By applying science and technology, for 
example, computer simulation, the virtual information used in the real 
world was perceived by the senses as a sensory experience beyond reality. 
In many developing technology applications, real and virtual things are 
concurrently overlaid onto the same image or environment [1–3, 9–11]. 
As people’s lives get better nowadays, so do their entertainment options. 
People’s daily life now can’t function without video games. How can a 
reality-based scenario become a virtual feature that will become a popu-
lar trend for game producers, making the gaming interface appear more 
realistic? This article introduces augmented reality technology based on 
Unity3D development methods.

Augmented reality is a growing area in virtual reality research. The real 
world provides a huge amount of information that is challenging to rep-
licate on a computer—the planets evidence this issue in video games and 
virtual worlds [12–14].

12.2 Augmented Reality Technology

The information from the real world and the news from the virtual world 
are shown in augmented reality, also known as AR, and they complement 
and stack on top of one another. In the visualization of augmented reality, 
also known as AR, the information from the actual world and the data 
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from the virtual world appear side by side and complement one another. 
The augmented reality features include multimedia, three-dimensional 
modeling, simultaneous video display and control, multisensory fusion, 
real-time tracking and registration, etc. When applied broadly, augmented 
validity differs from the way information is perceived by individuals.

There are three key aspects of an AR system:
Integration of the real and virtual information worlds
Real-time interactive technology
To further explain, it is situated in a virtual object in three-dimensional 

space.
A comprehensive augmented reality system comprises several closely 

coupled, real-time active components, including essential hardware and 
software.

A sensation of illusion or virtual reality is created by superimposing dig-
itally made visuals onto our real environment. 

Due to recent advancements, this technology is now usable with a 
smartphone.

12.3 History of AR

The earliest instance of augmented reality as we know it now was in 
Sutherland’s work from the 1960s, which used a see-through HMD to 
transmit 3D graphics. Nevertheless, over the last ten years, enough research 
has been done on AR to call it a research field. Virtual Fixtures, one of the 
earliest known AR systems, was created by Louis Rosenberg. Since then, 
AR has made significant growth and advancements [4, 5, 15–17]. Figure 
12.1 shows the history of augmented reality.

12.4 Types of Augmented Reality

• Marker-Based Augmented Reality 
• Marker-less Augmented Reality 
• Projection-Based Augmented Reality
• Superimposition-Based Augmented Reality. Figure 12.2 

presents the types of augmented reality used in Metaverse.

12.4.1 Marker-Based Augmented Reality

In marker-based augmented reality, also known as image recognition, a 
camera and some visual markers, like a QR code, are utilized to produce 
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a result only when a reader sees the marker. Using the device’s camera, 
applications that use markers distinguish between markers and other real-
world objects; the position and orientation are then determined, and some 
content or information is layered on the marker [6, 18–22].

12.4.2 Marker-Less Augmented Reality

Markerless augmented reality, sometimes called location-based, position- 
based, or GPS augmented reality, uses an integrated GPS, digital compass, 
velocity meter, or accelerometer to show data based on the user’s location. 
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Figure 12.1 History of augmented reality.
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Figure 12.2 Types of augmented reality.
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Figure 12.3 represents the marker-based AR. The widespread use of smart-
phones and their location-aware features are a major driving force behind 
markerless augmented reality technology. Mobile location-based mapping 
instructions, finding local businesses, and other apps are some of its most 
well-liked applications [23–26]. Figure 12.4 shows the marker-less AR.

Figure 12.3 Marker-based AR.

Figure 12.4 Marker-less AR.
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12.4.3 Projection-Based Augmented Reality

Artificial light is projected onto actual surfaces to create projection-based 
augmented reality. Applications that project light onto a real-world surface 
and then detect when a person touches that light enables human interac-
tion in augmented reality. Figure 12.5 presents the projection-based AR.

12.4.4 Superimposition-Based Augmented Reality

How projection-based augmented reality functions utilize artificial light to 
project onto actual surfaces. Applications that use projection-based aug-
mented reality to display light on a real-world surface and detect when a 
person touches that light enable human interaction. Figure 12.6 represents 
the superimposition-based AR.

Figure 12.6 Superimposition-based AR.

Figure 12.5 Projection-based AR.
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12.5 Types of AR

• Monitor-based 
• Laptops
• Cell phones
• Projectors (more Ubiquitous Computing)
• Head Mounted Displays
• Video see-through
• Optical see-through

12.6 Monitor-Based

In an implementation method for augmented reality that uses a computer 
monitor, camera input is used to provide real-world images to the com-
puter. The virtual scene’s computer graphics system synthesizes and out-
puts to the screen display—enhanced user screen to display the finished 
scene visuals. Although deploying an augmented reality system based on 
monitors is straightforward, there are few immersive users [27–30].

12.6.1 Working Principle

Below is the augmented reality system work of the three components: 

• The head-mounted display
• Tracking system
• Mobile computing ability

Camera locations

Captured
image

Video
compositor

Real world

Monitor

Generated
virtual image

Scene
generator

Video
camera

Tracking
system

Figure 12.7 Monitor-based working principle.
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According to the augmented reality developer, the three elements will 
be combined into one unit and bound together with a girdle of equipment. 
Similar to how regular glasses display information, the gadget can wire-
lessly transmit data [31–35]. Figure 12.7 shows the monitor-based working 
principle.

12.7 Virtual Reality vs. Augmented Reality

Virtual reality produces a virtual environment and immerses the user, 
unlike augmented reality, which mixes virtual features into the user’s real-
world view.

Virtual reality transfers a user into a digital environment made by a 
computer, unlike augmented reality, which merges the digital and physical 
worlds.

AR users are conscious of their location in the “real world,” unlike VR, 
which typically has an immersive experience [7, 8, 36–38, 54]. Figure 12.8 
shows the virtual vs. augmented reality.

12.7.1 Advantages of Augmented Reality

• It might broaden people’s knowledge and information.
• Over great distances, people can exchange experiences.
• It makes gaming even more “real,” in my opinion.
• On people’s smartphones, things come to life.
• Escapism is what it is.

Figure 12.8 Virtual vs. augmented reality.
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12.7.2 Disadvantages of Augmented Reality

• Protection from spam.
• AR use in social situations might not be appropriate, accord-

ing to user experience.
• Openness: Others are free to develop and display their con-

tent tiers.

12.8 Issues in Augmented Reality

Performance Issues
Real-time picture processing can be complex and frequently causes aug-
mented reality systems to lag.

Interaction Issues
Because of augmented reality, users find it challenging to engage normally 
with their surroundings in various circumstances.

Asymmetry Issues
Alignment accuracy is particularly noticeable to those working in aug-
mented reality. 

It is essential to calibrate and align properly with the global reference 
frame.

12.9 Applications of Augmented Reality

12.9.1 Presentation

Can now be made interesting. You can bring your entire lineup to your 
audience on demand with augmented reality presentations. You can focus 
on any element of your product lineup as necessary and give them in-depth 
3D presentations of each product’s features. An example of an AR presenta-
tion of a plane is below. Figure 12.9 shows the AR presentations of a plane.

12.9.2 Entertainment

Instead of just watching the show passively, it enables the audience to engage 
actively in the performance. The enjoyable activities we currently enjoy 
(movies, video games, and music) will advance in realism, immersion, and 
interactivity. Figure 12.10 shows the different  entertainment models.
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Figure 12.9 Presentations.

Figure 12.10 Entertainment.

Figure 12.11 VR/AR weather reports.

.
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12.9.3 Weather Report

News channels and a few apps use this technology now to display weather 
interactively. A simulation application can simulate three types of precip-
itation: rain, snow, and hail. It looks at various weather phenomena and 
how they could be represented in a mobile augmented reality system. 
Figure 12.11 shows the VR/AR weather reports.

12.9.4 Virtual Studio

Uses this tech to make interactions and meetings more captivating. The 
Unreal Engine-compatible Swift CG editor for backgrounds allows for cre-
ating photorealistic sets, and the Swift Engine renderer comes with data-
driven graphics as standard. Designers can interact with their audiences by 
creating 3D worlds using creative tools. In order to keep viewers interested 
in the events as they unfold, presenters can freely move around virtual 
objects like sports players or scoreboards or even through entire virtual 
scenarios, as seen on election news programs [39–44]. Figure 12.12 shows 
the virtual studio.

Figure 12.12 Virtual studio.

Figure 12.13 AR/VR clips from movies.
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12.9.5 Movie Special Effects

This technology is very much shown in Sci-Fi movies. Figure 12.13 AR/
VR clips from movies. The goal of using augmented reality (AR) in mov-
ies is to realistically create a world that would otherwise be impossible. 
Figure 12.14 shows the AR ads for different headsets. Therefore, it defeats 
the whole purpose if the robot or spaceship does not appear to be a real one 
or a component of the scene on the screen. Figure 12.15 presents the AR 
ads for different applications like ATM, Hotel, Parking etc.

Figure 12.14 AR ads.

Figure 12.15 AR ads.
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12.10 Advertisement

The term “AR advertising” refers to a type of mobile ad that overlays virtual 
items, such as 3D models of products or game characters, onto the real-
world setting of an AR app user using the smartphone camera [45, 46].

12.11 Simulations

12.11.1 Driving

The HARMAN Augmented Reality (AR) Platform combines the real and 
virtual worlds to provide real-time, intelligent overlays onto the road sur-
face without blocking the driver’s field of vision, resulting in a safer, more 
intuitive, and interactive driving experience [47–51]. Figures 12.16 and 12.17  
shows driving simulation and AR car simulation for driver..

Figure 12.16 Driving simulation.

Figure 12.17 AR car simulation.
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12.11.2 Flying

Used to train trainees and prep them for real-life simulated emergencies, 
Etc. Figures 12.18 and 12.19 presents the airplane simulation with latitude 
and altitude through metaverse.

12.12 Navigation

Helps in showing directions in a more interactive and fun manner. 
AR-based interior navigation overlays directions on a screen over real 
environments as seen through a smartphone or tablet’s camera using this 
technology [52, 53]. 

Figure 12.18 Airplane simulation.

Figure 12.19 Airplane simulation.
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Figure 12.20 AR car navigation.

Figure 12.21 AR CAD.

Figure 12.22 AR video games.
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12.13 Unity3D

By doing this, the user can easily navigate intricate buildings without need-
ing a map or other aids. Figures 12.20, 12.21, 12.22 and 12.23 presents the  
AR car navigation, AR CAD, AR video games and AR theme park.

12.14 CAD

Using the EasyARTM augmented reality engine and the Unity® game 
engine, the CAD-to-AR for Autodesk® Inventor® technology demonstra-
tion allows users to view Inventor 3D models in augmented reality (AR). 
Integrate it into the Inventor UI is one of the primary aspects of CAD-
to-AR for Inventor that allows the user to.

12.15 Video Fames

Physical interactions with 3D models.
You will be able to watch T.V in 3D anywhere.

12.16 Theme Park

Rides can now be even more realistic. What do augmented reality wear-
ables represent for the community of theme parks?

Figure 12.23 AR theme park.
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It entails digitally enhanced roller coaster rides that are still housed in 
real environments, entertaining methods to pass the time for tourists wait-
ing in long lines, and useful ways to enlighten visitors about a particular 
ride. Figure 12.24 shows the unity logo.

12.17 Introduction of Unity3D

Cross-platform game engine Unity3D was created for PC and Mac OS, PS3, 
Xbox 360, Wii, iOS, and Android. The installation of the plug-in can be 
done after Unity3D game production. Unity3D can create online games for 
Internet Explorer, Firefox, Google Chrome, and Safari. It is not necessary 
to learn a difficult programming language to develop games with Unity3D 
because it offers simple interface operation, supports the PhysX physics 
engine and particle system, and offers an online multiplayer capability.  

Figure 12.24 Unity logo.

Figure 12.25 A look at unity interface.
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The most recent version of Unity, 3.5.x, was released and performed the 
task of the Flash game. Even personal studio games are now a reality 
thanks to Unity3D’s lowered bar for game production. Using Unity3D, 
game developers may speed up game creation and lower game production 
costs. Figure 12.25 shows the unity interface.

It uses an integrated NVIDIA PhysX physics engine to offer accurate 
physics calculations. Direct has been supported by graphic optimization 
thanks to OpenGL graphics optimization algorithms. Designers can swiftly 
create landscapes with natural terrain thanks to terrain processors.

12.18 About Augmented Reality Based on Unity3D

The market is currently saturated with video games and augmented real-
ity software. A captivating technology is augmented reality, and Unity3D 
development software is a powerful development program. After that, we’ll 
discuss combining augmented reality with the Unity3D game development 
engine. Some programs, including Anatomy, and 4D, did not previously 
employ Unity3D and augmented reality. Observing the complex human 
body structure wherever we are, allows us to learn anatomy in a new way. 
The application’s introduction can teach developers and those curious 
about human organs more about the human body.

Using this program, we may investigate the human organ by using the 
user’s photos as the research subject. Let’s look at the design of the heart, for 
instance. In that situation, we can upload a picture of the object we like to 
analyze in this application. We can enlarge the heart figure and make several 
observations. It has a strong practical application for some individuals. With 
the help of this technique, we could see how the development of Unity 3D as 
a whole and the incorporation of augmented reality into games may be con-
sidered a specific kind of single-player, single-machine game. Utilizing this 
technology, which produces an augmented reality of actual events, allows us 
to join in on the enjoyment and improve the game’s realism.

12.19 The Main Technical Problem

The most important aspect of augmented reality is image identification. 
The use of texture and color characteristics, broken down into global and 
local features, to distinguish the target from the image is referred to as an 
“image recognition algorithm” in sections of the usage of diverse.
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A statistical classification method is used to differentiate between the 
targets and identify the images to compare the atlas inosculation template 
library and the global approach.

For target recognition with substantial obstacles such as complicated 
block interactions, lighting, and zooming, the global strategy is labor- 
intensive and has a limited range of applications. Local features of objects, 
such as important edges or key points, are used as the description in the local 
feature descriptor. When mapping an image feature to a template image col-
lection, matching is used to assess its quality. Interior points can accurately 
check the feature points; exterior points, on the other hand, cannot.

Even if just part of the feature points match, the predicted, successful 
identification and location can still be made as long as there is a big enough 
interior point. Effective tactics can prevent incorrect matching. Due to the 
complex nature of the Augmented Reality application, the demand for a 
Feature descriptor is not subject to variations in visual angle and light.

The data are minimized and perfectly suited for the shading problem by 
the local feature descriptors’ descriptions of sifting and waves. These pic-
ture recognition algorithms are now the most popular and widely utilized. 
Based on these two operators, there are currently numerous adjustments 
made to suit their various needs. Identifying and placing the angular point 
are corner detection procedures.

What the angular point is not evident. A common misconception is 
that an angular issue is a location where a 2D image’s brightness changes 
or where a curve’s edge points are where the curvature is highest. Real-
time processing is made possible because these points improve calculation 
speed and accuracy for image matching when the image’s features are kept 
in mind.

12.20 Conclusion

Augmented reality (AR) technology offers educators a more engaging pre-
senting style and improves student engagement and involvement by fusing 
the real and virtual worlds. For students, it increases access to and appeals 
to knowledge and information. It’s developing into a brand-new hotspot 
for information technology applications in education.

 As a result of technical advancement, this study presented a mobile 
terminal-based multi-interactive and cross-platform Vuforia+Unity3D 
AR technology scheme. It created a “human tissue structure demon-
stration” AR application. The application’s identification image accuracy 
rate achieved over 98% throughout testing. This program offers good 
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content expansibility as well. It changes the material instantly in pre-
sentations and teaching works. The Vuforia+Unity3D augmented real-
ity technology scheme is ideal for education and has many potential 
applications.
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Abstract
Virtual reality (VR) is a powerful invention and interactive technology that sig-
nificantly impacts our lives. VR, often known as immersive multimedia, replicates 
a physical presence for the audience in both the real and virtual worlds. It often 
incorporates two senses: sight and sound. VR aims to make history by allowing 
employees to interact with virtual objects, collaborate, and meet up without ever 
leaving the office. This project report provides an overview of the present state of 
environment-related VR, focusing on live VR experiences. VR technology, art, 
and business are all quickly developing. The various domains of VR are discussed 
in order to understand it better. This report provides brief information about VR 
technology in the present situation, including various types of VR; uses in dif-
ferent sectors; VR in business, entertainment, and games; and other interesting 
elements of VR.

Keywords: Virtual reality, multimedia, virtual objects, interactive technology, 
VR experiences, virtual worlds

13.1 Introduction

The term “virtual” is one of the most often-used words. Virtual schools, 
workplaces, pets, exhibitions, wind tunnels, performers, and studios are all 
accessible. Virtual museums and doctors are now possible thanks to virtual 
Reality (VR). VR makes it possible for all of this. It offers the experience of 
things that are not constructed or not yet available in real life, like seeing 
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the environment in another dimension. The world of 3-D graphics has no 
limits or restrictions and can be customizable by the user. A 4-D, i.e., the 
dimension of the user’s imagination, can be added to this world. They want 
to interact with and experience this world, not just watch it on a monitor. 
Virtual Reality is a growing technology that became incredibly popular and 
stylish in the last ten years (VR).

More people are playing video games today than ever due to VR tech-
nology, and these simulations are helpful, professional tools for researchers 
in biology and neuroscience. The fundamental research focuses on marine 
research, which includes complicated tests that, with VR, might be carried 
out in a lab. Without VR, scientists need to conduct research directly in the 
field, possibly limiting their experiments due to the unpredictable outcome 
risk factors [1–3, 9–12]. 

Virtual Reality is said to have originated in the 1950s, although it was 
publicly recognized in the late 1990s. Jaron Lanier, a pioneering computer 
scientist, coined the phrase “virtual reality” in 1987. Virtual Reality’s history 
has been chiefly one of the attempts to make an experience more lifelike. The 
majority of historical instances are visual, with some being audible [13–17].

13.2 History of VR

We examine the development of technology and the leading innovators 
who paved the way for today’s “virtual reality” revolution.

1838: Stereoscopic Pictures
Charles Wheatstone’s experiments in 1838 proved that the brain combines 
several two-dimensional images from each eye into a single three-dimen-
sional object. “Virtual tourism” took advantage of the popular View-Master 
stereoscope, later developed and patented in 1939.

1950: Morton Heilig’s Sensorama
The Teles-sphere Mask is the first Head-Mounted Display (HMD). The 
Headset offered stereo sound, broad vision, and stereoscopic 3D. Figure 
13.1 describes the 1950 – VR HMD (Head-Mounted Display).

1961 Headset: First Virtual Reality HMD 
In 1961, two engineers invented the prototype of HMD. Figure 13.2 
describes the 1961 – VR HMD (Head-Mounted Display). It includes a 
magnetic attractive motion sensor device used for tracking motion con-
nected to a closed circuit camera and a visual screen for eyes. The Headset 
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was created to allow for immersive remote viewing of harsh circumstances 
in the military [18–21].

1989: NASA in Development of VR
NASA project “VIEW” is developed with Crystal River Engineering, an 
astronaut training VR simulator. View sports gloves for touch interface 
simulation. Figure 13.3 describes the 1989 – NASA “VIEW” Project VR 
simulator.

The tech used in the gloves is Nintendo.

Figure 13.1 1950 – VR HMD.

Figure 13.2 1961 – VR HMD.
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Power Glove – A VR version of the human hand [4].

1993: SEGA VR Headset
The Sega VR headset for the Sega Genesis console was released in 1993. 
The head-mounted Headset has glasses with LCD screens in the visor and 
sound and head-tracking technology.  Figure 13.4 describes 1993 model 
SEGA VR headset.

Figure 13.3 1989 – NASA “VIEW” Project VR simulator.

Figure 13.4 1993 SEGA VR headset.
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13.3 Virtual Reality (VR) 

“The application of computer modeling and simulation allows a user to 
connect with a virtual three-dimensional (3-D) visual or another sensory 
environment.” Posture tracking and 3D displays are used in virtual real-
ity (VR) to provide users with a better virtual environment experience. 
Companies providing Top VR Technology are the HTC Vive, PlayStation 
VR, and Oculus Rift.

13.3.1 Types of VR

 i. Non-Immersive VR
 ii. Semi-Immersive VR
 iii. Fully Immersive VR

• Non-Immersive VR: Non-immersive VR creates a 
virtual world on a computer, but the user is still very 
much aware of their physical surroundings. An exam-
ple of non-immersive VR is video gaming.

• Semi-Immersive VR: When combined with extensive 
projection systems, such as flight simulators for aspir-
ing pilots, this VR helps with instruction and training. 
It is mainly used in AirForce pilot training and military 
training.

• Fully Immersive VR: VR has grown in games and 
entertainment. Games that immerse users into a vir-
tual world for a realistic game experience.

13.3.2 Three Types of Headsets

a. PC-Based VR Headsets
b. Standalone VR Headsets
c. Mobile Headsets

• PC-Based VR Headsets: These headsets provide High-
quality audio and video with a motion tracking system 
and camera tracker. PC headsets are expensive gadgets.

• Standalone VR Headsets:  virtual reality headsets that 
do not need wired computers. These systems use nearby 
Computers to transfer System data wirelessly.
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• Mobile Headsets: Mobile headsets are much more 
affordable than other VR headsets. Here lenses are used 
to shell devices to enclose mobiles. Mobile phones do 
not provide an excellent visual experience, like PC/
standalone VR headset.

13.4 Uses of VR in Different Industrial Sectors

Healthcare Industry
In the Healthcare industry, VR is highly used by trainees for their medical 
and surgical training. Medical students and newly graduated healthcare 
workers learn theoretical concepts more effectively through virtual reality. 
With VR, students may examine 3D medical models in detail and practice 
speaking with AI-controlled virtual patients [22–30].

Automobile Industry
Automobile companies like BMW are using virtual reality for designing 
and engineering. Automobile engineers and automotive designers VR pro-
vides technology to design various models of vehicles and a virtual test run 
before producing costly text models and prototypes.

The first automaker to plan a production line with virtual data was Ford. 
Volvo lets clients use their cell phones to simulate test drives, while Audi’s 
software allows users to personalize their automobiles [31–35].

Tourism 
Virtual reality provides tours and experiences that allow users to remain 
at their current location while virtually leaving and traveling anywhere on 
Earth and beyond [36–38].

Thanks to Samsung’s VR lunar experience with NASA and Samsung 
built, anyone may explore the lunar surface. Dubai Tour of Hamilton 
Island in 360-degree video within VR.

Education
Virtual reality (VR) in education helps teachers to educate, motivate, and 
involve students in the classroom. The benefits of virtual reality in educa-
tion include student interaction and strengthening subjects.

Universities conduct virtual open days to recruit and offer classes in 4Dx 
Virtual classes at MIT Sloan’s Executive Education big data class [39–42]. 
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Gaming
Virtual reality has changed the gaming industry and is known for provid-
ing a more realistic user experience. VR has become a popular topic in the 
gaming world, grabbing the gaming market’s attention and providing its 
users with benefits, including appealing virtual products and the capacity 
to immerse in the game entirely [43–47]. 

These benefits have improved the game experience and made the virtual 
world more realistic, raising players’ interest. The video game industry uses 
hardware and software to enable coordinating body movement by wearing 
a VR headset.

13.5 VR in Gaming

The use of a 3D artificial world in computer games is known as VR gaming. 
Where software creates a virtual experience that changes the user’s reality 
experience, it has completely transformed the way games are created and 
played.

Users can interact with the 3D worlds and become immersed in them 
rather than just watching them on a screen. Every sense, like sight, hearing, 
and touch, is stimulated. The head-mounted display (HMD) is a critical 
component of virtual reality.

13.5.1 Benefits of VR in Gaming

Computer games can be converted into VR format, resulting in a new 
entertaining and exciting game:

1. Advanced user engagement: Compared to flat-screen 
games, VR users are more interested as they are provided 
with various tools, like hand controllers and headgear.

2. Creative capabilities: The arrival of controllers was a game 
changer in the development of player engagement in the vir-
tual world. Players have complete control over the gaming 
environment.

3. Expanded content: VR technology is now used in develop-
ing video games. Virtual reality has transformed the game-
play of shooters, adventures, and simulations.



356 Metaverse and Immersive Technologies

13.5.2 Types of VR Games

People are now more interested in games since they can play various games 
in virtual reality.

FPS VR Games (First Person Shooter – VR)
They are the most popular VR games in which the players feel every action 
on the field, including the audio and visual special effects. Firearm reload-
ing, ambient noises, flying missiles, storms, other players’ dialogue, strokes, 
falls, and traffic all have a realistic feel.

VR Racing games (Simulation Games)
Racing and driving games are great for the VR experience. It combines 
the speed, intensity, and excitement of racing with an escape from reality 
through a wheel, pedal, and gear system.

Horror VR Games
VR horror games are the most widely played games. Because the graphics 
are so realistic, it is more challenging to play. Players have a more realistic 
experience. Everything feels extremely real with ghosts, jump scares, and 
dummy dolls.

Adventure VR Games
Virtual reality is perfect for exploring and solving puzzles at a slower pace 
through adventure games where gamers are free to explore the virtual world.

13.6 Benefits of VR in the Gaming Industry

Virtual reality transformed the gaming business by increasing user experi-
ence. VR is one of the most popular topics in gaming, and it has caught the 
interest of the corporate community. VR apps have numerous advantages 
in gaming.

• Provides engaging virtual visuals to its users.
• A capability to immerse players in the game world in real 

time.
• Creative capabilities that improve the gaming experience.
• Attraction n Retention among gaming players.
• Increase user engagement drastically by providing an 

authentic experience.
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VR systems used in gaming are built with interactive software and 
hardware. The body’s movement can be used to experience or control VR 
games.

13.7 VR Technology for Business and Game 
Development

Businesses involved in the game began developing more innovative solu-
tions to attract more users. Through the introduction of VR game prod-
ucts, VR is assisting many companies in overcoming industrial problems. 

The gaming business’s value increased due to this new disruptive tech-
nology. Virtual reality is getting more popular among users and players. 
After the VR headset arrived on the market, the game industry experi-
enced a significant change and revolution. VR headsets were launched on 
the market in 2016. As a result, VR games became more challenging to 
play. People want to view 3D creatures in a virtual environment utilizing a 
VR headset like the Oculus Rift [6–8, 48–51, 54].

13.8 Global Virtual Reality (VR) 

“Virtual Reality Gaming Global Market is estimated to reach $90.7 billion 
by 2026, and with a CAGR of 31.4%.”

U.S. Virtual Reality Market
size, by device, 2020 - 2030 (USD Billion)

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

Head-mounted Display Gesture-tracking Device Projectors & Display Wall
Source:
www.grandviewresearch.com

$3.3B
$4.6B

U.S. Market CAGR,
2022 - 2030

14.4%

GRAND VIEW RESEARCH

Figure 13.5 United States VR market chart from 2020-2030 [5].
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According to Zion Market Research, the global Virtual Reality (VR) in 
the Gaming Market was worth 13.4 billion USD in 2019 and is predicted to 
reach 90.7 billion USD by 2026, increasing at a compound yearly growth 
rate (CAGR) at about 31.4% from 2020 to 2026. Microsoft, Facebook 
Gaming (Oculus VR), NVIDIA, Google, Samsung Electronics, Sony, 
Apple Inc., and other companies are important market players. Figure 13.5 
describes the United States VR market chart from 2020-2030 [5].

The U.S market for VR was valued $37.0 billion in 2019 and is projected to 
increase to $1,274.4 billion in 2030, with a CAGR of 42.9% from 2020 to 2030.

Virtual Reality Gaming Market Size – By Component (Hardware and 
Software), Game Type (Desktop, Smartphone, and Gaming Console), 
and Region-Global Industry Perspective, Comprehensive Analysis, and 
Forecast, 2020–2026. Table 13.1 shows the chart for expected CAGR for 
VR gaming market in India from 2017-2027.

Report Scope

Table 13.1 Chart for expected CAGR for VR gaming market in India from 
2017-2027.

Report attribute Details
Market Size in 2019 USD 13.4 Billion
Projected Market 

Size in 2026
USD 90.7 Billion

CAGR Growth Rate 31.4% CAGR
Base Year 2019
Forecast Years 2020-2026
Key Market Players Microsoft Corporation (Washington, U.S.), Facebook 

Gaming LLC, Oculus VR (California, U.S.), NVIDIA 
Corporation (California, U.S.), Google, Samsung 
Electronics, Sony International, Apple Inc. (California, 
U.S.), Electronic Arts (EA), HTC Corporation (Taoyuan 
City, Taiwan), Unity Technologies (California, U.S.), 
Magic Inc., Oculus VR, Leap Motion Inc., firsthand 
Technology Inc. (Washington, U.S.), VirZOOM, Razer 
Inc., Ubisoft Entertainment SA (Montreuil, France), 
ZEISS International, and among others.

Key Segment By Component Segment Analysis, By Device Segment 
Analysis, and By Regional Segment Analysis.

Major Regions 
Covered

North America, Europe, Asia Pacific, Latin America, and 
the Middle East &, Africa.



Real-Time Applications of Virtual Reality 359

13.9 VR in the Indian Business Market

India’s gaming business has risen to the top of the global rankings, with 
a market value of $3.9 billion expected by 2025. Though mobile gaming 
now dominates the market, as improved AR and VR technology becomes 
more generally available, users may be attracted to more life-like gaming 
experiences [5].

The modern gaming industry in India is about $1.5 billion (as of 2020) 
and is expected to increase to $2.8 billion by 2022. The growing gaming 
population (from youngsters to adults) and the outstanding contribution 
of female players. As per Research and Markets Inc., the total AR/VR mar-
ket in India will increase at a CAGR of 38.29%.

13.10 Virtual Reality Technology 

Interaction with a three-dimensional virtual world. Users can actively 
involve themselves in the virtualized world using a head-mounted dis-
play (HMD) and controls. A powerful computer is necessary for advanced 
VR systems such as the HTC Vive and Oculus Rift. Some gadgets, such 
as Google Cardboard, take nothing more than a smartphone and apps to 
work. Figure 13.6 shows the AR/VR market in India.

14.07

1.83

20202017

0.34

2027E

CAGR 38.29%

Figure 13.6 AR/VR market in India.



360 Metaverse and Immersive Technologies

VR kit consists of eyeglasses, a headset, and a computer. More expen-
sive headsets should be connected to the computer to run apps and games. 
Hand controllers and treadmills are optional attachments available to 
enhance your immersion in a virtual environment. Hand controllers trans-
fer your physical motions into the game you’re playing. Figure 13.7 shows 
the different aspects using VR.

Valve Index
A headset that allows you to virtually wander around a large area. This 
headset has a higher frame rate and wider view range than comparable 

Figure 13.7 Different aspects using VR.
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headsets. Price: Approximately 1000 € (Rs 195000) (available since 2019). 
Figure 13.8 shows the valve index of the headset.

Oculus Rift S
A headset that connects to a system and allows you to move around vir-
tually in a small area. It is better for gaming and 3D graphics applications.

Price: $399.99 USD (₹ 49,000) on the present date. Figure 13.9 shows 
the Oculus Rift S.

Figure 13.8 Valve index.

Figure 13.9 Oculus Rift S.
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HTC Vive Pro
A headset that lets you move around a large area virtually. The most com-
mon applications are gaming and 3D graphics software.

Price: $1,090.00 USD (₹ 1,69,999) in present date. Figure 13.10 shows 
the HTC Vive Pro head set.

Oculus Quest 2
Most of them are used for games and 3D graphics programs, but they are 
not as powerful as PC-connected headsets. The key advantages of Oculus 
Quest 2 are its portability, wireless connectivity, and wide game variety.

Price: ₹ 40,899 – ₹ 49,999. Figure 13.11 shows the Oculus Quest 2 
headset.

Figure 13.10 HTC Vive Pro.

Figure 13.11 Oculus Quest 2.
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Playstation VR
A virtual reality device that connects to the PlayStation 4 console. Only for 
PlayStation applications and gameplay. Figure 13.12 shows the Playstation 
VR headset.

Price: ₹39,499 Rs.

Oculus Go 
A mobile headset that does not need a phone or a computer. It’s ideal for 
watching 360-degree videos and comes with remote control. Price: ₹35,999 
in India (production is suspended). Figure 13.13 shows the Oculus Go 
headset.

Figure 13.12 Playstation VR.

Figure 13.13 Oculus Go.
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Vive Cosmos Series
HTC PC headset series that can be connected to a computer. Versions with 
base stations and inside-out tracking are available. They are commonly 
used for games and 3D graphics programs. Figure 13.14 shows the Vive 
Cosmos headset.

Price: ₹71,990.

13.11 Virtual Reality (VR) in Unity

Unity can target virtual reality devices straight using Unity VR. It provides 
a basic API and feature set that is cross-platform compatible. Future hard-
ware and software compatibility has been built in. The VR API surface is 
purposely minimal, but it will expand as VR evolves.

13.11.1 Build Immersive VR Experiences

With Unity, you can create exciting games and virtual reality (VR) experi-
ences that transport users to new worlds. Most headsets are cross-platform 
compatible. Create amazing graphics with customizable visual streams and 
build multiplayer experiences with cutting-edge performance and tools.

Figure 13.14 Vive Cosmos.
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13.11.2 VR Tools in Unity 

Support
They were developed for Steam VR, Meta Quest, and PlayStation VR. 
Graphics optimization, measurement tools, and the XR Interaction toolkit 
to improve development and reduce cross-platform coding needs. Figure 
13.15 shows the unity VR headset and Figure 13.16 shows the unity VR 
graphics.

Graphics
Amazing VR games that work with a variety of hardware platforms. Unity’s 
Universal Render (URP) enables smooth 90hz VR games.

Figure 13.15 Unity VR.

Figure 13.16 Graphics of unity VR.
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Performance
The Unity real-time programming platform is simple to use and design. It 
lets you get started with VR templates and decrease code with visual script-
ing. For improved performance, advanced developers can use Unity DOTS 
to modify their graphics processors. Figures 13.17 and 13.18 shows the use 
of steam VR and View of Unity VR.

Figure 13.17 Use of steam VR.

Figure 13.18 View of Unity VR.
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13.11.3 Create with VR

Create a VR game in Unity. Unity provides a free tutorial for developing a 
VR game using the Unity engine, and the process interface looks like this. 
Figure 13.19 shows the game of unity. 

13.12 VR (Virtual Reality) Games

Unity is one tool that allows us to take advantage of all the benefits of vir-
tual reality. Unity Technologies created an engine that is used to develop 
immersive, high-quality 2D and 3D games and applications. Figure 13.20 
to Figure 13.30 shows various real time VR games.

Fruit Ninja VR: VR Fruit Ninja Half-Brick Studios released the game, 
which is still one of the most popular today. Fruit Ninja is ranked ninth in 
the top 10 games for all downloads in both iOS and Android from 2010 to 
2019 [52, 53].

Job Simulator: Convert regular workplace routines into a strange series 
of events in a world where robots have replaced people and taken over 
everything.

Beat Saber: A top VR Unity application, Beat Saber, combines your strong 
hand gestures, excellent music, and a rhythm experience. Use two neon 
sabers to crash colored blocks while moving in a specific rhythm.

Figure 13.19 Game of unity.
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Figure 13.20 Preview of unity tutorial interface for developing VR games.

Figure 13.21 Fruit ninja VR.
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Figure 13.22 Job simulator VR.

Figure 13.23 Beat Saber VR game.

Figure 13.24 Superhot VR game.
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Figure 13.25 Tetris effect game view.

Figure 13.26 Batman Arkham VR game.
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Figure 13.27 Vader immortal game.

Figure 13.28 Resident Evil 4 VR game.
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Superhot VR: Superhot VR, developed by the SUPERHOT Team in 2016, 
is another VR Unity app that might interest you. This game strategy is to 
shoot ruby people with everything available in a first-person shooter.

13.12.1 Other Famous VR Games

Tetris Effect: Tetris Effect Block Drop Puzzle video game is developed by 
Monstars and Resonair companies and published by Enhance Games.

Platforms: Oculus Rift, PSVR.
Batman: Arkham VR: Adventure Video Game Batman: Arkham VR is 
based on the comics of batman published by Warner Bros.

Platforms: Valve Index, PSVR.

Figure 13.29 Elite: Dangerous VR game.

Figure 13.30 Half-Life VR game.
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Vader Immortal: There are three virtual reality adventure games in the  
“A Star Wars VR Series” series.

Platforms: Oculus Rift, Meta Quest 2, PSVR.
Resident Evil 4: 3rd-person survival horror game Resident Evil 4 was cre-
ated by Capcom Production Studio 4 and released by Capcom in 2005.

Platforms: Meta Quest 2
Elite: Dangerous VR: One of the first big games to offer complete VR sup-
port and a superbly immersive experience in an infinite world.

Platforms: Valve Index, Meta Quest 2.
Half-Life: Alyx VR: A 2020 first-person shooter game called Half-Life: 
Alyx was released by Valve.

13.13 Conclusion

The Internet has bought people closer over the last couple of years. The next 
level of advancement can be called Virtual Reality. Technology is rapidly 
evolving and has excellent potential. The ability of Virtual Reality to pro-
duce realistic worlds of data, objects, and surroundings with which users 
can interact and manipulate realistically and naturally offers up a wide 
range of possibilities for work-related applications. The concept of Virtual 
Reality offers a unique blend of entertainment, education, and cutting-edge 
technology. Guests will be transported to diverse realms via virtual real-
ity technology. Distance no longer matters when speaking with someone 
who is not physically present due to technological advancements. You have 
much freedom to explore the 3D environment and your ideas with the 
help of this technology. Various applications range from entertainment to 
industrialization. Many users are still designing their programs and setting 
them up specifically suited to their needs. So it is still in its early stages.

The development of technologies that handle the difficulties of ‘wide 
scale’ virtual environments is  the future of Virtual Reality. As additional 
research is conducted, we may expect VR to become common  in our 
homes and workplaces. As computers evolve fast, they can generate more 
realistic graphic pictures that better replicate reality. It will be interesting 
to observe how it improves artificial reality shortly. “Virtual Reality: Where 
reality ends, and imagination begins.”
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Abstract
Mixed reality is the next computing wave, following mainframes, personal com-
puters (PCs), and smartphones. Businesses and consumers are quickly embrac-
ing mixed reality. By enabling us to engage with data inadvertently in our living 
environments and with our friends, it liberates us from experiences that are con-
fined to screens. Through their devices, scores of millions of Internet users have 
encountered mixed reality. Hundreds of millions of online explorers around the 
world have experienced mixed reality via their gadgets. The most common mixed 
reality solutions nowadays are provided through social media and mobile aug-
mented reality (AR). It is possible that users are unaware that the Snapchat AR 
filters they use create mixed-reality experiences. With stunning holographic rep-
resentations of people and their surroundings, as well as amazingly detailed holo-
graphic three-dimensional (3D) models, Windows Mixed Reality enriches all of 
these user experiences.

Keywords: Mixed reality, mainframes, mobile augmented, AR filters, 
holographic 3D models, virtual reality, unity

14.1 Introduction

The idea of “Ubiquitous Computing” was made possible by the availabil-
ity of powerful computers in tiny devices and their steadily falling prices. 
Weiser wanted computing power to be accessible to users not just at the 
desktop but wherever and whenever they needed it. This may happen in 
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conference rooms when attendees might need to get information to bet-
ter participate in discussions. In order to drive more safely and effectively, 
additional locations might include a doctor’s operating room, an automo-
bile, or a designer’s sketchbook. How can we incorporate this new class 
of computing tools into the surroundings? To respond to this query and 
expand interaction from the confines of the computer to the real world, a 
variety of different paradigms have been put forth. This chapter provides an 
overview of the Mixed Reality (MR) paradigm, which suggests overlaying 
digital, computer-generated content on top of our real-world surroundings 
objects. It gives examples of applications and discusses problems and fixes 
for how to implement them technically. Virtual Reality served as a concep-
tual and historical foundation for MR (VR). VR systems allow users to fully 
immerse themselves in a virtual, computer-generated landscape [1, 7–10]. 
Figure 14.1 shows the mixed reality algorithm.

The initial sample was made in the 1960s. Visual, aural, and occasionally 
touch cues are typically used to create an immersive experience. All of these 
displays separate viewers from their familiar surroundings by creating the 
false impression that there are only computer-rendered items around them 
[11–14]. Users of MR systems can see both the real-world surroundings 
around them and digital items that are shown, such as on semitranspar-
ent displays. Imagine a system that displays virtual labels over objects in 
your environment to indicate the name and origin of the products, one that 
shows virtual arrows to direct you, or one that displays virtual badges with 

Algorithm

Information transfer for
portable device

Model of space Simulation
object tracking

Registration and mapping

Object recognition
Visualization rendering

Calibration

Figure 14.1 Mixed reality algorithm.
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people’s names and connections. Each user’s information may be displayed 
in their native tongue, or it could be tailored to best fit their unique profile. 
For instance, while a user is browsing food products, specialized informa-
tion could be offered by accordance with their allergies [15–17]. Figure 
14.2 shows the reality–virtuality continuum.

14.1.1 Basics

While the words Virtual Reality, Augmented Reality, and Mixed Reality all 
refer to a particular experience made possible by their hardware, new plat-
forms that can combine many immersive reality technologies are begin-
ning to emerge. The CEO of Google’s AR and VR, Clay Bavor, indicated 
that these names are not distinct but rather labels for various spectrum 
points in 2017 [18–22].

14.1.2 Applications

Mixed reality (MR) is by definition an extremely multiple disciplines field 
that integrates digital signals, machine learning, visual effects, user inter-
faces, human element, wearable technologies, mobile computing, informa-
tion visualization, and display and sensor design, to name just a few of 
the topics covered. Ideas from MR can be applied in many different situ-
ations, including as operations, the medical field, and workspaces. Other 
instances include installing and maintaining machinery, where guidance 
notes could be shown adjacent to the right area as if they were real, observ-
able labels. Steve Feiner’s research at Columbia University was among the 
first to present such a scenario in 1993 by developing one of the earliest 
MR concepts, a system to guide end-users in fundamental laser-printer 
maintenance operations. A monochrome, semi-transparent, head-worn 
display allows users to view wire-frame computer pictures highlighting 
specific printer components and text labels explaining how to disassem-
ble highlight specific printer components and text labels that explain 
how to disassemble  and replace parts. Recent presentations by Lee and 

Mixed Reality (MR)

Reality-Virtuality (RV) Continuum

Augmented
Reality (AR)

Real
Environment

Augmented
Virtuality (AV)
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Figure 14.2 Reality–virtuality continuum.
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Rhee focused on a distributed, collaborative MR system for auto mainte-
nance. Their solution comprises of client-appropriate information being 
rendered by an ontology- based context identification system, as well as 
mobile and desktop terminals that are connected to a server. The situation. 
Another example in the manufacturing sector is a system to aid in the task 
of constructing car doors and gives a tool to evaluate the placement of 
new machinery or workstations in an existing production facility [2, 3]. 
The main advantage of MR in the latter case is that it allows the position 
of new industrial machinery to be seen on actual images of an existing 
environment Visual inspection can be performed to evaluate the plant’s 
positioning and determine the whether new tools are compatible with or 
accessible from the old. However, creating a visual model of the complete 
production facility is not limited to the new products. To show digital, 
three- dimensional (3D) pictures on the pages of a paper book, a system 
dubbed The Magic Book was developed. The book, which acts as a grasp 
for the virtual objects, may be moved by the users to move the models and 
view them from different angles. The technology has uses in interactive 
3D children’s storytelling, geological data visualization, and architectural 
model visualization. Klinker and colleagues in the Fata Morgana proof-of-
concept MR system used the magic book paradigm magic book paradigm 
was used by Klinker and colleagues in the Fata Morgana proof-of-con-
cept MR system to visualize upcoming automotive prototypes. Before 
Fata Morgana was developed in collaboration with a vehicle production 
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Figure 14.3 Path flow of the MR.
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company, professional automotive designers assessed the technology [4, 
23–26]. Figure 14.3 shows the path flow of the MR.

In the medical field, MR systems can be used to view CAT scans, MRIs, 
and ultrasounds directly on the patient’s body, which can then be used 
to direct the surgeon’s action. Digital versions of medical images also are 
accessible, and they are usually displayed on standard operating room 
monitors. As per a user evaluation of fine – needle aspiration on mockups, 
MR can be more accurate than conventional procedures.

14.2 Technical Challenges

Mixed Reality (MR) has several challenging technological limitations on 
how it is implemented. One challenge comes from the led displays, which 
need to show digital objects in to show digital things in high-resolution reso-
lution contrast. A further critical is accurate position tracking. According to 
the type of display being used, the user’s point of view (in terms of play and 
gaze direction) is every so often of interest, so the system should be aware 
of the location of pertaining accurate items in relation to the display system 
to create the illusion that virtual objects were also situated at fixed differ-
ent places or connected to tangible things. The two subsections describe a 
description of the display and monitoring methods utilized to create MR sys-
tems and list any known drawbacks. Its system must be aware of the positions 
of the items to be mingled, the location and orientation of the display, or at 
the very best, the location of the objects in relation to the site of the show, in 
order to use the majority of MR technologies. It is essential to draw attention 
to the display’s orientation and position within its six freedom angles of free-
dom. In some circumstances, the monitoring can be physically attached to 
the collection, enabling tracking of the wearer of such a display [5, 27–30]. 

14.2.1 Displays

The displays that are most frequently utilized in MR environments are 
described in this section. These include handheld projectors, ambient 
projections, head-mounted displays, and handheld displays. Figure 14.4 
shows the Sony head mounted display.

14.2.2 Head-Mounted Displays

Displays that are fixed to the head. Head-mounted displays are unquestion-
ably the most common type of MR display (HMDs). Initially developed for 
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Virtual Reality (VR) systems, HMDs. Even though the fact that the user’s 
eyes are very close to the display, one or several visual display units with 
mechanically tuned devices enable them to provide a mental picture that is 
perspectively precise. See-through functionality is impossible possible with 
a VR headset because the user has only access to what is visible on display 
the display. However, to order to use MR, virtual imaging needs to be com-
bined with images of the surrounding area. A video camera that is physi-
cally connected to the HMD can be used to achieve this. By electronically 
fusing the made pictures with the recorded image from the camera, an MR 
is produced. Utilizing semi-transparent mirrors is another technological 
method for combining optically real and virtual components. A video see-
through HMD is the first kind, whereas an optical see-through HMD is the 
second kind of HMD with a camera. Two successive LC-panels are utilized 
in an innovative technological optical find HMD: one for image produc-
tion or displaying virtual objects, and the second for either obstructing the 
real world (non-see-through) or displaying the outside world optical see-
through the most recent generation of HMDs for sale in the marketplace 
has a lateral field of view of 45°, a screen of 1280 by pixel density, and a 
weight of roughly 750 games. It appears as though the user is rising thanks 
to the display 2 meters away from an 80” screen [31–37].

14.2.3 Handheld Displays

By comparing them to a higher refractive through which an improved real-
ity can be seen, handheld screens are used for MR. Through a hologram 
optical element (HOE), which is illuminated with stereoscopic images 
from projectors run by a PC, the operator observes the large equipment. 

Figure 14.4 Sony head mounted display.
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Figure 14.5 describes the initial stages of handheld displays. The setup 
makes it possible for 3D annotation to appear in the workspace, adding 
useful information to the operator’s view of the operation. Digital com-
ponents using cameras mounted to the displays, a combination of actual 
and virtual pictures is produced (video see-through). Similar to HMDs, 
handheld displays need to be positioned and oriented correctly in order to 
produce virtual pictures. Due to the lack of optical correction, handheld 
screens are typically less expensive than head-mounted displays. Rekimoto 
first demonstrated a handheld MR device using proprietary hardware, but 
more recent examples use PDAs and mobile phones that are readily acces-
sible in stores, which opens the door to widespread use of this form of 
display. An interactive road map application illustrates this type of mobile 
phone usage.

Figure 14.5 Initial stages of handheld displays.
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14.2.4 Ambient Projectors

To alter a users’ acceptance through a display, whether head-mounted 
or handheld, conventional video-projectors can be used to dynamically 
project browser pictures into the surroundings. The projection can fill the 
entire room or be limited to a particular space, like a desk, by utilizing an 
actuator mirror to control the video beam. To display virtual information 
adjacent to or onto physical objects in either scenario, the system must 
keep track of their positions in the mixed environment. A 3D model of the 
complete environment is necessary to project onto large areas of a room or 
specific objects. The projection is distorted because the images are typically 
matched to surfaces that are not horizontal to the projector. In contrast to 
HMDs and handheld displays, the projector positions are fixed or con-
trolled by the system. The necessity for tracking is reduced, and the user’s 
free movement of people is frequently limited. 

14.2.5 Handheld Projectors

Because of their recent shrinking, video projectors can now be used as por-
table MR displays. Because of their recent shrinking projectors can now be 
used as mobile MR displays can be used as mobile MR displays because of 
their recent shrinking. These projectors could be utilized to draw users’ 
focus to particular items. Figure 14.6 shows the Acer ambient projector. 
This makes it possible to project computer-generated information onto or 
very near an object directly project computer-generated information onto 
or very closely  an object. The positioning of things  in the environment 
concerning respect to the projector and the orientation of the surfaces on 
which the projected information should be used, and the direction of the 

Figure 14.6 Acer ambient projector.
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characters  on which the projected information should be used are both 
necessary for these displays. With this information, the computer-gener-
ated image may be appropriately perspective-projected onto the objects in 
the surrounding area. In comparison to handheld displays, these systems 
require more expensive and sophisticated technology, but they may pro-
vide larger display areas and make it simpler for several users to engage 
with the system. Figure 14.7 shows the handheld projectors.

14.2.6 Global Positioning System

Global Positioning System (GPS) receivers use radio signals sent by numer-
ous high earth orbit satellites to identify their location. Every satellite in the 
system sends messages that include information on its own position, the 
placements of other stations, and the time the word was sent Receivers use 
a comparison of the times at which signals from satellites arrive to deter-
mine their location. US Department of Defense engineers first created GPS. 
It is still utilized for military operations and for civilian vehicle navigation, 
including that of cars, ships, and aeroplanes. Additionally, it is combined 
with other systems in outdoor transportable MR systems to provide ori-
entation. Since the system depends on radio broadcast time, the reliability 
and sensitivity of the receivers can have a big impact on how precisely the 
positioning is determined. Satellites and local radio transmitters can also 
be utilized to increase accuracy. However, this calls for an expensive instal-
lation. The GPS normally won’t work when the receiver doesn’t have a good 
connection with a small number of satellites, as when it’s inside or close to 
a tall building. Structures severely hinder the line-of-sight propagation of 

Figure 14.7 Handheld projectors.
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GPS signals. Figure 14.8 shows the GPS satellites. The possibility of chang-
ing radio reception close to structures depending on the time of day fur-
ther complicates the problem [38–43].

14.3 Mixed Reality Research in Switzerland

In addition to other schools and institutions, Switzerland’s two federal insti-
tutes of technology conduct mixed reality (MR) research. Several contribu-
tions from Switzerland are covered in this section. The initiative to enhance 
the Pompei archaeological site involved the Rashmi lab at the University of 
Geneva and the Immersive Virtual Lab at EPFL. They worked on a variety 
of problems, including tracking and creating virtual characters. The EPFL 
Computer Vision Lab has also created markerless tracking methods for 
MR that are based on vision. The ETH Zurich Face Recognition Lab con-
ducted research on haptics, magnetic resonance imaging, and calibration 
techniques, the majority of which had a medical angle. From 1997 to 2001, 
four ETH Zurich departments (ARCH, MAVT, MTEC, and ANBI) worked 
together on the research project BUILD-IT. The resulting Design system is 
a computer vision-based planning tool that can tackle difficult planning 
and compositional problems. The system enables users to choose and man-
age virtual models with actual bricks while seated around a table and inter-
acting with a virtual environment. A projection of the scene is formed onto 
the table. A side perspective of both the scene that is shown on the wall is 
possible. The storage area for originals in the plan view enables users to 
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Figure 14.8 GPS satellites.
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generate new models and activate capabilities like router and height tools. 
By putting a brick in the model’s location, the model gets selected. Models 
can be fixed, rotated, even placed once they have been chosen by utilizing 
just regular brick manipulation. An AR system for tabletop interactivity 
was created at the Innovation Lab Virtual Reality (ICVR) at ETH Zurich 
using standard office supplies including markers, rulers, notepads, and 
erasers to enable collaborative work to interface with the computer. Many 
individuals can work with real objects at once thanks to a rear projection 
onto the tables. An electronic notepad, colors, and the lengths from the 
ruler are shown next to the objects as they are traced through to the wall 
by an infrared system. The research projects Blue-C, Holyport, which both 
centered on transforming the real world into a virtual one, were both com-
pleted by the same team. The blue-C project tracked the user’s movements 
while they interacted with the distant 3D avatar and utilized the gadget 
using marker-less optical tracking [44–51]. 

A genuine table was made larger in the Holyport project so that team 
meetings could simulate sitting at the same table. An MR tool for teach-
ing architectural design was developed at ICVR (ETH Zurich). Despite the 
fact that this industry now possesses a lot of 3-d (both real and virtual), 
it’s never been able to get them in a collaborative session or from various 
angles. 

A collaborative 3D viewer was created using the AR-common Toolkit’s 
libraries. It allowed for the simultaneous viewing of a building’s model by 
close and distant team members, enabling them to do straightforward tasks 
like selecting, moving, rotating, scaling, and generating viewing planes. 
ETH Zurich’s Experiential System Lab (SMS Lab) is also looking into how 
athletes learn and perfect the challenging rowing technique.

They have developed a rowing machine using MR and VR. This simu-
lator is required to create the most effective training conditions for rowing 
and to provide customizable, enhanced feedback. The athlete utilizes one 
or two shortened oars in the computer-generated image while seated in 
a tiny racing boat. The oars have a Rop robot attached to them. Forces 
are produced based on the position and movement of the oars to simulate 
water resistance. The participant is surrounded by three screens that are a 
total of 4.44 meters and 3.33 meters in size, and on each screen, three pro-
jectors depict a river picture. The Augmented Chemistry (AC) application 
teaches organic chemistry using a tangible user interface (TUI). 

It was first developed conjunction with IHA, ETH Zurich, and Chalmers 
Thin Gothenburg at Hyper Works FHNW Basel. The more traditional ball-
and-stick model (BSM) and the AC are compared empirically in terms 
of user acceptance and learning efficacy. The results for the two learning 
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settings were quite similar in terms of learning efficacy; the results for the 
two learning settings were terms  of learning efficacy; results for the two 
learning settings were quite identical. More differences are revealed in user 
preference and rankings using NASATLX and SUMI, including in the plat-
form’s usability and evaluation process. It was, therefore, decided to revamp 
the Air conditioning with a focus primarily on improving these aspects. 
For better interactivity, keyboard-free system configuration, and intrinsic 
database (DB) access, a graphical user interface (GUI) was introduced to 
the TUI. Utilizing shadows and associated effects improved three-dimen-
sional rendering as well as depth perception. The newly developed AC sys-
tem was then contrasted with the old system using a quick qualitative user 
survey. Improvements in subjective evaluations of the system’s usability 
and technical merits were found in this user survey. Users find it difficult to 
accurately manage little things on touch screens because of the size of the 
human finger ZHdK employees Daniel Luthi and Christian Iten demon-
strated a Tangent tabletop framework using a digital tweezers tool [6, 52, 
53]. Figure 14.9 shows the mixed reality and AI Zurich lab launch.

This tool allows users to select, move, and point at interactive elements 
as small as a few pixels. The device is a cursor with a fixed offset that can 
be moved with the thumb and index finger of the hand. With Emanuel 
Zgraggen and Simon Brauchli from IFS at HSR, Concept Map was produced 
utilizing the Tangent framework. An idea map, a multi-touch software, is 
employed to create more semantic networks and create more semantic net-
works, and  an idea map, a multi-touch software, is used. The Real-Time 
Coordination and Sustainable Interaction System Group at EPF-L, the 

Figure 14.9 Mixed reality and AI Zurich lab launch.
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Ubiquitous Artificial Intelligence Group at the University of Canton, and 
the Digital Multimedia Framework Group at the Faculty of Applied Sciences 
of Western Switzerland, Fribourg, collaborated on the the6thSenseproject, 
which is also covered in this book. The study aims of the study is to improve 
context-aware mobile MR interactions between virtual environments and 
virtual augmentations. The Laboratoire d’Informatique Industrielle at the 
University of Applied Sciences of Western Switzerland, Geneva, and the 
Computer Vision and Multimedia Lab at the University of Geneva collabo-
rated on the See Color project, which combined sound with images to cre-
ate an interactive tool for people with visual impairments.

14.4 Current Challenges and Trends

The bulk of the technical systems and solutions mentioned in the afore-
mentioned sections call for the preparation of the environment in which 
the VR (MR) system will work. For instance, constructing and powering 
IR or ultrasound lighthouses, as well as visible indicators and RFID tags, 
may be necessary in particular areas. For GPS to attain great location accu-
racy, even in outdoor settings, additional transmitters must be developed 
in addition to the original satellites. To place the virtual components of the 
interface into the real world, the systems also require a correct vector model 
of the outside world and an extensive mapping of the positions of the sen-
sors. Many research paper draughts exhibit a fragile connection between 
the virtual and real worlds. For example, the introductions of the AR Moon 
Lander and AR Quake games do not make it clear how the game’s elements 
relate to the surrounding world. In practice, it doesn’t seem like there are 
many compelling reasons to favor a certain configuration of the real world 
and virtual gaming worlds. Similar to the Fata Morgana and Miracle Book 
projects, it is unknown what purpose the actual book object serves in the 
software beyond serving as a handle or controller. Instead, it appears that 
the MR features are just utilized to rotate the models and allow viewers 
to observe them from various angles. A desktop graphics workstation or 
possibly a virtual reality system could be used for this. In other words, it 
appears that certain MR prototypes adopt the VR paradigm by emphasiz-
ing just the virtual components while downplaying the significance of the 
actual ones and by only employing the MR features as interactive controls, 
such as handles. These systems continue to meet the criteria for augmented 
reality as defined by Azuma et al. since they are interactive and display vir-
tual objects that are matched to the real world. However, it is obvious that 
there is just a shaky connection tying the virtual parts and the real world 
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together. E. Costanza, A. Kunz, and M. Fjeld. Future MR research may 
thus focus on certain application areas, particularly medicine, where digi-
tal data generated by specialist equipment is inherently synchronized with 
the physical environment, as in the case of superimposing photographs 
onto a patient’s body during surgery. Future MR studies might also con-
sider account more extensive, inclusive applications with fewer registration 
requirements, making it simpler to integrate them into consumer hand-
held devices. Early research indicates that mobile phones may hold great 
promise for MR because of their widespread use and advanced computa-
tional capabilities. This could result in a looser connection between digital 
content and actual space in terms of resolution but a stronger one in terms 
of position services and applications. We observe a tendency toward more 
application-specific initiatives that are typically commercial and academic 
based on the results of Swiss MR research. Support planning responsibili-
ties are the main emphasis of industrial applications. The fact that projects 
are becoming more application-focused might be a sign that MR technol-
ogy is progressing. Recent applications allow for collaboration, as well as 
co-located and web-based use, in contrast to early MR systems, which were 
primarily single-user systems. 

14.5 Peek into the Future

Let’s take a quick glimpse at how our streets may appear if Mixed Reality 
technologies were implemented in head displays for cars and a wearable 
device for pedestrians. Figure 14.10 shows the future of GPS.

Figure 14.10 Future of GPS.
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Dermot Mc Donagh provided the aforementioned statistic to illustrate 
how clever and practical mixed reality on the go may be. It actually meets 
people where their focus is going rather than just being more convenient. 
This straightforward program enables the operating system to quickly 
manage incoming alerts based on the circumstance and context and direct 
the user’s attention and focus to the most crucial roadside occurrences.

At stoplights and other moments of waiting when the car isn’t actually 
moving forward, notifications can then return to the display. If a child is 
rushing across the street or an animal is crossing the road, this focus may 
also be the reason someone’s life may be saved. It should go without saying 
that employing a practical reality to our advantage is far safer for us than 
using a phone while driving. similar to seatbelts

However, from a purely financial perspective, replacing street signals, 
signs, warnings, and everything else in between can save hundreds of 
millions of dollars in infrastructure construction, including maintenance 
expenses, operational costs, and everything else in between.

While depending on mixed reality to provide drivers and pedestrians 
with a personalized experience that brings them the information they 
need to achieve their destinations, nature can be left alone with no human 
interference. Drilling into nature, installing street signs, and other infra-
structure will become obsolete when everything else is digitized. There are 
countless uses for mixed reality. However, they are also fairly challenging. 
Every truly evolutionary step in the history of man has been accompanied 
by this. Let’s discuss these difficulties.

14.6 Hologram Lens

You can view holograms with Holo Lens, which are made of light and 
sound yet behave like real objects in your environment. Holograms can 
react to your look, hand motions, and spoken orders. Even the surfaces 
around you in the real world can engage with them. Digital things called 
holograms exist in your environment. Figure 14.11 shows the model of 
hologram.

A Hologram is made of Sound and Light and Holo Lens creates holo-
grams that are rendered in the holographic frame right in front of users’ 
eyes. Holograms add light to your environment, so you can see both the 
display’s light and the light of your surroundings. Figure 14.12 shows the 
advanced model of 3D hologram.
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14.6.1 Light

Directly in front of users’ eyes, in the holographic frame, are the holograms 
that the Holo Lens renders. Holograms illuminate your surroundings, so 
you can see both the light coming from the display and the light com-
ing from the real world. The black color will appear translucent because 
HoloLens employs an additive display that adds light.

Holograms can appear differently and behave differently. Some are 
substantial and realistic, while others are whimsical and otherworldly. 

Figure 14.11 Model of hologram.

Figure 14.12 Advanced model of 3D hologram.
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Holograms can be used as elements in your app’s user interface or to draw 
attention to certain aspects of your environment. 

14.6.2 Sound

Holograms can also create noises that seem to emanate from a particular 
location in your environment. Two speakers that are placed immediately 
over your ears provide sound on HoloLens. The speakers work similarly 
to holographic displays in that they add new sounds without obstructing 
those from the surroundings.

A hologram interacts with you and your world. Holograms are more 
than just images made of light and sound; they also interact with your 
environment. A hologram can begin to follow you if you look at it and 
make a hand motion. The hologram can respond to vocal commands.

Personal contacts made possible by holograms are not possible else-
where. A holographic character may look you in the eyes and initiate dia-
logue with you since the HoloLens is aware of its location in the world.

Additionally, holograms may communicate with their environment. 
You might suspend a hologram ball that bounces above a table as an illus-
tration. Watch the ball bounce and make noise when it hits the table after 
giving it an air tap.

Real-world objects can also block the view of holograms. A holographic 
actor, for instance, might pass through a door and disappear behind a wall 
out of vie.

14.7 Pros and Cons of Mixed Reality

14.7.1 Advantages of MR

• May boost information and knowledge.
• People can communicate in real time across great distances.
• Video games that offer a more “authentic” experience.
• On people’s mobile devices, things come to life.
• A method of escape.

14.7.2  Disadvantages of MR

• Security and spam.
• UX (User Experience): Using AR in social settings may not 

be appropriate.



396 Metaverse and Immersive Technologies

• Openness: Other people are free to create and display their 
own layers of content

14.8 Architecture of MR Systems

The usage of appropriate software architecture is required for the cre-
ation of an MR system that will incorporate the aforementioned elements. 
Utilizing an appropriate architecture while integrating components makes 
it easier for them to communicate with one another in MR applications, 
which accelerates the execution of MR algorithms. The three elements that 
make up this architecture are the server, the client, and the network. The 
server manages the data and processes the execution. The network must 
permit communication between the server and client in order for the MR 
program to execute. A further element that stands between the system’s 
core and the application and speeds up the system as a whole is the mid-
dleware, which is addressed in the following section. Therefore, the MR 
architecture layer is described in this section. Architecture issues, server 
issues, and network issues are the three components of the architecture 
layer. The first section explains the overall design of an MR system after 
giving instances of architectural structures seen in MR systems. The sec-
ond part lists and describes the various server types that have been studied 
in the past. The third section examines new network topologies as well as 
the significance of the network in the MR architecture. It also discusses a 
number of essential traits for creating a better networking system, includ-
ing privacy and network protocol. Figure 14.13 shows the 3D hologram in 
construction field.

Figure 14.13 3D hologram in construction field.
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Depicts the general design of an MR system. A few examples of pertinent 
information in the MR content for MR applications are maps, virtualized 
models, and user context . Data like location are contained in user context. 
These data are gathered via social networks, wearable devices, sensors, and 
other databases. The system’s central component, the server, handles the 
MR content, carries out the required operations, and transmits the finished 
product to the client over the network mechanism. Different analyses are 
carried out by servers, including image processing, user tracking, and 3D 
rendering, and they also determine parameters like the LOD. The server is 
provided with additional data through the repository as needed. Weather 
information, which is gleaned from web resources, is a good illustration 
in this regard. By utilizing methods like rendering and context manage-
ment, the client replies to the user’s request to see the outcome. The level of 
user preferences being included during rendering is increased via context 
management.

14.9 Unity Development for VR and Windows  
Mixed Reality

14.9.1 What is Unity?

Unity is  a real-time 3D development platform for building 2D and 3D 
applications, like games and simulations, using.NET and the C# program-
ming language.

14.9.2 Getting Started

For Windows Mixed Reality and VR development, you’ll need to manually 
adjust a small number of Unity settings. Per-project and per-scene are the 
two categories into which these are divided. You’ll have the resources and 
project settings necessary to begin developing your own apps by the con-
clusion of this session. Figure 14.14 shows the downloading unity.

OutcomeCheckpoint

Install the latest tools

Configuring your project for VR and
Windows Mixed Reality headsets

Learn how to build applications that render digital content
on holographic and VR display devices

Download and install the latest Unity package and setup
your project for mixed reality

Figure 14.14 Downloading unity.
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14.9.3 Core Building Blocks

You’ll require some fundamental building pieces to create immersive 
applications after beginning a new immersive project. As with previous 
Unity APIs, all of the fundamental building pieces for mixed reality apps 
are made available. We advise doing your research early on even if you 
might not need all of them at once. You’ll have a toolbox full of features you 
can incorporate into a VR project once you’ve delved into the fundamental 
building pieces listed below.

14.9.4 Advanced Features

Without the need for additional setup or installations, Unity APIs provide 
access to additional crucial functionalities that are important for immer-
sive applications. You’ll be able to create more intricate VR applications 
once you’ve explored Unity’s more advanced features.

14.10 Future Research

This study reviews previously written studies to suggest a thorough frame-
work that includes all of the different parts of MR applications. Current 
trends, problems, and potential outcomes were all taken into consideration 
during this process. Figure 14.15 shows the loading all the features in unity. 
An concept layer, an architectural layer, a connector layer, a physical layers, 

CapabilitiesFeature

Camera

World locking and spatial
anchors

Motion controllers

Gestures

Spatial sound

Text

Voice input

Fully optimize visual quality and hologram stability in your Mixed Reality apps

Solve stabilization issues, camera adjustment and integrate a stable
coordinate system solution

Add spatial actions to your Mixed Reality apps

Use hand gestures as input in your Mixed Reality experiences

Enhance your apps with immersive 3D audio

Capture spoken keywords, phrases, and dictation from your users

Get sharp, high-quality text that has a manageable size and quality rendering

Figure 14.15 Loading all the features in unity.
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and a user interface layer are the five levels that make up the framework. 
The first tier focusses on the constituent, the second or third tiers inves-
tigate issues with architecture, the fourth layer explores how the layout is 
implemented, and the last layer looks at UI design for running apps with 
user interaction. The suggested framework considers important and prac-
tical elements. It is a very helpful introduction to the MR field and covers a 
wide range of issues related to MR systems, including the various develop-
ment phases, analytical approaches, the simulation toolkit, system kinds, 
and architectures. The range of MR samples taken into consideration in 
this study are from the practical standpoint of many stakeholders. There 
are many research trends available to carry out the planned investigation. 
Figure 14.16 describes some of the advance capabilities.

Applications for magnetic resonance imaging (MR) need to use a 
technology that can handle dynamic effects such sudden environmental 
changes and moving objects. In order to improve MR mobile applica-
tions, more research is required to develop a brand-new computer graphic 
technique that can manage autonomous environment design and massive 
data visualization with a focus on close-to-reality simulation of a crucial 
scene. Due to the availability of various types of information, including 

Feature Capabilities

Tracking loss

Keyboard input

Handle scenarios where your device can’t locate itself in the applications world space

Get input from real-world and Mixed Reality keyboards in your apps

Figure 14.16 Some of the advance capabilities.

Figure 14.17 Prototype of Acer head held projections.
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companies, social network data, virtual objects, users, and environmental 
sensors, large-scale MR must include security measures. To address the 
complexity of MR. When enhancing MR content with IoT, new designs 
are required for integration within the IoT platform. Future MR systems 
must consider associated interface automation. This idea allows the user to 
adapt. All of the domains above domains must consider the application of 
novel tactics based on spatial analyses with methods like Delaunay trian-
gulation and Voronoi diagrams into consideration the application of novel 
tactics based on spatial studies with techniques like Delaunay triangulation 
and Voronoi diagrams order to address memory capacity and enhance the 
quality of MR content reconstruction. Figure 14.17 describes the prototype 
of Acer head held projections.

14.11 Conclusion

This chapter reviews previously published articles in order to suggest a 
thorough framework that includes all of the different parts of MR applica-
tions. This was done with an emphasis on present trends, difficulties, and 
potential outcomes. MR can mean many different things, and one’s context 
is always important when comprehending it. There is no one definition of 
MR, as we have demonstrated in this study, and anticipating the emergence 
of one in the future is wildly irrational.

However, as was also emphasized in the interviews with ten subject mat-
ter experts from the industry. The first tier concentrates on the component, 
the second and third tiers investigate issues with the architecture, the fourth 
layer explores how the architecture is put into practice, and the fifth layer 
discusses UI design for running applications that need user interaction. 
There are many research trends available to carry out the planned investi-
gation. An efficient technique is needed to handle dynamic effects in MR 
applications, such as rapid environmental changes and object movement.
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Abstract
The advancements that have been made in artificial intelligence (AI) have resulted 
in technological advancements in a wide variety of fields. AI capabilities are now 
being integrated into a variety of sectors, including healthcare, education, and 
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nication media, these technical achievements would not have been conceivable. 
Traditional processing, communication, and storage technologies are incapable 
of maintaining high levels of user experience and scalability in immersive ser-
vice environments. Users can immerse themselves in the metaverse, a three- 
dimensional (3D) virtual world, using cutting-edge virtual reality (VR) and 
augmented reality (AR) technologies. This world combines elements of fantasy 
and reality to create a synthetic environment. A setting like this is still in the works 
and will necessitate a significant amount of research to reach the highest level of 
completion. In this paper, we will talk about some of the most important issues 
that need to be addressed to realize the potential of metaverse services. This chap-
ter provides basic information about AI, metaverse technologies, the role of AI in 
the metaverse, the importance of AI in the metaverse, the AI technical aspects, 
and the feature of the metaverse with AI technology, and finally concludes with 
research directions.
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15.1 Introduction

Nearly all of us are already familiar with the concept of the Metaverse. It 
is a topic that is receiving a lot of attention these days, and major tech 
companies like Microsoft and Facebook are working hard to expand the 
metaverse in real-time. It is thought of as the next logical step in the devel-
opment of the internet. This makes perfect sense given how much more 
involved society is becoming with technology in today’s world. We used 
to talk to other people via landline phones, but now we use wireless cell 
phones instead. Then, instead of just sending people texts and pictures, we 
started zooming in on them and face-timing with them. And now, with our 
avatars in hand, we are about to step into the metaverse and engage in real-
time conversation with the avatars of other users. However, even though 
this new domain is currently a very popular topic, Artificial Intelligence 
remains the most important foundational technology of our time. The use 
of AI is ubiquitous [1, 21, 22]. It is impossible to overstate how important 
it is in our lives today. Every time it accomplishes something new, AI man-
ages to exceed the expectations of people even further. New hardware and 
clever algorithms allow AI to learn new skills and penetrate inconceivable 
fields. 

15.2 Related Works

15.2.1 Artificial Intelligence (AI)

The term AI refers to the practice of employing methods derived from 
computer science to generate Intelligent Agents (IA). The IA is a computer 
program that is capable of independent reasoning, learning, and behavior 
to some degree. Artificial intelligence research develops computer pro-
grams that can understand natural language, interpret data, and behave 
like humans. It does it by digesting the massive amounts of data we gener-
ate daily. A large amount of data can be processed by artificial intelligence 
systems much more quickly and effectively than by humans. The perfor-
mance of machine learning systems can be improved by using data. It anal-
yses the data to find patterns and then learns from those patterns. And as 
it improves itself as a result of the experience it gains, it does so while still 
learning from the data. To process the information for us, we are already 
making use of basic machine learning systems, which are a subfield of arti-
ficial intelligence. Machine learning is taking place in the background of 
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every online activity that takes place today, such as searching for some-
thing or receiving a recommendation [2, 23, 24].

A great deal of investigation is being carried out to continue enhanc-
ing the usefulness and capabilities of AI. The number of scientific papers 
published in this area is also growing from year to year. Understanding the 
physical world and human behavior is the primary focus of the majority 
of AI research. The experience of computing is moving away from being 
static and toward becoming more contextual. Now more than ever, tech-
nology can learn from its users and improve its ability to comprehend and 
anticipate their needs. Additionally, artificial intelligence is very important 
to the Metaverse.

15.2.2 Metaverse

The exciting coming together of the real and online worlds to create a new 
universe called the internet is what we call the Metaverse. It is the com-
ing together of traditional reality, augmented reality, and digital reality 
within a single online environment. One way to think of the Metaverse is 
as an internet that you are a part of, as opposed to one that you are merely 
observing from the outside. It is comparable to a 4D version of the inter-
net that we use today. The Metaverse is made up of immersive worlds that 
have a very straightforward user interface. And while you’re there, you’ll 
have the ability to generate and interact with visual information. You will 
be given a first-person view of the event so that you can go through it and 
feel it directly. This technology is currently being brought to life by a great 
number of companies located all over the world. The immensely popular 
game Fortnite is set in a metaverse-like environment and features its econ-
omy as well as the ability to navigate between locations in the game world 
using an avatar [3, 25, 26].

15.2.3 Roles of AI in the Metaverse

The metaverse implements several different kinds of cutting-edge technol-
ogy all at once, including AR, VR, Blockchain Technology, and AI. For 
example, we won’t be focusing on anything other than AI. Avatars are 
gaining the capabilities of autonomy and self-learning as a result of devel-
opments in AI, which are elevating the concept of computer-controlled 
characters. The most mind-boggling and frequently debated idea associ-
ated with the metaverse is that of digital avatars. A person’s graphical repre-
sentation within a game or other virtual environment is referred to as their 
“avatar.” A chatbot’s digital equivalent, known as a virtual avatar, virtual 
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avatars are used in online gaming. They can mimic human body language, 
making them an important component in the process of creating this 
immersive universe. During our travels through the metaverse, we may 
come across lifelike Artificial Intelligence that is capable of interacting with 
both us and each other. These AI entities can adapt to varied situations and 
interact with people naturally. They can have their own life stories, motiva-
tions, and goals that are pre-programmed into them depending on the sit-
uation and the kind of virtual world. And when and if AI reaches the level 
of artificial general intelligence, we might have an experience that is both 
incredible and surreal if we immerse ourselves in its world. It’s even possi-
ble that sophisticated AI features will be incorporated into game engines. 
It may also analyze data to make generating virtual assets like characters, 
locations, buildings, character routines, avatars, and easier. Metaverse AIs 
construct avatars and analyze 2D and 3D photos to create hyper- realistic 
avatars. Developers working in the virtual realm are currently hard at work 
on creating an AI-based avatar similar to this one. In addition to that, it 
will require an AI-based system that will assist users in interacting with 
virtual objects. Blockchain technology will be used by the metaverse to 
build a digital environment in which multiple users can collaborate on 
projects and have fun together [4, 27, 28].

The distributed ledger technology known as blockchain is an essential 
part of this universe. Additionally, one of the unique characteristics of block-
chain is that it enables the development of smart contracts. Transactions 
and agreements that are trusted can now be carried out without the need 
for human intervention thanks to smart contracts. The terms are automat-
ically carried out by code running on the computer. Additionally, artifi-
cial intelligence may be utilized in the process of developing, auditing, and 
securing smart contracts that are stored on the blockchain. AI can also 
automate software development processes, making it possible to construct 
assets of ever-increasing complexity more quickly and with less effort. 
Because, as is common knowledge, the number of cyberattacks is growing, 
it can also be utilized to strengthen cybersecurity [5, 29].

Yahoo Finance predicts that by 2030, the artificial intelligence mar-
ket would double from USD 65.48 billion to USD 1581.70 billion. AI 
will rise. NVIDIA is developing an AI system to let people create virtual 
environments. This achievement allows the metaverse to spread to cre-
ate new worlds without human interference. This expands global access. 
Developing an artificial intelligence system for the metaverse will call for 
a wide variety of skills. The ability to translate between various languages 
is just one illustration of this. For this to take place, a model must be able 
to comprehend the language that is being used by one of the users and 
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translate the text into the other language. In addition to that, it will need 
to be able to imitate human speech. Because the metaverse will produce a 
universe for users all over the world, this is a very difficult task. The fact 
that there are over 7,000 different languages in use across the world is the 
primary source of this issue [6, 30].

The diversity of vocabulary and pronunciations that make up the human 
language contribute to its high level of complexity. The discipline known 
as natural language processing (NLP) is essential for this reason. Another 
subfield of AI, natural language processing (NLP) seeks to model human 
linguistic behavior as closely as possible. Facebook’s project CAIRaoke 
revealed an end-to-end neural model for on-device support. It makes use 
of the most recent advancements in conversational AI to deliver improved 
dialogue capabilities. The behavior of users of the Metaverse can be ana-
lyzed by these programs that make use of artificial intelligence, and the 
users can then be categorized according to their personalities or levels of 
intelligence. They are also able to ascertain the individuals’ economic and 
intellectual standings. Metaverse AI aims to create a realistic extended real-
ity. Once this technology is fully deployed, the virtual environment will be 
an extraordinary tool for humanity and its inhabitants [7, 31, 32]. 

15.2.4 Importance of AI in the Metaverse

Data can be produced by anything and everything in this world, includ-
ing individuals and physical objects. The more real-world data provided, 
the more efficient machine-readable forms will be. 5 billion people use the 
internet and 4.65 billion utilize social media worldwide. By 2025, we will 
produce 463 exabytes of data, 2.5 quintillion bytes per day. We generate 
so much data that humans cannot comprehend it. Even if we could, the 
knowledge would be outdated by then. Because of this, we are increasingly 
using artificial intelligence to interpret our data. Artificial intelligence is 
benefiting the real and digital worlds [8, 33–35]. The Metaverse is a shared 
digital space that combines elements of the physical world to produce a 
heightened, augmented reality. Users of this platform will have the ability to 
interact with a variety of technologies, including 3D digital objects, virtual 
avatars, and more. The development of artificial intelligence is enabling pre-
viously unimaginable forms of immersive experiences to become a reality. 
The use of artificial intelligence will shape the future of the metaverse. This 
helps process user-generated data and create realistic avatars. The artificial 
intelligence will monitor the user’s body movements and then interpret 
those movements as commands for the avatar to carry out. It can analyze 
user images and produce avatars that are extremely realistic and accurate. 
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After that, the technology will translate and audio-record texts. The tech-
nology will mimic the user’s voice when completed [9, 36]. 

The use of digital versions of physical products will be simplified thanks 
to advancements in artificial intelligence. The manufacturers can see how 
people react to new products as well as how they are traveling, which 
allows them to improve the experience by modifying the features. People 
will be able to use virtual reality to experience products and services from 
a first-person perspective in the metaverse, which will usher in a new era 
of enormous marketing opportunities. This will coincide with the transi-
tion to design-driven manufacturing [10]. Artificial intelligence can make 
the future more welcome. Because the globe has many diverse norms, cul-
tures, customs, and ethics, inclusion and diversity are crucial; however, AI 
has the potential to create a digital world that is either more homogenous 
or more exclusive. Despite the enormous potential of AI, we must pro-
ceed with caution in a digital world because of the risk of discrimination. 
While there are a lot of positive uses for technology, there are also a lot of 
ethical questions that need to be answered. Artificial intelligence, like any 
other form of technology, has an impact on every facet of society. To ensure 
that the technology is both ethical and transparent, it is necessary to have 
collaboration from multiple stakeholders [37–39]. The development of AI 
and the exploration of the Metaverse both present several difficult ethical 
questions. When people engage in activities within a virtual world, they 
are more likely to come into contact with intelligent agents of some kind. 
Fortunately, there are ways to use AI that do not result in the creation of a 
virtual world that is biased or discriminatory to increase inclusivity in the 
virtual world [11].

The blockchain is yet another important component of this prospec-
tive online world. AR, VR, AI, and blockchain will create a precise, multi- 
dimensional, and secure virtual environment. If it is implemented correctly, 
this technology will make it possible for us to experience everything that 
it is not currently possible for us to do in the physical world. Some people 
believe that the next step in making use of the natural evolution of AI is 
to leverage the metaverse. It is anticipated that the Metaverse will provide 
access to content and experiences on a scale never seen before. AI will con-
struct immersive virtual worlds and enable low-touch operations by ana-
lyzing massive quantities of data and making judgments. People can access 
information, services, and communications because the internet offers a 
search engine that operates in two dimensions and features user-friendly 
interfaces. More than seven million new pieces of content, in the form of 
blog posts, are added to the search engine on the internet every single day. 
The search engine employs AI to categorize and analyze uploaded data. 
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To assess post quality and intent. Thus, when a user types a question or 
query into the search field, the search engine will comprehend what the 
user wants and offer the best results [12, 40]. Now, the metaverse won’t 
simply generate a virtual world in which users can simply walk around 
and interact with other users, etc... Additionally, it will function as a search 
engine that allows users to access information within a 3D environment. 
Therefore, AI will also be necessary for this purpose to provide the most 
accurate response to user inquiries. It is also capable of translating human 
language into a form that can be read by machines. Likewise, AI is capa-
ble of analyzing natural languages to come up with a response. After that, 
these AI models may restore the language and deliver the results to its 
users. Learning from past data and outcomes can help them improve. In 
the Metaverse, the concept of an avatar is an intriguing one. The user’s 
2D and 3D images can be analyzed by AI, which then generates a com-
pletely new version of the user. It is also capable of reading people’s voices 
and body language, and it can decipher the underlying meaning. There are 
already some digital humans using AI to create avatars for themselves. But 
that’s not all; it can also communicate in a variety of tongues and styles 
with the millions of other users out there. In the end, artificial intelligence 
is the force that will shape the future of virtual worlds. However, given that 
the technology is still in its infancy, it is highly likely that there will be a 
great number of glitches and other issues. There is no guarantee that AI 
implementations will be able to identify these issues [13, 41, 42].

15.3 Artificial Intelligence

Robots can learn and perform tasks using artificial intelligence. In 1956, 
the concept of AI was first put forward. It has improved to the point where 
it is now considered the best in natural language processing, computer 
vision, and recommendation systems in recent years. The term “artificial 
intelligence” refers to a wide range of activities, such as data mining, rea-
soning, and representation. The field of AI has seen widespread adoption 
of a technique known as machine learning, which gives computers the abil-
ity to learn and improve their performance using the information that is 
gleaned from previous experiences. Machine learning includes supervised, 
unsupervised, and reinforcement. Unsupervised and reinforcement learn-
ing use unlabeled data, but supervised learning needs labeled samples. 
Supervised learning includes linear regression, random forest, and deci-
sion trees [43–47]. K-means, PCA, and singular value decomposition are 
popular unsupervised learning techniques. The Q-learning algorithm, the 
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Sarsa algorithm, and the policy gradient algorithm are all popular exam-
ples of reinforcement learning algorithms. The majority of the time, man-
ual feature selection is required for machine learning [14]. Deep learning 
is a subfield of machine learning, which takes its cues from the biological 
neural networks found in the human body. Each layer of a deep neural net-
work receives input from the layer below it, processes that data, and then 
outputs the results of that processing to the layer above it. Deep learning is 
an approach to machine learning that allows for the automatic extraction 
of features from large amounts of data. Deep learning, on the other hand, 
necessitates a larger amount of data to achieve the same level of accuracy 
as traditional machine learning algorithms. Two of the most popular and 
well-respected deep learning methods are Convolutional Neural Networks 
(CNNs) and Recurrent Neural Networks (RNNs) [48, 49]. The overlay of 
unimaginably large amounts of complicated data is, without a doubt, the 
defining feature of the coming metaverse. This opens the door for the use 
of AI to free humans from repetitive and error-prone data processing activ-
ities like monitoring, regulation, and planning. There is no question that 
the overlay of complex data is the primary characteristic of the emerging 
metaverse. This section will cover AI’s involvement in metaverse develop-
ment and operations. Automatic digital twin, computer agent, and avatar 
autonomy metaverse AI applications [15].

15.3.1 The Digital Twin that is Automatic

Automatic digital twin, computer agent, and avatar autonomy metaverse 
AI applications. The reproduction of the physical entity being modeled as 
it exists in digital form is referred to as the digital model. The metaverse 
and the real world are entirely distinct from one another and do not have 
any kind of connection or communication with one another at all. Digital 
shadows represent tangible entities. This entity can be a person or item. 
Physical changes affect the digital shadow. The metaverse and physical 
world can impact a digital twin. Any change made to either of them will 
inevitably result in a change made to the other. When we talk about digiti-
zation in the metaverse, we’re referring to the third kind. Digital twins are 
digital clones that have a high level of integrity and consciousness, and they 
continue to interact with the physical world even after being modeled after 
a physical entity or system. These digital copies of physical things could 
be used to do things like classify, recognize, predict, and figure out what 
the physical things are. People messing with things and choosing features 
by hand both take a lot of time. Because of this, it is important to use soft-
ware that automates the tasks of data processing, analysis, and teaching.  



AI in the Development of Metaverse 415

Deep learning makes it possible to automatically glean information from 
large amounts of complicated data and put that knowledge to use in a vari-
ety of contexts. This process does not require the manual engineering of 
features. Thus, deep learning has great promise for digital twin adoption. 
Cities are installing more internet-connected sensors to collect data and 
simplify management. In addition to this, building information mod-
els, also known as BIM, are becoming increasingly accurate [15, 50]. We 
could develop high-quality digital twins for smart cities if we combined 
the Internet of Things (IoT) with building information modeling (BIM). 
The creation of a digital twin of a smart city will make the process of urban 
planning and management simpler. For instance, we could study the effect 
that people’s exposure to air pollution and the noise level has on the quality 
of their lives or investigate the role that traffic light interval plays in the 
flow of urban traffic. 

For monitoring and predicting the energy consumption of buildings, 
Ruohomaki et al. create a digital twin for an urban area. A solution to the 
optimization problem posed by the placement of solar panels could also 
be selected with the assistance of such a system [8, 52]. Industrial systems 
are notoriously difficult to achieve global optimization because of their 
high degree of complexity and the multitude of components they contain, 
such as control strategies, workflows, and system parameters [16, 51]. A 
deep learning-driven digital twin is needed because data is heterogeneous, 
encompassing structured, unstructured, and semi-structured. To achieve 
optimal levels of production control, Min et al. [3] design a digital twin 
infrastructure for use in the petrochemical industry. The structure of the 
framework is developed using workflow and the knowledge of experts. 
After that, they use data from previous production runs to teach machine 
learning algorithms how to make accurate predictions and optimize the 
entire system.

15.3.2 Computerized Intermediary

A player does not have control over a character that is referred to as a com-
puter agent. Non-Player Characters (NPC), have been a staple of video 
game culture for decades, and their roots can be traced back to arcade 
games. As the player proceeds through the levels of these games, the enemy 
characters’ patterns of movement get ever more complicated. AI is being 
applied to non-playable characters in video games to make them behave 
in a manner that is intelligently similar to that of players. This is done to 
fulfill the players’ expectations for high-quality entertainment. The intelli-
gence of non-playable individuals is expressed in a range of areas, such as 
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control strategy, beautiful graphics, voice acting, and so on. The Finite State 
Machine (FSM) model is by far the simplest and most widely used model 
for determining how NPCs should react to the actions of players [5]. The 
FSM methodology presumes that there are a limited number of states for 
an object throughout its lifetime. The FSM is made up of a total of four 
distinct components, which are the state, the condition, the action, and the 
subsequent state. After a predetermined condition has been satisfied, an 
object will perform a new action to transition from the state it is currently 
in into the next one. When it comes to the decision-making process of 
non-player characters (NPCs) in video games, FSM-based algorithms such 
as behavior trees and decision trees are widely used. Each node in these 
algorithms signifies a state, and each edge represents an action that can be 
taken in that state [17]. Strategies that are built on FSM are relatively easy 
to put into effect because of their intuitive nature. However, scalability is 
an issue for FSM, especially as the complexity of the game world increases. 
The support vector machine excels at managing non-playable characters 
since it is a classifier with the largest difference between the categories. 
State, condition, action, and state make up the FSM. After a preset condi-
tion is met, an object will take a new action to change states. Video game 
NPCs use FSM-based algorithms like behavior trees and decision trees 
to make decisions. These algorithms have nodes for states and edges for 
actions. FSM strategies are obvious and easy to implement. classes and 
can’t make decisions in a lot of different ways. Classical machine learning, 
also known as reinforcement learning, uses an algorithm to help agents 
learn from their environment. 

The rewards that correspond to the agent’s behaviors will be given to 
them. A greater reward is associated with the behaviors that are desired. 
Reinforcement learning is utilized in a variety of video games because it 
provides superior results. Some examples of these games include shooter 
games [6] and driving games [2]. It’s important to remember that the 
goal of making NPCs is not to make them more likely to beat human 
players. Instead, NPC design is focused on making the game more enjoy-
able overall. Therefore, the purpose of the prize can be changed to fit 
the game’s goal. The most well-known game to use deep reinforcement 
learning is chess, and DeepMind’s AlphaGo, which was released in 2015, 
is the program that uses it. A matrix is used to represent the current state 
of chess. The AlphaGo program, which is powered by neural networks, 
determines the move that offers the best chance of victory and then plays 
it [18].
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15.3.3 The Autonomy of the Avatar 

The digital version of a player in the metaverse is called their “avatar.” In this 
setting, players use their avatars to talk to either other players or the com-
puter agents. A user can generate a unique representation of themselves, 
or an avatar, for use in a variety of games and applications. For instance, 
the created avatar might take the form of a human, a creature from one’s 
imagination, or an animal [8]. In distant social communication applica-
tions, face and motion characteristics must match the physical human. The 
majority of attention given to this topic thus far has been concentrated 
on two issues: avatar creation and avatar modeling. It is necessary to have 
a large number of different avatar representations to make more realistic 
virtual environments. Most video game developers use a few models or 
allow players to design avatars with a few optional sub-models, such as 
a nose, eyes, mouth, or other facial features. As a direct result of this, the 
players’ avatars are extremely comparable. A cutting-edge deep learning 
model, the Generative Adversarial Network (GAN), can learn the distri-
bution of training samples and product data with the same distribution. 
GAN relies on the generator-discriminator competition. To clarify, the 
generator network outputs fake images with the learned data distribution, 
and the discriminator network takes fake images as input and determines 
if they are real. The generator network will train until the discriminator 
network cannot differentiate these bogus images from real ones. After 
then, the discriminator network will be trained to recognize better. These 
networks learn from each other. At long last, we have a generator network 
that operates effectively. GAN has been used in several different works to 
automatically generate 2D avatars for use in games. Additional processing 
of 3D mesh and textures for the generation of 3D avatars is presented in 
some works [19]. 

15.3.4 How Can AI Make Augmented Reality and Virtual 
Reality More Immersive?

For augmented and virtual reality experiences to continue to advance in 
terms of innovation, immersion, and overall quality, the power source for 
these experiences will need to advance as well. Experts expect machine 
learning, computer vision, natural language processing, deep learning, 
and neural networks to define the future of virtual and augmented reality. 
The combination of the visual capabilities of augmented and virtual reality 
with the cognitive capabilities of artificial intelligence would completely 
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improve how immersive and realistic the virtual world can be. This would 
be beneficial for enhancing entertainment, meetings, or even just simple 
hangouts with friends and family who live at a distance. Whether inside or 
outside of the metaverse, the incorporation of artificial intelligence is an 
essential component in the production of more lifelike and genuine expe-
riences. Tools that are powered by artificial intelligence, such as Veritone 
Avatar and Veritone Voice, come into play at this point [18].

Veritone Avatar: Individuals and companies alike can create photorealis-
tic digital personas with the assistance of Veritone Avatar. These personas 
can be used to represent a company’s brand in the metaverse, and they 
can do so by using a stock resemblance or by capturing the likeness of a 
celebrity or brand ambassador. Veritone is the company that was respon-
sible for the creation of Avatar (with permission). A few examples of 
probable applications include virtual meetings, natural-feeling NFT ava-
tars, customer service, sales, interactions with social media, and patient 
care. If the goal is to create experiences and interactions that make it 
difficult to distinguish between the real world and the virtual world, then 
the key to successfully marketing that experience is to create avatars that 
look, move, and sound as realistically as possible. If the objective is to 
create experiences and interactions that make it difficult to distinguish 
between the real world and the virtual world, then this sentence contains 
a redundant statement [17, 65].

Veritone Voice: Veritone Voice has great potential for metaverse experi-
ences. Despite the reality that synthetic speech works just as well in the real 
world. Veritone Voice ethically and cost-effectively uses stock or bespoke 
voices to represent companies and persons across mediums, languages, 
dialects, and other aspects. By using Veritone Voice, creators of immer-
sive content can save money, customize and scale their production efforts, 
overcome language and visual barriers, make their content more accessible 
to a wider audience, add more voices to their roster, and ethically auto-
mate the voices of famous people who have passed away, such as actors, 
musicians, politicians, educators, and others. Use the Veriverse platform to 
create more immersive experiences for your target audience with the help 
of Veritone’s selection of AI applications designed for use in metaverses. 
Ask for a presentation from one of our experts to see how these resources 
can be integrated into your brand’s AR/VR/MR initiatives for enhanced 
user engagement [16]. 
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15.4 Artificial Intelligence for the Metaverse:  
A Focus on Technical Aspects

This section discusses cutting-edge AI technologies for natural language 
processing, machine vision, blockchain, networking, DTs, and neural 
interface (Figure 15.1). Since the virtual and actual worlds are practically 
indistinguishable, users’ metaverse experiences are greatly enhanced. 
“Natural language processing,” often known as “computational linguistics,” 
is an interdisciplinary field concerned with the automatic analysis and 
comprehension of human languages. In the metaverse, natural language 
processing plays an essential part in the development of intelligent virtual 
assistants (chatbots). NLP is the fundamental feature that enables chatbots 
to understand nuanced human communication in the setting of different 
accents and subtleties. Artificial intelligence (AI)-driven chatbots may give 
nuanced solutions to inquiries and enhance their overall response quality 
based on user interactions. Users navigating certain virtual environments, 
such as the metaverse, can benefit from the assistance provided by the AI 
chatbots that are being developed [15].

15.4.1 Natural Language Processing (NLP) 

In natural language processing, language modeling is crucial. Syntactic and 
semantic relationships between words and basic language units are cap-
tured, allowing for word and unit predictions. Machine translation and text 
suggestion are two applications that could benefit from this. The Wikipedia 
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Figure 15.1 Technical aspects in the metaverse.
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corpus dataset was used to train and test a large number of neural networks 
using key-value attention mechanisms. Research suggests that RNNs and 
LSTM networks equipped with attention mechanisms outperform large-
scale networks with reduced memory overhead. The memory network with 
residual connection improved language modeling test perplexity compared 
to ordinary LSTM of equal size. This was accomplished by improving the 
performance of language modeling. Recent CNNs have tackled long-term 
dependencies in long phrases and small paragraphs, focusing on efficiency 
with specialized and complex word patterns. Gated connections and bi- 
directional structures were employed in language modeling deep networks 
[20, 53]. These features were included to improve the effectiveness of lan-
guage modeling. To accommodate the wide variety of languages spoken 
around the world, a plethora of character-aware language models have 
been established by AI algorithms. CNN and LSTM architectures investi-
gated word representation from input characters. These models were able 
to recognize hyphenated words, misspelled words, prefixes, and suffixes 
in English, German, Spanish, French, and Arabic datasets. Character- and 
word-aware modeling allows natural language understanding systems to 
extract syntactic and semantic information for metaverse tasks including 
part-of-speech tagging, named-entity recognition, and semantic role label-
ing [14, 54]. 

The learning limitation of traditional ML algorithms has been further 
exploited through DL, allowing for the efficient management of a wide 
range of challenging natural language processing tasks (NLP). Several 
sampled and highly-advanced convolutional neural networks (CNNs) 
were used to handle a variety of sentence-based tasks, such as sentiment 
prediction and inquiry classification. In addition, tasks involving senti-
ment analysis and recognition may involve the need to extract features of 
aspects and sentiment polarities [1, 55]. These enhancements may make 
metaverse virtual assistants more trustworthy and adaptable. Advanced 
chatbot features like natural language creation aims to provide text that 
is coherent, task- oriented, and conversational. The short text is provided 
by single RNN/LSTM and mixed LSTM-CNN models for image caption-
ing, while the long text is provided by models for virtual question answer-
ing. Certain natural language processing tasks use unsupervised learning, 
reinforcement learning using deep models, and supervised learning. Some 
examples include text parsing, semantic tagging, context retrieval, lan-
guage interpretation, and dialogue generation. For the best possible user 
experience between people and their virtual assistants in the metaverse, 
NLP methods need to be utilized [13, 56].
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15.4.2 Machine Vision

Machine vision, which combines computer vision and XR, is needed to 
build the metaverse. Head-mounted gadgets, smart glasses, and smart-
phones display high-level data inferred from optical displays and video 
players. This information may also be presented to users in other ways, 
such as through virtual reality. Indeed, computer vision enables AR devices 
to analyze and comprehend the activities of users based on the visual infor-
mation that is meaningful to them. Users are given the ability to freely nav-
igate 3D maps and interact with virtual objects while inside virtual worlds, 
where they are given the representation of avatars [12, 60].

Extended Reality (XR): XR is defined as an umbrella term that encom-
passes VR, AR, and MR, as well as everything that falls between these three 
categories. Although VR and AR do offer some ground-breaking expe-
riences, the innovation and development of MR are being driven by the 
same core technologies. VR provides immersive viewing experiences in 
a digital world, while AR provides real-world images, video streams, and 
holograms. MR can bridge AR and VR. With the help of these reality tech-
nologies, human users will be able to explore the metaverse and take advan-
tage of a wide range of services available in both the real and the virtual 
worlds [20]. Even though XR and AI belong to separate industries, the two 
can be combined to create a fully immersive experience in the metaverse. 
When compared to 360-degree videos, traditional two-dimensional (2D) 
videos have a restricted Field of View (FoV), which makes them unsuit-
able for VR performance. 360-degree videos, on the other hand, offer an 
unlimited viewpoint in all directions. Many commercial VR headsets meet 
high-end user needs, including AI-driven tasks. Some of these require-
ments include performance and comfort. The virtual reality headgear lets 
users create hyperreal media in the virtual environment and use metaverse 
services and apps. Certain VR AI algorithms can improve human-machine 
interaction [11, 57, 58, 61, 64]. These algorithms are visual.

Computer Vision: In recent decades, artificial intelligence, particularly deep 
learning, has enabled computer vision with a variety of network designs to 
improve visual system accuracy at low-cost thanks to high-performance 
graphic processing units. Fundamental computer vision technology may 
improve the metaverse user experience. This would allow physical users 
to seamlessly interact with the virtual surroundings in the digital realm. 
Computer vision requires object detection and semantic segmentation. 
Semantic segmentation assigns each pixel in an image to a pre-defined 
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semantic class, whereas object detection draws bounding boxes with object 
information in the tag to localize all possible objects in an input image 
[13, 59, 62].

15.4.3 Blockchain

Blockchain can be thought of as a digital ledger that maintains a list of 
all transactions that have been carried out and all assets that have been 
tracked. This list is connected to a commercial network using cryptographic 
procedures. Blockchain can give real-time, transparent information. Only 
authorized network users can access this information in an immutable led-
ger. The typical blockchain network tracks orders, payments, accounts, and 
others [20, 63]. VR equipment gathers transmits, and stores a lot of data, 
including videos and other digital information, in the metaverse. This data 
presents a vulnerable target for cyberattacks because it lacks protection 
against unauthorized access and disclosure. In this context, blockchain, 
which possesses several features that are unique to itself, reveals a prom-
ising solution for security and privacy issues in the metaverse. This is par-
ticularly the case when AI technologies are used to empower blockchain. 
Many of the creative activities and events offered by service providers to 
users will produce a huge number of in-metaverse objects and goods (also 
known as digital assets), which should be documented and tracked using 
transparent blockchain smart contracts. To ensure data security and pri-
vacy, blockchain and AI technologies have been used to construct mul-
tiple unique data collection, storage, and exchange strategies during the 
past decade. These strategies have demonstrated a significant amount of 
potential for use in the metaverse. The collaborative development of block-
chain and AI in the metaverse, which is characterized by the engagement 
of numerous parties and the provision of digital content that can assume 
a variety of formats and structures, can fully handle data security, privacy, 
and interoperability [10].

15.4.4 Networking

The metaverse serves many users with pervasive wireless network access. 
Over the past decade, several significant innovations have improved wire-
less communication and networking systems. These systems leverage AI at 
multiple network architecture layers. For even the most basic user expe-
rience, metaverse real-time multimedia services and applications require 
a reliable, high-throughput, low-latency connection. Fifth-generation 
(5G) networks must have 10 Gbps peak data speed and 10 ms end-to-end 
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delay (millisecond). uRLLC allows mission-critical application develop-
ment. Most 5G and 6G uRLLC optimization algorithms require a lot of 
processing power. ML and DL can handle complex tasks like intelligent 
radio resource allocation in 5G and 6G networks with minimal latency. RL 
solved resource slicing to improve mobile broadband [9].

15.4.5 Digital Twins (DT)

DTs can monitor, visualize, analyze, and anticipate while synchronizing 
operational assets, processes, and systems with the real world. DTs can con-
duct these acts because they represent real-world entities. DTs are where 
the real and virtual worlds interact through IoT connections, therefore any 
real-world change will not be accurately reflected in the digital depiction. 
These traits make DT one of the metaverse’s building sectors. It replicates 
reality, including its structure and functions, to allow users to access and 
use virtual world services. Technicians can use three-dimensional models 
of complex systems for technical training and commercial customization. 
As a result, DTs let programmers and service providers create digital rep-
resentations of real-world hardware and procedures [20]. AI can do any 
physical analysis in these virtual replications. In recent years, DT designs 
have successfully incorporated DL for several services and applications. 
DL’s ability to automatically learn features from high-dimensional, unstruc-
tured data and efficiently handle spatiotemporal learning models is driving 
its adoption. AI analytics improve system performance, process problems, 
maintenance costs, company operations, and production for DT. DT lets 
users see the metaverse as a real-time duplicate of reality [8].

15.4.6 Neural Interface

The human experience is unquestionably being improved thanks to tech-
nological advancements, which are also completely closing the gap in the 
metaverse that existed between the real world and the virtual world. A vir-
tual reality (VR) headset coupled with a controller is the most popular and 
immersive interface option for interacting with virtual works of art in this 
setting. Neural interfaces, also known as Brain-Machine Interfaces (BMIs) 
or Brain-Computer Interfaces (BCIs), are currently receiving a lot of atten-
tion from technology companies. These interfaces go beyond virtual reality 
devices [20]. The BMIs contribute to the almost complete elimination of 
the distinction between humans and wearable technology. Several BMIs 
detect neural signals using external electrodes or optical sensors that are 
affixed to various parts of the human body, including the skull. According 
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to transcranial electromagnetic pulses, BMIs can alter minds. Shortly, 
 consumer-grade mind-control devices will enable full brain-computer 
interfaces for the most immersive metaverse-real-world interaction [7].

15.5 Artificial Intelligence for the Metaverse: 
Application Aspect

Healthcare, industry, smart cities, and gaming use AI. These apps may 
offer metaverse services. E-commerce, HR, real estate, and decentralized 
finance applications are briefly discussed.

15.5.1 Healthcare

The medical field has only recently begun to implement ground-breaking 
technologies such as virtual reality, big data, and artificial intelligence in 
software and hardware to boost the efficacy of medical devices, lower the 
cost of medical services, enhance the efficiency of healthcare operations, 
and increase the number of people who have access to medical care. In a 
2D or 3D metaverse, users can learn about, understand, and share patients’ 
health issues and medical reports. By utilizing VR and XR systems, AI 
plays a significant part in a variety of fields of healthcare and medicine. For 
instance, AI can improve the speed and accuracy with which diagnoses 
are made, the speed with which medical decisions are made, the quality 
of real-time medical imaging and radiology, as well as the convenience 
of simulated learning environments that are used to educate interns and 
medical students. Artificial intelligence has been implemented in a wide 
variety of wearable devices [7] to automatically recognize complex pat-
terns of sensory data. VR healthcare and medical diagnosis applications 
can be developed using AI-based data analytics for collaborative treat-
ment planning and educational training. Metaverse medicine is available. 
Virtual assistants at virtual health centers and hospitals can help patients 
find healthcare, and medical students can improve their surgical abilities 
by completing interactive virtual medical education practice courses.

15.5.2 Manufacturing

The manufacturing industry is undergoing a digital transformation to bet-
ter analyze and understand physical entities during the current industrial 
revolution. The metaverse creates a virtual world based on real interac-
tion and persistence, while digital transformation improves the real world 
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through digital operations. The manufacturing metaverse has the poten-
tial to significantly modernize its digital operations by working together 
to adopt cutting-edge technologies such as artificial intelligence and dis-
tributed technology amid the ongoing digital revolution. At this point, AI, 
comprised of ML algorithms and DL architectures, has made a sizeable 
contribution to the field of manufacturing through the utilization of a 
multitude of industrial applications. The rising expenses associated with 
frequent production system reconfigurations and upgrades are mostly the 
result of shorter product lifecycles and an increase in the number of prod-
uct variants. More time and computational power are needed for fresh data 
gathering, preprocessing, and model learning in ML-based systems. To 
address the above-mentioned difficulties, a reinforcement learning tech-
nique was applied inside a human-machine learning framework [8]. This 
system integrated the deep learning capabilities of Q-learning models with 
the specialized understanding of human domain experts. This approach 
also considered the value of human exploration in decreasing data noise 
and enhancing the quality of fully automated decision-making systems. 
Intelligent data-driven condition supervision methods have recently 
drawn an increasing focus on quality assessment. Even though quality 
inspection plays a significant role in modern manufacturing systems, these 
approaches have had to contend with certain challenges brought on by a 
variety of operating conditions that involve a wide range of applications 
and tasks. Several approaches use DL with RNN and CNN architectures 
to simultaneously attain high accuracy and preserve real-time tracking. In 
manufacturing, these techniques are relied on for accurate problem diagno-
sis. Many factories use industrial collaborative robots to perform complex 
tasks. These tasks require a human with higher cognitive abilities, intel-
ligence, and domain knowledge to react quickly and accurately to unex-
pected events. The ability to learn complicated patterns from multimodal 
data is crucial for activities associated with the manufacturing process and 
the production line, and this can only be accomplished with a collaborative 
AI model. This calls for an explanatory and rational AI model. With the 
help of metaverse virtual entities, AI can raise the productivity of indus-
trial manufacturing by speeding up the design of production processes, 
fostering collaborative product development, lowering the risk of quality 
control, and increasing transparency for producers and customers [6]. 

15.5.3 Intelligent Cities 

Intelligent cities gather useful data about the requirements of their resi-
dents by using the Internet of Things (IoT), video cameras, social media, 
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and other sources of information. City governments must make decisions 
regarding which services to remove, offer, and improve based on the feed-
back that is automatically collected from users. Users of smart cities will 
be provided with more intelligent interactive services via the metaverse 
platform if smart cities make greater use of digital tools and pioneering 
technologies. The virtual world replicates air quality, weather, energy use, 
traffic status, and parking space for a user-friendly interface. Metaverse 
platforms include ITS, smart street light management, automatic parking, 
smart community portals, and indoor/outdoor video monitoring. These 
platforms and systems allow for the execution of several smart services 
in the virtual world, including the payment of utilities and the control of 
smart homes. These technologies’ effects on smart cities are limited, but 
the metaverse could help spread smart services to inhabitants’ daily lives. 
AI is crucial for smart cities in the real and metaverse because it auto-
mates and intelligently manages smart services. Smart green cities worry 
about sustainable agriculture and pollution. AI predicts productivity, qual-
ity, and pests and diseases in precision agriculture systems. Metropolitan 
governments struggle to create and implement the metaverse ecosystem 
for smart cities with all administrative functions, including environment, 
education, transportation, culture, and other civil services. AI data ana-
lytics can enhance metaverse administration. This will release usage rules, 
ethics, and security for a safe experience. Multiple authenticated sources 
can provide big data [5].

15.5.4 Gaming

Machine learning and deep learning are changing and revolutionizing the 
gaming business on console, smartphone, and PC platforms. Gaming has 
always been a metaverse application. This section will examine how ML 
and DL can revolutionize game development and construct a metaverse 
gaming generation. ML has shaped video game development during the 
past decade. Video game developers and studios are increasingly using 
AI to help systems and NPCs react dynamically and reasonably to player 
activities. This creates realistic environments with interesting problems 
and unique storylines. RTS AI agents were improved using Reinforcement 
Learning (RL) and supervised learning. To maximize tactical search time, 
convolutional neural networks and deep Q-learning networks inferred 
expensive high-level searches. CNN’s outperformed Puppet search. In 
conclusion, artificial intelligence, along with traditional machine learning 
and innovative deep learning algorithms, has revolutionized gaming by 
improving NPC intelligence, modeling complex systems, making games 
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more beautiful and rational, creating more realistic human-NPC inter-
actions, reducing the cost of creating in-game worlds, and opening more 
development opportunities. They suggest metaverse integration [4].

15.5.5 Other Potential Applications 

We found metaverse business applications beyond gaming, smart cities, 
manufacturing, and healthcare. 

E-commerce: Despite mainstream consumers’ distaste for VR devices, 
many consumer brands have entered the digital world to improve shopping 
experiences for E-metaverse commerce’s integration. Metaverse-integrated 
E-commerce. Many firms have been slowly establishing digital storefronts 
that blend offline and online purchasing without harming customer experi-
ence. Virtual shopping lets you try static products live. Avatar-represented 
customers can shop in 3D and talk to VR and AI-powered virtual cashiers 
and vendors. Retailers are beginning to realize that personalizing the shop-
ping experience of their customers is essential not only to the continued 
existence of their companies but also to the expansion of their revenue 
streams. This is something that can be accomplished painlessly in the meta 
with the help of AI-based technologies that analyze consumer purchasing 
patterns [3]. 

The Management of People: In today’s world, many large technology com-
panies are getting creative to find and communicate with young job seekers 
who have a talent for their industry. The methods of recruitment range 
from sending younger workers or leaders out into the field to conducting 
online interviews with applicants using video calls and even holding job 
fairs in the metaverse. Prospective employees can log in to the metaverse 
using an account that has been authenticated through the use of block-
chain technology. They can control their avatars and chat with business 
HR managers and project leaders after logging in. The applicants have the 
option of asking or receiving assistance from the AI-based virtual assis-
tant equipped with NLP for recruitment guidance. These kinds of recruit-
ment events have the purpose of creating a welcoming atmosphere for both 
the recruiters and the applicants, to foster free-flowing communication. 
The goal is to allow the applicants to actively learn more about the job 
positions being offered, as opposed to merely responding to the questions 
that are posed by the recruiters. 5G, IoT, and DL have given workers and 
employees numerous handy options (totally remote and hybrid offline-on-
line) to traditional employment in the past decade, but the metaverse 
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will revolutionize work and the workplace in the future decades. Horizon 
Workrooms, a well-designed meeting platform, was recently introduced 
by Facebook. This platform gives users, who are represented by avatars, the 
ability to work, collaborate, and communicate with others, in addition to 
engaging in activities such as training and coaching, in the virtual space by 
using VR devices [2]. 

Real Estate: The real estate market has seen a significant influx of capital 
from both individual investors and institutional investors in the form of 
purchases of virtual land in the metaverse. Users can access metaverses 
such as the Sandbox, Axie Infinity, Decentraland, and Upland. These vir-
tual worlds and game platforms let users purchase, sell, and exchange 
items, including real estate. These non-fungible tokens (NFTs), which are 
typically associated with non-fungible real estate, have a limited supply, 
which ensures that their prices will increase over time due to the scar-
city of the asset. The real estate in the metaverse can function as a venue 
for the staging of digital gatherings as well as the construction of virtual 
structures, such as homes and workplaces. The metaverse also provides a 
cost-effective distribution method for real estate companies to show poten-
tial buyers the property before they buy. Through VR tours and interactive 
walkthroughs, customers can get an immersive experience that is aided by 
virtual reality technology. This experience allows customers to learn about 
the property, including its interior and exterior, as well as its detailed fur-
niture and overall structure [1]. 

Decentralized Finance (Defi): Cryptocurrency-based decentralized 
finance uses an open financial system. Smart contracts program it to build 
exchanges and provide major services like lending, yield farming, and 
insurance without centralization. Defi is also referred to as open finance. 
Decentralized finance (Defi) makes use of blockchain technology to enable 
the provision of financial services on a peer-to-peer basis, in contrast to 
centralized finance, which is managed or controlled by a centralized entity 
or person. Decentralized finance gives users complete control over their 
assets while maintaining their privacy and security. Real estate companies 
can use the metaverse to display prospective purchasers’ properties at a low 
cost. Users can contribute liquidity to the liquidity pool of a decentralized 
exchange, which has an AI-based mechanism at its core, to earn incen-
tives. Any decentralized application should prioritize token exchange first 
(Dapp) [19]. 
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15.6 The Metaverse’s Artificial Intelligence Future

The world in which we live is one in which AI and technology are con-
stantly interacting with one another. Many businesses and projects are 
already making use of Metaverse technologies to advance their operations. 
The creation of supercomputers will make this future significantly easier to 
navigate. These enormous, parallel configurations of computers are capa-
ble of performing the most complex computations, including the analysis 
of enormous amounts of data. Access to the metaverse will continue to 
improve alongside the development of ever-more sophisticated computer 
systems. AI and supercomputers will be used by businesses to entice and 
keep customers. The importance of AI in the metaverse will only grow as it 
evolves. Even though the sector is still in its infancy, the market potential 
is enormous. Virtual universes are not only going to make new forms of 
computing accessible to the general public, but they are also going to rev-
olutionize the working world. The outlook for artificial intelligence in the 
future is very positive. The metaverse holds the potential to make artificial 
intelligence easier to use and more available to more people. Blockchain, 
VR/AR, and AI can create scalable and accurate digital worlds. AI may 
analyze data from all these components concurrently. These advancements 
show a lot of promise, and several AI researchers think that the metaverse 
will be the next big thing in the field of AI research [1].

Businesses such as Microsoft and Google have already begun developing 
this new platform in preparation for its release. These companies are adding 
new products to their existing portfolios. The picture will only improve as 
the market grows. AI can recognize numerous languages and ways of com-
munication at once. Lip reading can potentially reveal policy infractions. 
Though intriguing, the concept that artificial intelligence would bias digital 
environments is frightening. This technology has many uses, yet also raises 
ethical issues. Transparency, accountability, digital trust, and privacy will 
require several partners to build artificial intelligence and the metaverse. 
The metaverse is a mix of technologies. The future of the metaverse will be 
significantly impacted by the application of artificial intelligence. In addi-
tion, the gamification of the environment will increase the level of user 
engagement. One of the most important applications of artificial intelli-
gence in the metaverse is computer vision, for instance. It has the potential 
to revolutionize how people interact online and to make the world a more 
welcoming and open place for all people. Additionally, the price is decreas-
ing on an annual basis [2].
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15.7 Conclusion and Future Directions

As science and technology continue to advance, AI will play an increas-
ingly important role in streamlining users’ access to various virtual envi-
ronments and enhancing their ability to interact with virtual worlds. 
Avatars are just one example of the kinds of digital beings that people will 
be able to create and control in the metaverse. As this immersive realm 
grows, businesses must examine how AI will affect our job. Individuals will 
soon be able to utilize the same technology to connect with virtual people. 
Sell items, make digital art using non-fungible tokens, and attend virtual 
events. Imagine for a moment that you could go shopping in a virtual mall 
that featured actual clothing stores. In the virtual world, it is even possi-
ble to attend concerts by participating in a virtual concert. You might be 
more optimistic about the future of the metaverse than you really should 
be. Because technology is advancing at such a rapid rate, virtual reality 
glasses and headsets are becoming increasingly sophisticated, and the level 
of resolution in these devices is continuously improving. The metaverse 
will ultimately have a profound impact on our culture, and it will be up to 
us to determine how we wish to adapt.

It is possible that in the not-too-distant future, putting on a pair of 
glasses will be as easy as having a conversation in person with a friend who 
lives on the other side of the world. Proponents of the Metaverse contend 
that the idea of a virtual world that is wholly supported by virtual assets 
is still in its infancy. In the same way that not all forecasts came true right 
away when the internet was first developed, not all forecasts came true 
right away. Even though we do not yet know whether it is real, the idea that 
lies behind the concept is extremely exciting, and businesses have already 
begun working on it.
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Abstract
The term “metaverse” refers to a collection of technological devices including those 
related to the Internet of Things (IoT), blockchain, artificial intelligence, and any 
other technical businesses, including the medical sector. The IoT and metaverse 
are each other's digital twins; in their virtual workstations, the metaverse makes 
extensive use of IoT gadgets. The blockchain-based metaverse makes use of these 
data, which carry an identifying tag that is unique to it, as traceable data. The 
use of such data as a resource for artificial intelligence is becoming increasingly 
important in the metaverse. You will be able to engage in social and economic 
activities not constrained by the limitations of the real world in a secure and unre-
stricted manner in the digital virtual world being built by the metaverse with the 
help of artificial intelligence and blockchain technologies. The deployment of 
these cutting-edge technologies will be accelerated. In this chapter, we will explore 
basic information about IoT; the metaverse; the relationship between IoT and the 
metaverse; the importance of the metaverse in IoT; the contribution of IoT for 
creating the metaverse; and the applications, advantages, and challenges of the 
IoT-based metaverse. We will conclude with future research directions.
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16.1 Introduction

The science fiction metaverse we saw had endless possibilities. Avatar and 
Ready Player One are great examples. Selina Yuan, general manager of 
Alibaba Cloud Intelligence’s international business section, describes the 
metaverse as a three-dimensional digital realm in movies where users can 
interact as avatars and experience everything they desire. In this universe, 
players can also escape the physical reality of their own lives. The true 
potential of the metaverse lies in its capability to make more effective use 
of the digital intelligence we already possess and to visualize that intelli-
gence in a way that reveals novel insights that could have otherwise stayed 
hidden. This is where the metaverse promise lies. If we use this technol-
ogy, it may be possible for us to solve problems that exist in the real world 
and build a society that is more inclusive, environmentally conscious, and 
technologically advanced. The fact that the IoT is currently driving this 
trend comes as no surprise to anyone. The proliferation of low-cost, per-
vasive sensors has sped up the development of a concept called “Ambient 
Intelligence.” This concept describes a system’s ability to monitor its sur-
roundings and respond appropriately to the presence of humans as well 
as specific events or conditions. Because of this, there has been a rise in 
interest in the IoT, which has been fueled by the proliferation of mobile 
information technology [2].

16.1.1 Internet of Things (IoT)

Over the past few years, a whole new study subfield known as the Internet 
of Things has emerged. As part of the transformation brought on by the IoT, 
technological and social elements are being incorporated into the existing 
healthcare systems [1]. It is anticipated that both the economic and social 
climate will improve in the not-too-distant future. It is moving away from 
the traditional method of carrying out these tasks and changing the way 
healthcare systems are managed. A primary focus should be placed on the 
development of healthcare systems that are more focused on the needs of 
the patients, make it simpler for patients to receive treatment, and monitor 
them more carefully. The IoT is becoming an increasingly important com-
ponent of healthcare delivery systems because it enables providers to offer 
higher-quality care at reduced costs to patients while also enhancing the 
user experience. The applications of this technology are quite varied and 
extensive [3].
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The terrible respiratory outbreak that takes place in the book is currently 
putting the health of people all around the world in jeopardy. Since then, 
the pandemic that began in 1918 and was caused by the introduction of the 
syncytial coronavirus has been regarded as the worst emergency affecting 
public health on a global scale. This illness has symptoms similar to those 
of the flu, such as a temperature. Both a cough and a feeling of weariness 
are indicators that should be picked up on as early as possible in the diag-
nostic process. Incubation times for COVID-19 have been shown to range 
anywhere from one to fourteen days [4]. The doctors were taken aback by 
a patient who hadn’t been participating in any kind of treatment. There 
is a wide variety of symptoms that could indicate that someone has been 
exposed to the COVID-19 virus. Putting these individuals in isolation is 
very necessary at this time. As a direct consequence of this, the duration 
of the healing process has significantly increased. It is not possible to make 
an accurate prognosis on the severity of this illness based on the age of the 
patient or any other signs [5].

16.1.2 Characteristics of the Internet of Things

Connection: IoT connectivity is the most significant characteristic. Any 
business use case requires smooth communication between IoT ecosystem 
components including sensors, computation engines, data hubs, etc. Radio 
waves, Bluetooth, Wi-Fi, Li-Fi, etc. connect IoT devices. We can maximize 
efficiency and develop generic communication across IoT ecosystems and 
Industries by using internet connectivity layer protocols. An intranet or 
on-premises IoT ecosystem may be possible.

Detecting: Based on past experiences, humans can easily understand and 
analyze their conditions. In IoT, we must read the analog signal and trans-
form it to gain relevant insights. Based on an issue, we collect data using 
electrochemical, gyroscope, pressure, light sensors, GPS, RFID, and more. 
Light, pressure, velocity, and imaging sensors are used in automotive appli-
cations. A use case needs the right sensing paradigm [6, 23].

Active Engagements: IoT devices actively engage products, cross- platform 
technology, and services. We employ blockchain cloud computing to 
engage IoT components. Industry-grade IoT solutions require raw analog 
data to be gathered, preprocessed, and scaled to business capacity. Google 
says only 50% of organized and 1% of unstructured data is used for busi-
ness decisions. Carriers must anticipate future data manipulation needs 
while creating IoT ecosystems. Active engagements require your systems 
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to handle massive data spanning technologies, platforms, products, and 
sectors [7, 24].

Scale: The design of scaled Internet of Things devices ought to be such that 
they can be easily scaled up or down in response to changes in demand. 
The Internet of Things is being used for a wide variety of purposes, ranging 
from the automation of workstations in huge factories to the smart home 
automation of individual homes. A carrier’s IoT infrastructure should be 
designed with consideration for both their existing and future levels of cus-
tomer engagement [8].

The Nature of Change: Any use case for the Internet of Things must begin 
by gathering and transforming data in such a way that it may be utilized 
to inform business choices as the very first and most important stage. 
Throughout this entire procedure, several different Internet of Things 
components will need to dynamically modify their states. For instance, the 
input of a temperature sensor will change continuously depending on a 
variety of factors such as the weather, location, and so on. The Internet 
of Things (IoT) devices ought to be developed with this consideration in 
mind [25–27].

Intelligence: In almost every IoT use case today, data is used to get valuable 
business insights and make crucial business decisions. We employ machine 
learning and deep learning to get insights from this massive data set. 
Preprocessed analog signals are utilized to train machine-learning models. 
We must consider business-appropriate data infrastructure [28–30].

Energy: The overall ecosystems require a significant amount of energy, 
from the end components up to the connectivity and analytics layers. When 
developing an ecosystem for the Internet of Things, we need to consider 
design methodology to ensure that energy usage is kept to a minimum.

Safety: Internet of Things ecosystems requires security. Connectivity com-
ponents send sensitive data from endpoints to the analytics layer of an IoT 
ecosystem. This happens throughout an IoT ecosystem. We must utilize 
safety, security, and firewalls while creating an Internet of Things system 
to prevent data abuse. If even one part of an Internet of Things ecosystem 
is compromised, the system as a whole may eventually be rendered inop-
erable [31–34].
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Integration: The Internet of Things combines a variety of models that 
span many domains to enhance the user experience. In addition to this, it 
guarantees an appropriate balance between the costs of infrastructure and 
operations [35–38, 67].

16.1.3 Metaverse

Virtually augmented physical reality and physically persistent virtual space 
created the “metaverse,” a shared virtual environment. This space includes 
all virtual worlds, AR, and the internet. Virtually upgraded physical real-
ity and physically persistent virtual space created a shared virtual space. 
All virtual worlds, AR, and the internet are included. It allows real-time 
user interaction with virtual objects and environments. In recent years, the 
idea of the metaverse has come to garner a greater amount of interest as 
a potential future application of technologies involving virtual and aug-
mented reality [9].

16.1.4 Applications of Metaverse

The Metaverse can be utilized in a diverse assortment of contexts. It has 
applications in many different fields, ranging from the commercial world 
to the entertainment industry. The most prevalent application for it is com-
municating via various social media sites [10]. Before we go into the specif-
ics, let’s look at a few samples, which are as follows:

Commercial Purpose: Additionally beneficial to organizations could be 
emerging technical possibilities. The use of social media has altered the 
practices of digital marketing and advertising by making it possible for 
businesses to promote their goods and services in a more immersive man-
ner. This can be accomplished through the use of similar marketing mate-
rials and advertisements, virtual shops, and highly interactive engagement 
and customer care.

The Education Industry: When compared to other methods of education 
delivery, online learning through video conferencing and asynchronous 
courses is typically characterized by a greater emphasis on passivity and 
indirectness.

Entertainment: To put it another way, virtual reality (VR) may be inte-
grated into theme parks and amusement parks, making these establish-
ments’ prime locations for VR applications.
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Simulation aimed at Saving Lives: It’s possible that those who aren’t famil-
iar with computers won’t be able to access the new social economy or 
experience it, yet simulations like this could end up saving people’s lives. 
A primary focus should be placed on widening participation in the Meta-
verse to accommodate more people.

Interactions with Other People: Facebook and Twitter are two-dimensional 
since users can only communicate screen-to-screen. Real-time face-to-face 
conversation and realistic use of virtual content are now conceivable.

16.2 Related Works

IoT and metaverse research are growing. Users can interact with each other 
and virtual items and surroundings in the metaverse [11]. This connection 
has several possible applications, one of which is the usage of IoT devices 
to improve the immersive experience of the metaverse by delivering real-
time data and interactions with the actual world. For instance, a metaverse 
that is driven by the Internet of Things might give users the ability to inter-
act with virtual representations of real-world things or surroundings, as 
well as the ability to manage and monitor equipment in the real world from 
within the virtual realm. Another possible use for the combination of the 
Internet of Things with the metaverse is in the creation of apps for virtual 
and augmented reality that can be used in a variety of fields, including 
education, entertainment, and healthcare. Users might be able to learn and 
practice complicated operations in an environment that is both safe and 
under control if, for instance, virtual reality training simulations are driven 
by the IoT [12]. There is also the possibility of applications in the field of 
smart cities, where the combination of IoT and metaverse could make it 
possible to create virtual city models and simulations that can be used for 
planning and decision-making. In general, the combination of the IoT and 
the metaverse has the potential to transform how we interact with both 
the real world and the digital world. It is an interesting area of study and 
development that will likely continue to advance in the years to come [13].

16.2.1 Metaverse and its Architecture

The COVID-19 pandemic limits and marketing by Facebook and 
Microsoft have highlighted the usefulness and ease of the virtual world 
(Metaverse). [3] Builds a university campus prototype to explore social 
good in the Metaverse, whereas [5] proposes a Blockchain-based platform 
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for Metaverse applications. Despite early consideration of virtual service 
user experience benefits and problems [4]. [6] Investigates incentive mech-
anisms for Metaverse services using programmed distributed computing. 
The authors of [8] address an attempt to overcome this issue, although 
they focus on the VSP selection problem of unmanned aerial vehicles 
(UAVs) and ignore synchronization intensity control and DT temporal 
values. Several Metaverse architectures have been proposed, including a 
seven-layer system [5] and a three-layer design [1]. However, considering 
the Metaverse’s overall functionality, its architecture should include the fol-
lowing four components, interface (immersive technologies like AR, VR, 
[7], [9], and XR [10] and next-generation human-brain interconnection to 
enrich a user’s subjective sense in the virtual life), infrastructure (the fun-
damental resources to support the platform, such as communication [7], 
computation, blockchain [8], a see [3] for more on Metaverse architecture 
and difficulties. This presentation will focus on the Metaverse cross-world 
system, which attempts to unite the two realms.

16.2.2 Digital Twins (DTs) in the Age of the Metaverse

The idea of digital twins is not brand new. Grieves initially mentioned 
them in 2003 [6] during a lecture on “product life cycle management,” 
which describes DTs in terms of the physical product, the virtual product, 
and their relationships. NASA defined DTs as “integrated multi-physical, 
multiscale, probabilistic simulations of an as-built vehicle or system using 
the best available physical models, sensor updates, and historical data” in 
the second part of 2012 [7]. These early definitions show that DTs mirror 
physical objects. Since a physical object’s state changes over time, physical 
& Virtual updates are needed. There is no consensus on DT updates to 
physical objects. On the other hand, [17] and [9] believe that virtual and 
real DTs are updated in both directions. Digital models are used by [8] to 
describe the case of no updating between spaces. Digital shadows relate 
to one-way updates from physical space to cyberspace. The digital object 
changes when the physical object changes, but not vice versa. This is done 
so that the authors can emphasize that there are updates in both directions. 
On the other hand, some other works, such as [6], [4], and [1], use DTs 
exclusively in simulation-based contexts. They only see DTs as physical vir-
tual digital shadows. Cyber-physical systems (CPS) [14] are being studied 
to control physical assets via their DTs (physical virtual). CPS supports 
large-scale distributed control applications including automated traffic 
control and omnipresent healthcare monitoring and delivery. DTs, digital 
shadows, and CPS distinctions have been advocated for in several works 



444 Metaverse and Immersive Technologies

[15, 18]. DT definitions are ambiguous. This article’s DTs pertain to the 
Metaverse’s digital presence, unlike other DT research. The physical object 
is replicated digitally. DTs should be looser for these reasons. First, unlike 
smart manufacturing or Industry 4.0, where DTs are designed and explored 
only for a company’s application [9], the Metaverse’s platform feature may 
support numerous virtual enterprises [3]. Thus, many VSPs can share 
DTs. If all VSPs have bi-directional communication between physical and 
cyberspace and each VSP changes its DTs, it may be unclear which VSP’s 
DT state change should be synchronized with the physical counterpart. We 
ignore the complex case of bi-directional communication and uncertain 
DT ownership in an interoperable Metaverse. Second, the Metaverse will 
create many new applications. Interoperability [8] (for example, VSPs shar-
ing DTs), human experience [3], and blockchain technology and artificial 
intelligence [2] contribute to this. The next step in NFT development is 
combining NFTs and DTs [3]. In this case, a physical asset’s status affects 
the value of an NFT. Because of this, our definition of DT may be extended 
to work with a larger range of Metaverse applications by using the Internet 
of Things (IoT) to sense real entity states. 

16.3 The Connection Between the Metaverse  
and the Internet of Things

Many industry professionals and analysts believe that the Metaverse will 
soon become extremely popular. It will have a profound and long-lasting 
impact on the internet. This virtual environment will revolutionize how we 
view and interact with the internet, and it will have an impact on all areas, 
including e-commerce, social media, real estate, and education, among 
others.

Because the greatest hurdle for Metaverse is its ability to map data from 
real-life and convert it into virtual reality, the connection between the IoT 
and Metaverse may now be obvious. These data must be precise, well- 
organized, understandable, and protected, and they ought to be current. 
While the Internet of Things has been operational for several years now, 
the Metaverse is getting ready to accept hundreds of sensors, cameras, 
wearable devices, and other kinds of electronic gadgets [16, 39, 40].

The Metaverse and the Internet of Things will mutually strengthen one 
another. Already being referred to as a “technological twin” by certain pro-
fessionals. While the Internet of Things will make it possible for Metaverse 
to analyze and interact with the actual world, Metaverse will also operate 
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as a 3D user interface to the Internet of Things devices, paving the way for 
a new type of user experience that is specifically customized to the Internet 
of Things. Both the Metaverse and the Internet of Things will assist people 
all over the world in making data-driven judgments with minimal effort 
and mental preparation [17].

16.3.1 What Does “IoT plus Metaverse” Stand For?

Examining the points at which the Internet of Things and the Metaverse 
converge is a necessary step if we are going to comprehend either concept. 
The digital twin can be thought of as existing at this point of intersection. 
Several fascinating ramifications might be discussed regarding this situ-
ation, even though this would be an unusual application of digital twins.

NASA and Product Lifecycle Management are behind the new buzz-
word “digital twin” (PLM). Digital avatars are more like fantasy mas-
sively multiplayer online role-playing game characters than digital twins 
(Massively Multiplayer Online Role-Playing Game). In most cases, rather 
than appearing to be your actual physical self, you take on the appearance 
of a Silvan elf, such as Legolas [18].

Then, can you explain what a digital twin is? A digital twin is, to put it 
plainly, a digital mirror of the physical state and condition of a one-of-a-
kind physical entity. In an ideal scenario, the reflection would be as near 
to real-time as possible and would be applicable in everyday situations. 
Digital twinning is utilized in the Internet of Things application known 
as condition monitoring, which has been around for quite some time. The 
data that you are monitoring, which reflects the dynamic properties of an 
object, can be given digital significance through the deployment of some-
thing called a digital twin. Consider something like your temperature, your 
blood pressure, or your heart rate as an example. These aspects of yourself 
are not fixed characteristics. They are not static like the color of your eyes; 
rather, they are constantly shifting. Water pumps have dynamic features 
including vibration, impeller speed, and motor temperature [19, 41].

Two camps debate digital twin borders. Digital twins include data 
input, management, modeling, and simulation. This technique has made 
the concept of a digital twin more complicated and burdensome. I think 
digital twins should focus on their main function, which is to mirror a sin-
gle real object and its digital replica. Why? Mirror-making is complicated. 
Modeling and simulation can be built on top of a digital twin using its data 
exhaust or historical data [20, 42, 43].

What is a metaverse “digital twin”? The fitness tracker or smartwatch that 
can measure your heart rate and submit the data to a social fitness app is 
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the closest device to a metaverse digital twin application. Sony’s Playstation 
Eye and Microsoft’s Kinect motion controller, both discontinued, are early 
examples. Motion controllers used gesture and bone detection to control 
games. A digital twin was needed to link gesture control signals to a game 
avatar’s limbs [21]. 

16.3.2 Why Will the Convergence of the Internet of Things  
and the Metaverse be Important?

It would appear that there are two distinct types of metaverses, or at the 
very least, two distinct lines of thought regarding metaverses. The first is 
the virtual reality metaverse, which is being promoted by Meta (which was 
once known as Facebook). The other type is known as augmented reality, 
or AR for short. This type focuses on cyber-physical meta environments, 
which are expected to serve as AR’s primary foundation in the years to 
come. These archetypes, which belong to the “metaverse,” are already in 
use [22, 44, 62]. The maps application that comes preinstalled on your 
phone is a great illustration of a core application. This is almost certainly 
the most important augmented reality application that we utilize at the 
moment. Simply put, we do not consider it to be such at this time because 
it is only informative and requires you to either glance at the screen of 
your smartphone or listen carefully for directional or contextual clues. We 
don’t call it augmented reality because we’ve been taught to believe that AR 
can only happen with stylish glasses, which people who don’t need glasses 
would wear regardless [1].

Your experiential interface into a virtual world, also known as a 
metaverse, will be augmented by IoT for the VR Metaverse. Like current 
gaming interfaces that record and control movements. Internet of Things 
devices or a sensor-laden body suit will measure your health and condition 
to trigger a virtual response. Wear a sensor-equipped body suit [22, 46, 63]. 
A higher heart rate and breathing rate could lead your avatar, which may not 
look like you, to perspire. Your avatar’s virtual constitution may decrease, 
making it weaker and more fatigued. A Dungeons & Dragons metaverse 
or sports simulation may use this strategy. The Internet of Things acts as a 
sensory network for the augmented reality metaverse, bringing real-world 
objects into the digital world. It enables augmented reality applications 
context and situational awareness and causes digital and virtual objects to 
interact with you in the real world. The Internet of Things (IoT) bridges the 
physical and cyber worlds by placing digital objects in your field of view, 
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reacting to your finger motions, or initiating a cyber-physical application 
or function based on a physical occurrence [21, 45]. 

16.3.3 What Do You Think the Internet of Things  
Will be Responsible for in the Metaverse?

The Internet of Things will make it possible for us to solve one of the most 
difficult problems we are now facing in the metaverse, which is figuring 
out how to map data from real life, in real-time, into a digital reality. The 
Internet of Things’ primary function will be to integrate the real world with 
the digital sphere. To support the metaverse and its immersive virtual envi-
ronment, there is no question that more sophisticated Internet of Things 
infrastructures will be required. But augmented reality (AR), not virtual 
reality, is where all the excitement is happening in the metaverse right now 
(VR). The Internet of Things will create a metaverse digital duplicate of 
each user, comparable to an “avatar.”

16.3.4 How Important is Metaverse Data Collection and Data?

Data is now valuable. Digital information unlocks value. Without data, 
the metaverse is an online forum depicting the universe. Capturing data 
from the “real” world, especially from IoT devices, may determine the 
metaverse’s success. This metaverse data must be responsive, secure, and 
meaningful. 84% of IT, telecom, and technology leaders want to investigate 
virtual world data intelligence solutions within two years to support their 
metaverse strategy.

16.3.5 How Can the Internet of Things Connect the Metaverse 
to Devices that Exist in the Actual World? Why Should 
We Care About This?

Cloud technology is essential to establishing a genuine connection between 
the Internet of Things and the metaverse. Access to the cloud and the data 
collection and processing capability it offers organizations has been made 
infinitely scalable thanks to pioneering cloud providers such as Amazon 
Web Services and Microsoft. In the coming years, cloud-native platforms 
will be the driving force behind innovation. These platforms will allow 
developers to build change-resistant and nimble application architectures 
to quickly incorporate the metaverse [20]. Cloud technology provides 
the processing capability and speed to send IoT data to the metaverse in 
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real-time. This is because cloud technology is hosted in the cloud. The 
foundational infrastructure consisting of Internet of Things devices, data 
analytics, and services, which will be developed on top of cloud technol-
ogy, is what will make it possible for us to have a real-time avatar in the 
metaverse. The smooth interoperability of AR and IoT data, supported by 
the cloud, will be essential to the success of the metaverse because it will 
enable the creation of new, advanced applications that will assist in the res-
olution of problems that occur in the real world [19, 47, 48, 64].

16.3.6 The Internet of Things and the Metaverse:  
How Will They Complement One Another?

The Internet can be compared to an older version of what is now known 
as the Metaverse. The Metaverse does not require the use of a computer 
monitor; rather, it functions as the optimal medium for humans to engage 
in extensive social interactions with one another.

People are now able to communicate with one another while engaging 
in activities like viewing movies, playing video games, or virtually traveling 
to well-known tourist destinations thanks to advancements in technology. 
Metaverse can successfully broaden the potential of the internet by utilizing 
3D technology, virtual reality, augmented reality, and artificial intelligence. 
Even though the IoT has previously been utilized to successfully connect 
real-world things to the internet. Incorporating Metaverse, on the other 
hand, can unquestionably provide customers with new opportunities. These 
technologies, when combined, would make it possible to transport data in 
real-time from the physical world into the digital realm [3, 49, 50].

As a direct consequence of this, the gulf that exists between the real 
world and the virtual world will be significantly narrowed. IoT devices will 
have a greater degree of connectivity both online and offline with the assis-
tance of the Metaverse. Consumers might also easily create their digital 
avatars with the help of devices connected to the IoT. It is anticipated that 
the Metaverse will have a substantial impact on the IoT, in part thanks to 
the deployment of Digital Twins. In point of fact, because of the continual 
installation of Metaverse, Internet of Things technology will advance con-
siderably more swiftly [4, 51, 65].

The IoT will be impacted in a variety of ways, some of which are listed 
below:

 Ø Improving Preparedness for Real-World Situations: 
Artificial intelligence and practical expertise is vital 
to Metaverse’s primary assumption. The utilization of 
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Metaverse in the Internet of Things to conduct virtual simu-
lations will prove to be extremely beneficial to companies, as 
it will expand the breadth and depth of training. The Internet 
of Things can be used to help collect data from the more 
accurate real world and up to date, which will make the pro-
cess of studying for exams more effective. Participants in the 
Metaverse can develop more complex software or AI algo-
rithms, which can be used to discover problems and explain 
their impact on real life. As a consequence of this, the virtual 
world of the Metaverse is capable of properly representing 
reality when the Internet of Things is taken into consider-
ation [5, 66].

 Ø An Environment with a Customizable and Personalized 
User Interface: IoT devices typically have an easy-to-use user 
interface and can communicate with other devices in the 
physical environment. However, typical Internet of Things 
devices that have screens may use Metaverse to provide 
users with a 3D digital experience. As a consequence of this, 
consumers of IoT devices will have a more immersive expe-
rience. It will be possible to maintain a presence in both the 
actual and virtual worlds at the same time. As a consequence 
of this, businesses now have the opportunity to employ IoT 
app developers, who can significantly alter both the user 
interface and the user experience. When Internet of Things 
technology is implemented, the Metaverse will have a sense 
that is more comparable to the real world. It will be feasible 
for individuals and Internet of Things devices, as well as the 
complex environment and operations of the Metaverse, to 
engage with one another more [6]. The immersive quality 
of the Metaverse combined with the real-world use cases 
will allow us to improve our decision-making abilities while 
simultaneously reducing the amount of time spent studying 
and being trained [7].

 Ø Useful for Making Decisions in the Long Term: The amount 
of digital material that is drawn from real-world objects, 
such as buildings, people, automobiles, clothing, and so on, 
is continually growing in the Metaverse. This includes things 
like structures and people. As a direct consequence of this, 
companies strive to create an identical digital reproduc-
tion of the real world. With the help of IoT and Metaverse, 
businesses can better prepare for a variety of scenarios and 
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advance their long-term objectives. For the sake of accu-
rately simulating a variety of situations and engaging in 
fruitful long-term planning, having access to data in real-
time is essential. This might be very beneficial to many other 
industries, like the ones dealing with energy, transportation, 
healthcare, fashion, and so on. First and foremost, it’s possi-
ble that AI and machine learning will play a significant part 
in long-term planning [8].

 Ø A Substantial Influence on The Development of Cloud 
Technology: Both the Internet of Things and the Metaverse 
rely heavily on cloud technologies. However, the combina-
tion of these two factors might surely alter the potential of 
cloud technology. The incorporation of the Metaverse into 
the Internet of Things devices may cause cloud platforms 
such as Amazon Web Services and Microsoft Azure to appear 
and function very differently. Cloud service providers may 
be able to fulfill the full potential of cloud computing with 
the assistance of the Internet of Things Metaverse. It will be 
possible for developers of cloud technologies to achieve bet-
ter scalability, robustness, and seamless functionality with 
their structural infrastructures. Users of cloud computing 
will have access to an increased amount of processing power 
as a result of the Metaverse [9].

 Ø IBC or Computing Based on Interaction: The vast major-
ity of digital interactions with computers are performed 
through the use of an input device or screen on a computer. 
People are required to enter data into IoT devices by utiliz-
ing a console or pressing a few buttons. The utilization of 
AR and VR technology in the Metaverse will change how 
we interact with devices connected to the IoT. Users won’t 
even be able to distinguish whether they are communicat-
ing in a real or virtual setting because there will be no dis-
cernible difference. Because of this, the experience will be 
incredibly realistic and well-contextualized [10]. IoT devices 
that are equipped to handle augmented and virtual realities 
will make this a reality. With the help of the IoT, motion 
detection, AI-enabled edges, and customized data-gathering 
sensors, it will be feasible for computing to become more 
immersive and interaction-based.
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16.4 The Importance of Metaverse in the IoT

Although IoT is already an extremely successful technology that connects 
physical things to the internet, the importance of Metaverse cannot be 
overstated. However, integrating Metaverse can most definitely provide 
consumers with access to previously unavailable opportunities. When com-
bined, these technologies would make it possible for humans to collect data 
in real-time from the physical world and place it in the digital realm. As a 
result, it would make the gap between the real world and the virtual world 
substantially less [11, 52]. With the assistance of the Metaverse, Internet of 
Things devices will have a greater degree of connectivity in both the digi-
tal and the physical worlds. In addition, with the assistance of Internet of 
Things devices, individuals will have a much simpler time developing their 
digital avatars. The implementation of Digital Twins and other innovations 
inside the Metaverse is going to have a significant effect on the Internet 
of Things. The continued adoption of the Metaverse will lead to a signifi-
cant acceleration in the development of the Internet of Things technology. 
Figure 16.1 describes the importance of IoT in Metaverse [12].

Enhancement of Training for Real-World Situations: The concept of the 
Metaverse as a whole is dependent on Artificial Intelligence (AI) as well 
as training in the actual world. The incorporation of Metaverse into IoT 
will be of tremendous assistance to businesses in the operation of virtual 
simulations, which will increase both the breadth and the authenticity of 
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Figure 16.1 Importance of metaverse in the IoT.
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training. Using IoT, we will be able to improve the process of test prepa-
ration by collecting data from the actual world that is both more accurate 
and updated in real-time. When we include IoT in the Metaverse’s virtual 
environment, we give it the ability to accurately represent the real world. 
People working on Metaverse can design more refined software or AI algo-
rithms that can detect issues and indicate what the ramifications are for 
real life [13, 53].

Efficient for Long-Term Planning: Because the Metaverse is constantly 
gaining digital content from real-world entities such as buildings, peo-
ple, automobiles, clothing, and so on, it is an excellent tool for long-term 
planning. Therefore, companies aim to produce an exact reflection of our 
real world but in the virtual environment where they operate. The Internet 
of Things (IoT) and Metaverse can assist organizations in planning var-
ious scenarios and optimizing their long-term strategies. This might be 
of tremendous use in a variety of fields, including the fashion industry, 
healthcare, transportation, and others. Consequently, utilizing real-time 
data is essential for efficient long-term planning in addition to the accu-
rate simulation of a variety of different scenarios. First and foremost, AI 
and Machine Learning (ML) have the potential to develop into substantial 
contributors to long-term planning [14, 54].

Personalized User Interface Environment: Internet of Things (IoT) devices 
often have a rudimentary user interface and are designed to work with 
other real-world devices. On the other hand, Metaverse has the potential to 
add a 3D digital user interface to conventional Internet of Things devices 
that have screens. Therefore, using gadgets connected to the internet of 
things will also provide users with a more immersive experience. They 
will have the ability to maintain their presence in both the real and virtual 
worlds at the same time. As a result, companies can tailor the user inter-
face and experience to a significant degree by employing the services of 
internet of things app developers. It will be easier for people and Internet 
of Things devices to work together with the intricate systems and environ-
ments of the Metaverse. Because of the immersive nature of the Metaverse 
and the practical use cases, we will be able to make more informed judg-
ments while also reducing the amount of time spent on learning new skills. 
Above, using the Internet of Things will make the Metaverse seem more 
natural and normal, much like anything else in the physical world [15].

Massive Repercussions for Cloud Technology: The Internet of Things and 
the Metaverse are both highly reliant on cloud technologies. However, the 
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combination of these two technologies has the potential to completely 
transform the possibilities of cloud computing. With the assistance of 
Metaverse in IoT, cloud service providers may be able to realize the full 
potential of cloud computing. The incorporation of the Metaverse into IoT 
devices may cause cloud platforms such as Amazon AWS and Microsoft 
Azure to appear and operate in an entirely different manner. Cloud tech-
nology developers will have the capacity to ensure improved scalability 
possibilities, increased robustness, and seamless functionality from their 
structural infrastructures. Users of cloud computing will have access to 
increased processing power as a result of the world of Metaverse. As a 
result, they will have the ability to effectively send information that has 
been gathered by the Internet of Things devices to the Metaverse in real-
time. In addition, the technology of the Metaverse will unquestionably 
improve the compatibility between VR-AR devices and the digital data of 
the IoT. This would give SaaS developers the ability to produce solutions of 
the highest caliber [16].

Information and Interactive Experiences: The incorporation of the 
Metaverse into conventional technologies would result in an increasing 
emphasis on the development of more refined designs to produce interac-
tive experiences for clients and businesses. As a result, it will significantly 
fuel the rising and shifting demands of the information processing tech-
nology business and the internet of things industry [17, 55].

Next-Level Calculation: The incorporation of edge computing and the 
Metaverse are bringing speeds of computation to the IoT world that are 
next level. Technologies such as the Metaverse augmented reality, artificial 
intelligence, 3D digital twins, and the internet of things will make it a lot 
simpler for regular computers to analyze large amounts of data.

Interaction-based computing: The bulk of digital interactions with com-
puters takes place with an input device or the screen of the computer. 
This type of computing is known as interaction-based computing. For 
their inputs to be registered by IoT devices, users are required to either 
make use of a console or press a few buttons. The AR and VR that are 
employed in the Metaverse are intended to transform how we interact with 
the Internet of Things (IoT) devices. Because of this, the experience will be 
much more contextualized, and it will feel quite realistic. The users won’t 
even be aware of whether they are interacting with something in the real 
world or the virtual one. This will be made possible by devices that support 
extended reality, which will in turn empower a large number of Internet of 
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Things devices. IoT technology that includes motion sensing, AI-enabled 
edge computing, and tailored data-gathering sensors will be of assistance 
in the process of developing computing that is more immersive and inter-
action-based [18, 56].

16.5 IoT’s Contribution to the Creation  
of the Metaverse

Here are five ways in which the Internet of Things could play an important 
role in the development of the Metaverse:

The use of connected devices could provide the impression that one is in 
the real world: It is essential to recreate situations and scenarios from the 
real world if one wants the Metaverse to converge more and more closely 
with reality. The fundamental yet hard problem of integrating hybrid data 
with the cloud or digital infrastructure will be solved by connected devices 
shortly. The successful construction of complex systems, such as virtual 
simulations, depends on the integration of these components [19, 57].

The Internet of Things will make it easier to incorporate digital content 
into a physical setting: The Internet of Things is required for the Metaverse 
to be able to build a fully integrated collaboration with the physical world. 
The Internet of Things will play an essential part in the construction of a 
variety of building blocks for the metaverse. An interoperable and seam-
less system of technologies will merge digital material into physical space. 
This may be as important as using digital twins and immersive experiences 
to provide real-time feedback control to real-world machinery and equip-
ment [20].

The gathering of data will be the most important aspect of the metaverse: 
The Metaverse requires data from the real world to enable digital twins and 
virtual simulations; this data must have responsiveness while also being 
appropriately safeguarded through mass ingestion. In its most basic form, 
the Metaverse calls for the incorporation of scanned artifacts alongside 
authentic information and live data collected from the surrounding phys-
ical world [21, 58].

The Internet of Things will serve as a connection point between the 
metaverse and other gadgets: The Internet of Things is all about bringing 
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together the various digital senses that are present in a given setting. The 
norm will soon be that raw data from the Internet of Things needs to be 
processed before it can be ingested in real-time by the Metaverse, and this 
transition is presently taking place. To derive decentralized value genera-
tion within the system, it is needed to connect metadata to actual devices 
in the world [22, 59].

The combination of Internet of Things technology and digital twin tech-
nologies will give meaning to the Metaverse: We will be able to access, 
visualize, and analyze equipment performance data with the help of the 
Internet of Things (IoT). This will also make it possible for us to group 
sensors and the data they produce in near real-time, which will allow for 
a more meaningful connection between the “real” world and the “virtual” 
world. Scanned items that can interact with the physical world are what 
make up the Metaverse. The connection of a physical thing with real meta-
data and live data stream from sensors and other sources is what gives 
meaning to the Metaverse, and the combination of IoT and Digital Twin 
technology will make it possible for this to happen [1, 60, 61].

16.6 Applications, Advantages and Challenges  
of IoT-Based Metaverse

16.6.1 IoT-Based Metaverse Applications

The Internet of Things could be put to use in a wide variety of ways in the 
metaverse, including the following examples:

Virtual Reality (VR) and Augmented Reality (AR) Applications:  In 
the metaverse, VR and AR experiences can be enhanced with the help of 
devices connected to the IoT. For instance, users could interact with virtual 
items or settings in a way that feels more natural and intuitive by employ-
ing IoT devices like sensors or controllers [3].

Smart cities: Internet of Things devices might be used to generate virtual 
representations of real-world cities in the metaverse. This would let users 
explore and interact with virtual replicas of buildings, streets, and other 
features inside the smart city. This might be used to visualize and try out 
new urban ideas, or it could be used to develop and explore virtual city-
scapes for amusement [5].
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Education and training: The metaverse has the potential to serve as a plat-
form for the delivery of interactive and immersive educational and train-
ing experiences made possible by the Internet of Things (IoT). Students, 
for instance, may use the Internet of Things devices to take part in virtual 
field trips or to carry out experiments in a virtual laboratory [7].

Healthcare:  Internet of Things devices could be used to construct virtual 
healthcare environments in the metaverse. This would make it possible for 
patients to get treatment and consultations from a distance. This might be 
especially helpful in situations in which patients are unable to travel or in 
which there is a shortage of medical experts [9].

Gaming:  The incorporation of Internet of Things devices into the metaverse 
may make it possible to create new categories of games and experiences for 
gamers to enjoy that are both more immersive and participatory. Users 
could, for instance, use gadgets connected to the internet of things (IoT) 
to take control of virtual characters or vehicles, or to interact with virtual 
items and environments [11].

E-commerce:  The metaverse has the potential to serve as a marketplace 
on which people may purchase and sell a variety of goods and services by 
leveraging IoT devices. For instance, consumers could utilize IoT devices 
to browse and purchase virtual goods or to access virtual markets to do 
these tasks [13].

Work done remotely and in collaboration:  Internet of Things devices 
might be utilized to enable work done remotely and in collaboration in the 
metaverse. This would make it possible for individuals and teams to coop-
erate on projects and tasks while working in a digital setting. This could be 
of particular benefit in situations in which teams are located in different 
parts of the world or in which face-to-face meetings are not feasible.

16.6.2 Advantages of Using IoT in Metaverse

IoT is a network of physical objects, vehicles, buildings, and other items 
with sensors, software, and network connectivity that collect and share 
data. “Internet of Vehicles” and “Internet of Buildings” are examples. All 
virtual worlds are augmented realities, and the internet comprises the 
metaverse. Virtually upgraded physical reality and physically persistent 
virtual space created a shared virtual cosmos [15]. Utilizing IoT in the 
metaverse can provide several benefits, including the following:



The IoT in Developing Metaverse 457

Improved data collection and analysis: IoT devices can collect data from 
the physical world and communicate it to the metaverse, where it can be 
analyzed. This results in improved data collecting and analysis. This can 
assist companies and organizations in better understanding and optimiz-
ing their operations, as well as locating new prospects for growth and inno-
vation in their fields [17].

Enhanced security and privacy: IoT devices can be used to increase secu-
rity and privacy in the metaverse by enabling real-time monitoring and 
alerting of potential security concerns. This can be accomplished by the 
devices monitoring and alerting users in real-time.

Greater immersion and interactivity: The integration of Internet of Things 
devices into the metaverse enables users to experience a virtual environ-
ment that is both more immersive and engaging than before. For instance, 
users could interact with virtual objects in the metaverse by using their 
physical body movements or gestures, or they could control virtual devices 
and machines by using physical devices such as smartphones or control-
lers. Additionally, users could interact with virtual objects in the metaverse 
by using their physical body movements or gestures [19].

Increased levels of efficiency and productivity: It can be attained by uti-
lizing IoT devices, which can assist in the automation of processes and 
tasks inside the metaverse. This enables users to perform their work in 
a more timely and effective manner. For instance, users could utilize the 
Internet of Things devices to remotely monitor and manage machines or 
equipment in the metaverse, or to automate operations like data entry or 
analysis. These are just two examples of what IoT devices are capable of 
[21].

New business opportunities: The integration of the Internet of Things and 
the metaverse can produce new business opportunities, such as the cre-
ation of new virtual products and services or the establishment of virtual 
marketplaces for the purchase and sale of goods and services. Other exam-
ples of potential new business opportunities include.

16.6.3 Challenges of Using IoT in the Metaverse

Utilizing IoT in the metaverse presents several issues, including the 
following:
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Security and privacy concerns: The usage of IoT devices in the metaverse 
poses security and privacy problems, just as does the use of any networked 
system. These concerns are similar to those raised by other networked sys-
tems. Hackers and other bad actors can seek to obtain unauthorized access 
to the data that is transmitted by IoT devices, or they may attempt to con-
trol the devices themselves.

Complexity and interoperability: The process of integrating Internet of 
Things devices into the metaverse can be difficult and time- consuming, 
particularly if the devices were not built to be interoperable with the 
metaverse platform. Complexity and interoperability are also factors in 
this process [20].

Limited battery life and connectivity: The fact that many devices con-
nected to the internet of things are powered by batteries also presents a 
challenge when it comes to the metaverse’s potential applications for these 
devices. Connectivity issues can also arise with IoT devices, which is espe-
cially problematic in locations with spotty or nonexistent network cover-
age [18].

Cost: Putting in place an Internet of Things (IoT) system in the metaverse 
can be expensive, particularly if it requires the installation of a significant 
number of different devices.

Lack of standards and regulations: Because there are currently no widely 
accepted standards or regulations for the use of IoT in the metaverse, it 
can be difficult for businesses and organizations to ensure the security and 
privacy of their data. Because of this, there is currently a lack of standards 
and regulations for the use of IoT in the metaverse [22].

Acceptance by Users: There is a possibility that some users will be reluctant 
to make use of IoT devices in the metaverse. This is especially likely if the 
users are concerned about their privacy or other security concerns. It’s pos-
sible that to boost adoption, it will be required to educate people about the 
benefits and risks of using Internet of Things devices in the metaverse [16].

16.7 Conclusion

The convergence of the Internet of Things and the Metaverse will make 
it possible for tech professionals to express their innovative ideas in a 
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manner that is not constrained by the conventional organizational struc-
ture. Since the Metaverse is still in the process of development, it is cur-
rently impossible for us to precisely define its potential or assign particular 
labels to it. The Internet of Things, on the other hand, has been around for 
some time now; consequently, a collaboration between the two will be of 
great benefit to both of the concepts. IoT has the potential to uncover new 
working capacities as a result of collaboration, whereas the metaverse can 
seek deeper penetration from it. Nevertheless, despite everything, we must 
continue to be alarmed about the cyber threats that have the potential to 
exacerbate the vulnerabilities that are present within the metaverse eco-
system. The users ought to make the most of the growth and investigate 
Metaverse-IoT to open up new doors of opportunity for themselves within 
the industry.

The convergence of the Internet of Things and the Metaverse will make 
it possible for technology experts to release their unrealized potential, 
which is currently constrained by conventional configurations. However, 
given that the Metaverse is still in the process of development, it is too soon 
to speculate on what it is capable of providing or to label it. The Internet 
of Things, on the other hand, has been around for some time now; conse-
quently, a collaboration between the two should help both ideas develop 
further. If deeper penetration can be achieved by either the Metaverse or 
the IoT thanks to a partnership between the two, then it will be to the 
great benefit of both. Despite this, every participant in the ecosystem needs 
to continue to exercise caution regarding cyber risks and vulnerabilities. 
Users shouldn’t hesitate to take advantage of this growth and investigate 
the uncharted territory that lies ahead of them in terms of the opportuni-
ties that lie within these two industries.

Improvements to the Features

If we take into account the expert speculations and rumors that are cur-
rently circulating in the market, we can deduce that the Metaverse and the 
Internet of Things will fundamentally transform the technological land-
scape. When combined, the Metaverse and the Internet of Things will make 
new opportunities available for the industrial sector, as well as for individ-
ual needs and social requirements. The scope of this partnership will assist 
Metaverse in overcoming its limitations and expanding its usability to more 
diverse realms, which will be possible as a result of this collaboration. The 
Internet of Things will make it possible for virtual spaces to interact with 
and gain seamless access to the real world, while the Metaverse technology 
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will provide the required 3D user interface for the IoT device cluster. Users 
will have an Internet of Things and metaverse experience that is centered 
around them as a result of this. The combination will enable streamlined 
data flow and support data-based decisions while requiring minimal effort 
and training on the user’s part.
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