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Preface
Graph learning is an emerging interdisciplinary field of graph analytics and deep 
learning. In the recent COVID-19 pandemic era, development of secure and ethi-
cal learning-based algorithms is of the utmost importance. Recent research and 
developments in deep neural networks and areas of artificial intelligence such as 
interpretable and explainable machines have shown significant progress in creat-
ing ethical models for natural language processing (NLP).

Advances in graph-based NLP and information retrieval tasks have shown 
the importance of the Graph of Words approach to processing. The structure 
and semantics of word co-occurrence networks (WCNs) have been studied in 
existing literature, however, the study of the dynamics of WCNs is still in 
its initial phase. Study of the dynamics of linguistic networks may help in 
determining patterns among words and extracting useful insights in areas such 
as concept drift, topic detection, and event detection, to name a few. Thus, 
complex networks of words evolved from streaming data may contain latent 
patterns.

This book contains recent and concrete information, from the basics to 
advanced level, about graph-based learning approaches such as neural networks, 
computational intelligence for learning parameters and feature reduction, and 
network science for graph-based NLP. It also contains information about lan-
guage generation based on graphical theories and language models.

OBJECTIVES

The chapters by the contributors to this book seek to propose concrete and fea-
sible solutions in the domain of graph-based NLP and information retrieval:

	 1.	To form a bridge between industry and academic institutions to develop 
their knowledge about graph analytics

	 2.	To establish the need for graph-based NLP and information retrieval in 
the worldwide research community and software industry

	 3.	To make significant progress in developing ethical models for NLP
	 4.	To describe innovative applications such as neural network-based 

approaches and computational intelligence to establish learning param-
eters, feature selection, and dimensionality reduction

	 5.	To impart a basic understanding of recent designs and models of graphi-
cal NLP

	 6.	To build industry-capable talent, start-up communities, and an entrepre-
neurial ecosystem for handling text data
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	 7.	To energize the research mind-set and reduce costs in research and 
development by providing neutral and interoperable multi-technology 
stack laboratory facilities

	 8.	To provide an environment to promote product creation and testing, and 
also validation and incubation

SCOPE OF THE BOOK

The book describes recent research, from the basics to advanced level, about 
graph-based learning, such as neural network-based approaches, computational 
intelligence for deriving learning parameters and feature reduction, and network 
science for graph-based NLP. It also covers language generation based on graphi-
cal theories and language models. Graph-based theories in WCNs may help in 
identifying useful patterns from streaming data. It aims:

	 a.	To highlight viewpoints, surveys, and reviews of graph-based NLP
	 b.	To explore existing and possible future research directions in graph ana-

lytics with explainable deep learning for NLP
	 c.	To incorporate recent advances in the areas of graph learning and net-

work science for NLP

The topics covered include:

	 1.	Advances in graph-based NLP and information retrieval
	 2.	Self-supervised learning of language representations
	 3.	Graph-based learning, such as neural network-based approaches
	 4.	Computational intelligence for establishing learning parameters and fea-

ture reduction
	 5.	Network science for graph-based NLP
	 6.	Graph-based theories in word co-occurrence networks
	 7.	Explainable deep neural networks for NLP
	 8.	Knowledge graph embedding
	 9.	Learning and data mining ontologies
	 10.	Random walk methods
	 11.	Semantic webs
	 12.	 Information networks
	 13.	Approximation algorithms for the Graph of Words approach
	 14.	Graph-based data stream mining
	 15.	The structure and dynamics of Graphs of Word models
	 16.	Language dynamics
	 17.	Lexical networks
	 18.	Dynamic graph representation
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2 ﻿Graph Learning and Network Science for NLP

1.1 � INTRODUCTION

Computers are machines, and cannot understand the free-flowing language used 
by humans for communication. They understand the language of 0s and 1s, which 
is a machine language called binary language. Without processing natural lan-
guage, it’s difficult for humans to talk to computers. For this reason, an artificial 
intelligence-based solution called natural language processing (NLP) has been 
developed. NLP techniques help computers to interpret, understand and manipu-
late human language (Daniel and James 2009).

Input text passes through five main NLP steps:

	 1.	Lexical and morphological analysis
	 2.	Syntactic analysis (parsing phase)
	 3.	Semantic analysis
	 4.	Discourse integration
	 5.	Pragmatic analysis

1.1.1 � Lexical and Morphological Analysis

In lexical and morphological analysis, the input text of natural language is scanned 
and converted into meaningful lexemes. In this phase, the input is divided into 
paragraphs, sentences and then into words. Morphological analysis determines 
the original words of a language from which a given word is constructed. While 
identifying the base word, the system also needs to look for the correct place for 
prefixes and suffixes in the word. For example, for the word “globalization,” the 
base word is globe and -al is the suffix. Global would be the base for the suf-
fix -ize. Globalize is the base for the -ation suffix, and the word “globalization” 
would be the final derivative.

1.1.2 �S yntactic Analysis

Syntactic analysis focuses on whether the input statement is grammatically cor-
rect. The syntax of the input is verified against the grammar of the respective 
language. Syntactic analyzers are the modules which carry out these checks on 
input statements, checking the logical meaning and correctness of sentences.

For example, the sentence “School go a boy” does not convey any logical 
meaning, nor does it follow grammatical rules of the English language. So in 
this level of parsing or syntax analysis, the sentence is checked for grammar and 
logical meaning.

1.1.3 �S emantic Analysis

During semantic analysis, input sentences’ meaning representation is examined. 
The main focus of this phase is determining the basic meaning of words, various 
sentences and phrases in the input. With semantic analysis, computers are able 
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to interpret documents, paragraphs and sentences. This is achieved by analysis 
of the grammatical structure of the language and finding associations between 
individual words occurring in the sentence with respect to a particular context. 
Hence, during semantic analysis, the input is processed to find the dictionary or 
exact meaning of the text. The basic task of a semantic analyzer is to check for 
meaningfulness in the text.

The following example will make semantic analysis clearer. Let’s consider a 
sentence: “Your customer service is a joke! I’ve been on hold for 30 minutes!”

When a human reads this sentence, it is understood that the sentence is uttered 
by a customer who is very frustrated because the customer service agent is taking 
very long time to respond.

However, machines first need to be taught/trained to interpret and make 
sense of human language and identify the context in which particular words are 
used, otherwise, for example, the word “joke” might be misinterpreted by the 
machine as positive. With the use of algorithms in machine learning (ML) and 
NLP, semantic analysis systems can understand the context of natural (human) 
language, can differentiate between human emotions and words expressing sar-
casm, can extract information from semi-structured or unstructured data, and can 
achieve human-level accuracy. Lexical analysis systems use smaller chunks of 
text, while semantic analysis uses larger ones.

1.1.4 �D iscourse Integration

Discourse integration usually depends upon the sentences that precede a par-
ticular sentence, and also identifies the meaning of the sentences that follow a 
particular sentence. Conducting discourse analysis not only examines how a lan-
guage functions, but also interprets the meaning of sentences in different social 
contexts. It can be applied to languages which are in written or oral form, and 
can also be applied to non-verbal aspects of communication, such as tones and 
gestures.

The discourse analysis process focuses on:

•	 The purposes and effects of different types of languages
•	 Communication conventions and cultural rules
•	 The ways in which values, beliefs and assumptions are communicated
•	 How use of language relates to social, political and historical perspectives

1.1.5 �P ragmatic Analysis

The pragmatic analysis phase helps to discover the intended effect by applying a 
set of rules that characterize mutual dialogues. This analysis is primarily used for 
extracting information from input text. It primarily deals with taking a structured 
set of text and identifying the actual meaning of the input text. It operates primar-
ily in the domain of linguistics, where text is analysed to identify its context.

For example, “Open the door” is interpreted as a request rather than an order.
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1.2 � MACHINE LEARNING AND TEXT MODELLING

Machine learning algorithms are used for NLP and text analysis to establish the 
meaning of text documents. The documents which serve as input to ML modules 
can be anything that contains text, like comments on social media platforms, 
online product/service reviews, responses to survey questionnaires, financial 
statements, medical records, or legal or regulatory documents. The role of ML 
and artificial intelligence in NLP and text analytics is to improve, accelerate and 
automate the underlying text analytics functions and NLP features that turn this 
unstructured text into usable data and insights.

As the natural language text will be messy and in free format, we need ML 
techniques to pre-process it and convert it into well-defined, fixed-length inputs. 
As a part of the pre-processing of raw language, the text is broken down into 
numerical format, which is easier for computers to interpret. This method is 
called “feature extraction” or “feature encoding,” and is the process of text mod-
elling. As document data is not suitable for computation, it must be transformed 
into numerical data such as vector space models. Feature extraction techniques 
are used to transform document data into numerical data. Using these techniques, 
input text is converted into a matrix of features. Popular feature extraction meth-
ods include the Bag of Words (BoW) model and the Term Frequency-Inverse 
Document Frequency (TF-IDF) score.

1.3 � BOW MODEL

1.3.1 �I ntroduction

Bag of Words is a representation which is very simple to understand and easy to 
implement. This approach can be used in multiple ways to extract various fea-
tures from documents. The model is also flexible and can be applied to variety 
of inputs. It is called Bag of Words, because it only considers whether the known 
words are present in the input document and ignores their position in it, just like a 
bag can carry multiple items, their location in it is insignificant. The model does 
not consider the order or structure of words in the document.

The following example explains the step-by-step process for construction of 
the Bag of Words.

1.3.1.1 � Step 1: Collect the Data
In this example, a few lines from Charles Dickens’ famous book A Tale of Two 
Cities are considered:

It was the epoch of belief,
It was the epoch of incredulity,
It was the season of light,
It was the season of darkness.

In this four-line example, it can be assumed that every line is a separate “document” 
and these four lines together form the complete input collection (document corpus).
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1.3.1.2 � Step 2: Vocabulary Design
A list of all the words from the vocabulary can be gathered to form a model. This 
is a list of the distinct words present in these documents (ignoring case, punctua-
tion, but retaining their order of occurrence):

•	 it
•	 was
•	 the
•	 epoch
•	 of
•	 belief
•	 incredulity
•	 season
•	 light
•	 darkness

The vocabulary consists of ten words, and the corpus consists of 24 words.

1.3.1.3 � Step 3: Document Vectors Creation
In this step, scores for the words present in each document are generated. The 
main purpose of this step is to create a vector for each free-text input document 
which can be used as an input and output to an ML model. As the vocabulary in 
the example contains a total of ten words, a document representation with fixed 
length can be used.

We will create a vector of length 10, where each location in the vector will 
be used to score every single word. Boolean values can be used to show the 
word score. 0 (zero) can be used to show a word is not present, and 1 (one) 
indicates the presence of the word. We can randomly order the words listed 
in the vocabulary and convert Document 1, “it was the epoch of belief” into a 
binary vector.

The score of this document can be represented as follows:

“it” = 1 (present in Document 1)
“was” = 1 (present in Document 1)
“the” = 1 (present in Document 1)
“epoch” = 1 (present in Document 1)
“of” = 1 (present in Document 1)
“belief” = 1 (present in Document 1)
“incredulity” = 0 (not present in Document 1)
“season” = 0 (not present in Document 1)
“light” = 0 (not present in Document 1)
“darkness” = 0 (not present in Document 1)

The binary vector representation of this document will appear as: [1, 1, 1, 1, 1, 1, 
0, 0, 0, 0].



6 ﻿Graph Learning and Network Science for NLP

The vectors for the other three documents would be:

“It was the epoch of incredulity” = [1, 1, 1, 1, 1, 0, 1, 0, 0, 0]
“It was the season of light”= [1, 1, 1, 0, 1, 0, 0, 1, 1, 0]
“‘It was the season of darkness” = [1, 1, 1, 0, 1, 0, 0, 1, 0, 1]

We can see clearly see that in this approach, the order of the words is not con-
sidered, and it offers a consistent way to extract the document features in the 
corpus. A document which has an overlapping vocabulary of known words can 
still be coded with this approach. Here, the known word’s occurrence score will 
be counted, and other words will be ignored. Large documents and vocabularies 
also can be handled using this method. In this example, it can be observed that 
the document vector length is the same as the total number of known words. 
In cases where the corpus is very large, perhaps thousands of lines in books, 
then the vector length will extend up to thousands or millions. Furthermore, 
the documents’ vocabulary may contain far fewer known words. The document 
vector for these types of documents will then have more zeros, which results ina 
sparse vector. More memory and computational resources are required to model 
sparse vectors as they have a large number of dimensions/positions. Obviously, 
this makes the modelling process really challenging if traditional algorithms 
are used.

In using the BoW model, a decrease in the size of the vocabulary will be an 
advantage.

As the first step in BoW construction, the following text cleaning methods can 
be used:

•	 Ignore cases.
•	 Ignore punctuation marks.
•	 Ignore words which occur frequently but do not hold much information 

(such as “a,” “of,” etc.).
•	 Fix words which are not spelled properly.
•	 Reduce inflected (or derived) words to their stem form (root word) – for 

example, the root word “play” will be obtained from “playing” (stem-
ming algorithms are used for this).

Creation of a grouped words vocabulary can be a sophisticated approach. As this 
method changes the scope of vocabulary, it allows BoW to extract more mean-
ing from the input document. This approach focuses on the gram, which refers 
to each word (token) present in the input document. If a sequence of two words is 
considered, it is referred to as a bigram. The bigrams which appear in the corpus 
will be modelled, and all possible bigrams will not be considered.

An N-gram means a sequence of Ntokens of input words: a bigram means 
a sequence of two words, such as “please complete,” “complete your or “your 
assignment,” and a trigram is a sequence of three words, such as “please complete 
your” or “complete your assignment” (Daniel and James 2009).
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For the last line in the example shown in Step 1, “it was the season of dark-
ness,” the bigrams are:

•	 “it was”
•	 “was the”
•	 “the season”
•	 “season of”
•	 “of darkness”

The N-gram model is a general approach to track N words, where N is the number 
of words present in the same group. In documentation classification, the bigram 
approach has proven to be better than a single-gram model. A Bag of Bigrams 
representation is considered more powerful than the BoW approach, and has 
proven hard to beat in many cases (Yoav 2017).

1.3.1.4 � Scoring Words
After finalizing the vocabulary of the documents, the word occurrences in them 
are scored. In the example discussed earlier, a straightforward approach of 
scoring would be used: binary scoring (indicating whether a word is present or 
absent).

Other methods used for scoring are:

•	 Counts – this method calculates how many times every word appears in 
the input document

•	 Frequencies – this method calculates the frequency of each word in the 
document in comparison to the other words

The vocabulary can also contain a hash representation of known words. This 
will address the problem of having a large vocabulary for a very large text corpus 
because we can select the appropriate size of the hash space, which in turn hasan 
impact on the size of the document vector representation.

An issue with the word frequency scoring approach is that the words which 
occur frequently in the input will dominate in the document (as they will have 
a larger score) even though they may not have any informative content in the 
model. The words may be domain-specific: for instance, a financial document 
will contain multiple words related to finance, but these words might not contain 
complete document information. This issue can be solved by rescaling the word 
frequency. We can count how often these words are present in all input documents 
so that the scores for recurrent words like “the,” which appears commonly in all 
the documents, are penalized.

1.3.2 � Limitations of the BoW Model

The BoW model takes two factors into account to establish the occurrences of 
words in the input document. The first is the vocabulary of known words, and the 
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second is the measure of presence of these words. The model focuses on occur-
rences of the words, and ignores their structure in the document. However, in a 
language, the position of words is equally important.

The BoW model does not respect the semantics of the words, so it often fails 
to extract the exact meaning of sentences in specific contexts. It ignores the order 
of words and distances between words.

The BoW model’s shortcomings can be summarized as follows:

	 1.	Vocabulary – The vocabulary is set of all words present in the document. 
It has to be designed very carefully because as new words are added, the 
vocabulary size and consequent size of the vector grow. It also has an 
effect on the sparsity of the document representations.

	 2.	Sparsity – If the document contains far fewer known words, then the 
resultant vector will be sparse. Sparse vector representation is harder to 
model in terms of time and space complexity. It may also include insig-
nificant information in this large representation space.

	 3.	Meaning – Neglecting the order of words ignores the context present 
in the input document, which may change the meaning of words. This 
means the semantic aspect is completely ignored. Context and meaning 
can add much to the model, and if included in it may enable distinction 
between words which are the same but are arranged differently (“mean-
ing is important” versus “is meaning important”), synonyms (“old car” 
versus “used car”) and many more aspects.

There are millions of N-gram features when dealing with thousands of news arti-
cles, but only a few hundred are actually present in every article, and only tens 
of class labels.

The N-gram model fails to capture word inversion and subset matching (e.g., 
“article about news” versus “news article”).

The accuracy of the BoW model depends on the range of vocabulary. If the 
words are not known, then the model simply ignores them. Because of these limi-
tations, the BoW model is often inefficient. Therefore, the alternative approach 
would be to consider semantics and pay attention to the context of words.

1.4 � GRAPH OF WORDS (GOW) MODEL

Graph of Words is a technique focused on graphical representation of documents. 
Graphs are very flexible mathematical models, and can represent any system in 
terms of objects and the relationship between them. Many different aspects of 
natural language can be represented in the form of graphs. Syntactic analysis of 
sentences can be depicted as parse trees, showing how the words are structurally 
related to each other. GoW is a text mining approach which considers the order of 
words and the distance between them. This model is superior for tasks of text cat-
egorization, keyword extraction, sub-event detection from text streams and many 
other information retrieval tasks.
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1.4.1 � Basic Terminology of Graphs

Graphs are flexible mathematical models used for frequent and diverse problems. 
Any system which can be considered as combination of objects and relationships/
interactions between them can be represented in the form of a graph. Graphs are 
represented as ordered pairs of vertices and edges, G = (V, E).

Leonhard Euler is said to have used graphs and networks first in solving 
mathematical problems, such as is famous solution of “The Seven Bridges of 
Königsberg” using graph representation. Many real-life problems can be repre-
sented as graphs called networks. Networks are visible everywhere – for exam-
ple, road, railway and airline networks. A network of cables is formed between 
telephones or computers which transmits voice calls or emails. The widely used 
World Wide Web is a network of Web pages which are linked with each other 
by hyperlinks. We ourselves are part of networks of people connected with each 
other, like a network of friends or professional associations. The human body 
also contains numerous networks, including the network of bio-chemical reac-
tions between cell molecules. The brain is also a complex network, consisting of 
neurons and synaptic connections between them. Human languages can also be 
treated as networks of words, sentences or concepts which are connected with 
each other meaningfully. Different types of graphs are used to present differ-
ent real-life situations. Line and curved graphs are used in health applications. 
Sales and marketing application data are represented using bar charts and column 
charts. Histograms are used to summarize continuous or discrete data.

1.4.1.1 � Real-world Graphs
Graphs are used in many fields, including biology, sociology, computer science, 
engineering, and many other diverse complex systems like markets and ecosys-
tems. Graphs also play a significant role in linguistics. They are widely used to 
represent semantic information (Fellbaum 1998). Furthermore, representation of 
human language as a graph of interacting words (Dorogovtsev and Mendes 2001; 
Ferrer-i-Cancho 2001) has thrown light on the very nature of language, especially 
on how words are structured in the brain and how language evolves from them. 
The neural network of the human brain connectome can be modelled using brain 
graphs (Edward and Danielle 2010), which define the nervous system as a set 
of nodes (recording electrodes or anatomical regions) and edges (functional or 
structural connections).

1.4.1.2 � Graphs in Linguistics
The use of graphs has become ubiquitous in language processing. Multiple per-
spectives of a language can be represented as graphs. In dealing with words in 
lexical resources or words connected in sentences, the use of graphs is an obvious 
solution. Parse trees are used by language researchers, where syntactic analysis 
of sentences shows how the words appearing in a sentence are related with each 
other and the structure of their relationships. The links of a parse tree represent 
semantic relationships. By correctly choosing criteria to draw nodes, edges and 
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weights, graphs can be extremely powerful in determining and representing data 
patterns, regularities, language identification, word sensing and parts of speech 
induction.

1.4.2 �S emantic Similarity and Ambiguity

When an identical word form is used to refer to multiple different concepts, 
semantic ambiguity occurs. The phrases “rock music” and “rock stone” have sim-
ilar written forms, but are totally different from each other in meaning. Natural 
language is full of such ambiguities, so machine translation systems have to be 
able to choose possible translations of an ambiguous word based on its context. 
This is the main bottleneck in lexical analysis. One way to overcome this is by 
learning the inventory of sense labels directly from the text to be disambiguated. 
One method is to represent the text in graph format. The network representation 
of the nouns in a text provides a very effective way of predicting the multiple 
meanings of a word automatically from the web of connections among its neigh-
bouring words.

Many different aspects of language can be depicted as graphs. Linguists gener-
ate parse trees after syntactic analysis to depict structural relationships between 
the words appearing in sentences. The links in a parse tree are used to show syn-
tactic and semantic relationships. The graph structure can also be used to describe 
how words are semantically related.

The ambiguity of the word “rock” can be overcome if it is represented as a 
graph (as shown in Figure 1.1).
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FIGURE 1.1  Different meanings of the word “rock” represented as a graph
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1.4.3 �H ow to Build a GoW

Let’s consider text categorization as a graph classification problem. Here, a text 
document is represented as a GoW rather than showing it using the traditional 
N-gram BoW model, to identify more discriminative features which correspond 
to long-distance N-grams using frequent sub-graph mining. The sequence is as 
follows:

	 1.	Construct GoW for each document in the set.
	 2.	For each graph from Step 1, extract its main core for cost-effective.
	 3.	Find all frequent sub-graph sizes n in the obtained set of graphs from 

Step 2.
	 4.	Remove the isomorphic sub-graph to reduce the total number of features.
	 5.	Finally, extract N-gram features from the remaining text.

1.4.3.1 � Preliminary Concepts
1.4.3.1.1 � GoW Model
An undirected graph G is expressed as G = (V, E), where V is the set of vertices, 
which represents unique terms of document, and E is the set of edges, which 
represents co-occurrences between the terms within a fixed-size sliding window.

1.4.3.1.2 � Sub-graph Isomorphism
Given two graphs G and H, an isomorphism of G and H is a bijection between the 
vertex sets of G and H such that any two vertices u and v of G are adjacent in G if 
and only if f(u) and f(v) are adjacent in H:f:V(G) → V(H) (Figure 1.2).

1.4.3.1.3 � K-core and Main Core
A sub-graph H = (V', E') induced by the subset of vertices V' ⊆ V and the subset 
of edges E' ϵ E of graph G = (V, E) is called a k-core, where k is an integer if and 
only if H is the maximal sub-graph that holds the property ∀ v ϵ V', deg(v) >= k. 
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FIGURE 1.2  Sub-graph isomorphism
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A k-core is a maximal connected sub-graph whose vertices are at least of degree 
k within that sub-graph.

The main core is the k-core with the largest k (Figure 1.3).

1.4.4 �C onstruction of a GoW

Nodes of a GoW model are the words which are unique and used during the 
pre-processing steps. By adding edges between these n nodes, the GoW is con-
structed. The complexity of this is written as O(nW), W being window size. The 
following are some of the parameters used while constructing the GoW:

Window size – This is an integer with a value between 2 and 12, with the 
default value set to 3. This parameter specifies the size of the window 
that is slid over the input document. It has been observed that a window 
size of around 3 or 4 works well (Mihalcea and Tarau 2004;Malliaros 
and Skianis 2015). As the size of window increases, the graph becomes 
denser. This is because the number of graph nodes remains constant, but 
the number of edges increases.

Build on processed text (a Boolean process with a default value of TRUE) 
– The point of interest can be the window sliding over the processed 
or unprocessed text. This can produce multiple results, depending on 
the pre-processing steps. Two words which are initially very faraway in 
the original, non-processed text and whose co-occurrence would con-
sequently not be captured may end up close to one another in the pro-
cessed text if multiple words appearing between them (e.g., commonly 
used words – stop-words) are removed as the result of pre-processing. 
Subsequent construction of a graph from the processed text tends to 
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FIGURE 1.3  Two 3-cores of the graph example
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relate more words which are faraway in the unprocessed text and pro-
duce denser graphs from it.

Overspan sentences (this parameter takes a Boolean value with a default 
value of TRUE) – For the FALSE value, an edge between two co-accom-
panying words is created (and only edge weight is incremented if it is 
already present) if and only if the two words are from the same sentence. 
Punctuation marks like inverted commas, exclamation marks, question 
marks and ‘ellipses are treated as sentence boundaries.

Colour (the data type of this parameter is List, and the default value is heat) 
– This consists of a set of five built-in R palettes. The palettes are used 
to colour the graph vertices, including colour-blind-friendly gray colours. 
Each node of the graph is coloured such that it matches with its core (truss) 
number (shown in a legend) and takes darker shade as the k value increases.

Figure 1.4 shows the GoW representation of a textual document. The weight of 
the edges corresponds to the number of co-occurrences, and the node colour 
corresponds to the node core number (a gray scale, as mentioned above).  
Table 1.1 shows the ranked lists of scored keywords extracted by weighted k-core 
(WK-Core), PageRank and HITs (Hyperlink Induced Topic search). Words shown 
in bold indicate the golden keywords, and dashed lines indicate the cut-off for 
each method.
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FIGURE 1.4  GoW representation of a textual document
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The GoW representation in Figure 1.5 (Mihalcea and Tarau 2004) encodes a 

text part as an undirected graph, where nodes are distinct nouns and adjectives 

from the input document and there is an edge between two nodes if the terms they 

signify co-occur inside a window of already determined size W which is slid over 

a whole document from the starting position to the end over spanning sentences. 

The weights written on the edges represent co-occurrence counts. This is a com-

pletely statistical approach, and it is based on the Distributional Hypothesis, on 

the premise that the association between words can be determined based on the 

frequency with which they share local contexts of word occurrence.
Consider the sentence “Information retrieval is the activity of obtaining infor-

mation resources relevant to an information need from a collection of information 
resources.”

This statement can be represented in two ways.
The BoW presentation of this information would be:

((activity,1), (collection,1) (information,4), (relevant,1), (resources, 2), (retrieval, 1)... 
etc for remaining words)

Here, the word “activity” has appeared once, the word “information” has occurred 
four times, and so on. The BoW approach only considers how many times the word 
has been used in the input, and simply ignores the relationship between two words.

TABLE 1.1
Ranked List of Scored Keywords

WK-Core PageRank HITs

system 6 system 1.93 system 0.45

matric 6 matric 1.27 matric 0.38

lambda 6 solut 1.10 linear 0.31

linear 6 lambda 1.08 lambda 0.32

equat 6 Linear
------------------

1.08
----------

solut
------------------

0.30
-------

algebra 6 equat 0.90 method 0.28

m-dimension
------------------

6
----

algebra 0.90 propos 0.25

method 5 m-dimension 0.90 algebra 0.25

solut 5 propos 0.89 m-dimension 0.23

propos 4 method 0.88 equat 0.22

numer 3 special 0.78 numer 0.18

special 2 numer 0.74 special 0.15

kind 2 kind 0.55 kind 0.12
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The same sentence can be represented using GoW as shown in Figure 1.6.
This approach of text mining considers word dependence, word order and 

distance, employing a graph-based document representation which captures the 
characteristics of words. Graphs are used effectively in information retrieval 
which includes relations and proposes meaningful weights (e.g., PageRank).

Actually, in some works, some nodes corresponded to words and others to 
sentences, forming a bipartite graph (Wan and Yang 2007).

An edge corresponds to a relationship between two vertices, which can be:

Statistical – e.g., simple co-occurrences or collocations in a window, a sen-
tence, the full document or in the definition of one of the two words from 
a dictionary

Syntactic – e.g., an adjective pointing to the noun it modifies, and more 
generally grammatical relationships between pairs of words (Widdows 
and Dorow 2002; Ferrer-i-Cancho, Solé, and Köhler 2004), or semantic 
ones, e.g., based on synonymy.
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FIGURE 1.5  Undirected graph representation of computer-aided share trading
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Moreover, the graph can represent:

	 1.	A sentence such as a dependency tree commonly used in NLP
	 2.	A single document like in most related works
	 3.	Multiple documents, or even
	 4.	The entire collection of documents, depending on the application and the 

granularity we wish to achieve

Additionally, there exist some representations usually referred to as association 
graphs that mix linguistic units and linguistic labels for nodes and edges – to 
some extent, they are closer to the syntactic parse trees from NLP because of the 
use of Part of Speech (POS) tags as node labels.

1.4.5 �U se of GoW in Text Mining

Text mining is used to identify facts, relationships and assertions that are other-
wise ignored in the mass of textual big data. After extraction, the information is 
transformed into a structural format which can be further analyzed or represented 
directly using mind maps, charts, clustered HTML tables etc. The process of text 
mining employs a variety of methodologies over the input text, one of the most 
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FIGURE 1.6  GoW representation of a sentence
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essential of them being NLP. The structured data generated by text mining can be 
integrated into databases, data warehouses or in business intelligence dashboards. 
The data also can be used for descriptive, predictive or prescriptive analytics.

The process of text mining can be used in various real-life applications, 
such as:

	 1.	Web search engines
•	 To understand user queries
•	 To find matching documents
•	 To group similar results together

	 2.	Product recommendation
•	 To understand product descriptions
•	 To understand product reviews

Text mining involves:

	 1.	 Information retrieval
	 2.	Single-document keyword extraction

•	 Election of representative words for a document that best describe it
•	 Sub-event detection in textual streams
•	 Keyword extraction
•	 Text categorization

–	 Graph classification problem
•	 Sentence-based kernels for short text categorization
•	 Data mining and machine learning

The text mining technique is applied to a collection of documents. Here, the col-
lection forms the data set, while the documents form the data points. As the input 
text is unstructured, it is first converted into some common representation and 
then processed. Input text can be represented in BoWor GoW format.

1.4.6 �G oW Mining

After text pre-processing and building the GoW, the next step is analysis of the 
drawn graph.

1.4.6.1 � Graph Degeneracy
A core of order k (or k-core) of a graph G is defined as a maximal connected 
sub-graph derived from G where minimum degree of each vertex v is k. This is 
a relaxation of a clique. (a clique is a sub-graph with k + 1 members where every 
two nodes of the sub-graph are adjacent to each other) (Seidman 1983). In a clas-
sical unweighted graph, edges do not carry any weight, so the degree of node v 
is the total number of its neighbours. In a weighted (or generalized) graph, the 
degree of a vertex v is equal to summation of the weights of edges incident on 
that vertex.
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1.4.6.2 � K-core Decomposition
The k-core decomposition of a graph G is the list of all its cores from 0 (G itself) 
to k-max (main core). It constructs a hierarchy of sub-graphs which are recursively 
included in each other, and their size and cohesiveness increases or decreases as 
per k value (Seidman 1983). The linear time algorithm for k-core decomposition 
can be observed in for the unweighted case. These algorithms perform a pruning 
process in which the lowest degree nodes are removed at every step. The high-
est order of the core in which node v is present will be the core number of v. The 
nodes which carry large core numbers have the property of being at the centre. 
These nodes are also elements of a cohesive sub-graph with other central nodes 
(members having high cores). This is the reason why these nodes make influential 
spreaders (the important nodes) and good keywords.

The central core of a graph results in a quick approximation of its densest 
sub-graph. For some cases, it might contain larger portion of graph nodes. As 
mentioned (Seidman 1983), k-cores should be regarded as seedbeds inside which 
one can find some more cohesive sub-graph.

1.4.6.3 � K-truss
This is an extension of k-core which results in the densest sub-graph.

The k-truss of a graph G is defined as its largest sub-graph where every edge 
belongs to minimum k − 2 cycle and forms a triangle with that specific edge (the 
sub-graph having length 3). In short, every edge in the k-truss joins two vertices 
which have minimum of k − 2 common vertices adjacent to it.

1.4.6.3.1 � K-truss Decomposition
The k-truss decomposition of a graph G is a set of all its k-trusses from k − 2 to 
k-max. The k-trusses are densely connected subsets of the k-cores which are their 
essential parts. The maximal k-truss results in a small but dense sub-graph of G 
which properly approximates its densest sub-graph. To obtain finer resolution of 
k-truss decomposition, one has to bear thecost of major complexity, polynomial 
in number of edges.

Similar to k-core, the truss number of an edge is the highest order of the truss 
in which the edge is present. The truss number of a given node is defined as the 
maximum truss number of its incident edges (Malliaros and Vazirgiannis 2016).

This GoW is plotted in parallel with text summarization. This helps to plot a 
dynamic and interactive browser-based representation of the GoW with the help 
of igraph and the Vis Network R packages (Almende and Thieurmel 2016).

1.5 � DISCUSSION AND FUTURE SCOPE

Knowledge representation using a graph-based approach is not new, but has now-
adays become a trend, especially when it comes to understanding text, informa-
tion storage and knowledge transfer. Throughout this chapter, we have tried to 
focus on the need for GoW representation of text, how it can be plotted and the use 
of it in text mining work. The GoW method can perform far better than the BoW 
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model in multiple tasks such as text categorization, sub-event detection in textual 
streams, single-document keyword extraction and ad-hoc information retrieval. 
Ongoing research will focus on in-depth analysis for the processing of natural 
language using the GoW approach.
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2.1 � INTRODUCTION

The paradigm of Natural Language Processing (NLP) is vast and dynamic. NLP, 
as the name suggests, directly deals with automation and machine intelligence 
with high precision, which can be sub-classified as data processing for machines. 
Any input provided is just data without meaning for systems such as computers, 
analysis engines, etc. Using NLP, we can create an understanding of the data 
which is being processed and analyzed. This data can be in many forms, such as 
visual, sound, digital, etc. NLP mostly deals with the analysis of human linguis-
tics, but is not limited to this use case.

In human linguistics, there are many applications where NLP is integrated 
to assist processing. NLP can be applied in the contexts of handwriting, speech, 
hand signs (not to be confused with computer vision, a method in which the object 
is detected and using this, NLP is being achieved in physical context), signature 
fraud detection, etc. NLP can help to ensure that human interaction with complex 
systems is rendered effortless and swift through applications such as such as chat-
bots, and can be useful in fraud detection, spam filtering, language translation, 
automatic form filling, text summarization, sentiment analysis, deep-fake detec-
tion, abuse detection, threat detection, and many more areas.

2.1.1 � What Is a Graph?

A graph is a type of data structure or visualization of connected data which is 
non-linear, comprising finite sets of nodes and edges. This type of data structure 
is essential in computer science as it is used to model real-world connections or 
complex networks between various data points (nodes), providing more insights 
into complex structures by defining relationships (edges). Graphs have many 
applications in the real world:

•	 Graphs are used to design and implement computer networks. They help 
in understanding the relations inside the network (intranet) and outside 
the network (Internet). They can help network administrators to answer 
many questions about how to implement a network, such as: what is 
the relation between different networks, and what connections can be 
made to enable successful communication between different entities? 
As illustrated in Figure 2.1, each node can be considered as a machine 
(server, laptop, endpoint), and each edge as a connection between them. 
In the real world, the Internet is a network of servers connected by cables 
which span oceans and continents, thus connecting each country to the 
net. This was made possible with the help of graphs, which enable com-
panies to plan the optimum ways to connect and spread the network to 
improve speed, convenience, and profitability.

2.11	 Conclusion and Future Scope of NLP........................................................ 52
2.12	 Datasets for NLP Applications................................................................... 54
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•	 Graphs play a huge role in social network platforms, such as mapping 
user connections on Facebook, LinkedIn, and other social media plat-
forms, where each user and their information are represented by a vertex 
(node), and these nodes are connected to each other via multiple edges.

•	 Road networks, postal services, and many algorithmic metrics imple-
ment NLP, such as the traveling salesman problem.

We will now discuss some applications which are essential to understanding the 
graphical approach to NLP.

2.2 � GRAPH EMBEDDINGS

Interest in incorporating graphs into artificial intelligence is booming. Graphs 
can display information about a specific value in an efficient way, showing con-
nections and their respective relationships, which has proven to be useful in 
training machine learning (ML) models with high precision. Applying graphs 

FIGURE 2.1  How graphs are implemented in networks
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as a data input to different ML algorithms is problematic. A large amount of 
data is required for training highly accurate models with large numbers of 
connections, which can become memory-extensive. Since each node will have 
connections to multiple different nodes, this increases the complexity, thus 
increasing training time.

This has led to the introduction of graph embeddings – the transformations 
of graphical information into a vector or a set of vectors. Embeddings attempt to 
capture the graph topology, node-to-node relationships, and other relevant infor-
mation about graphs and sub-graphs and vertices. This transformation of graphs 
into a set of vectors drastically reduces the memory load and time spent in train-
ing ML models while increasing their accuracy. In this way, graphs can be used 
in many algorithms.

2.3 � DYNAMIC GRAPH OF WORDS

In NLP, graph of words is an alternative to the bag of words approach. The bag 
of words method has been used for many years for information retrieval and text 
mining. While this approach has been used for a long time, it disregards words’ 
order and the distance between them within a document. Graph of words tech-
niques challenge word independence and take into account the words’ order in 
the document. Graph of words can be used in various applications, such as infor-
mation retrieval, keyword extraction, text categorization, and sentiment analy-
sis. A dynamic graph of words stores not only the keywords and their respective 
frequencies, but also the distances between each keyword in a document. Due 
to this, the algorithm also establishes relationships between those words, which 
provides more accurate results after training with an ML model compared to the 
bag of words approach.

2.4 � CROSS-LINGUAL AND MULTILINGUAL 
GRAPHICAL APPROACHES

In these approaches, we convert one form of language to another while keeping 
the grammar and the context the same. Mapping of words is one approach, which 
can be achieved using a graphical approach where the similarity of the words and 
their usage is maintained; thus, using the correct nomenclature, we can amplify 
in the following manner.

There are many kinds of multilingual knowledge graphs, such as DBpedia 
and YAGO, which contain structured knowledge of distinct entities in many 
languages. The cross-lingual knowledge group alignment approach matches the 
entities with different language counterparts, thus creating different types of one-
to-many relationships.

The major use cases include Google Translate, which tries to convert words 
and sentences from one language to another while retaining the context (this task 
is very difficult to achieve with high precision, as taking the grammar of each lan-
guage into consideration is a very CPU-extensive and not all rules apply similarly 
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in different languages, so that the meaning of language A can become something 
else in language B).

The second major use case is customer support systems, which need to cater 
to the needs of users from all over the globe. These systems improve efficiency 
and help to avoid incorrect communication with customers, which can solve many 
problems in the initial stages of a customer query (faster resolution), thus increas-
ing customer satisfaction. There are many solutions present in the market, and 
many more will surely be developed.

2.5 � TOPOLOGICAL ANALYSIS OF GRAPHS

Topology is the study of the geometry of an object that remains preserved under 
stress and deformation, which includes twisting, bending, etc. It defines the object 
and its exact properties in terms of shape. This is an integral part of mathematics.

Topological analysis is data analysis which provides a greater understanding of 
data at a more granular level.

Topological analysis is required to understand information about datasets 
that are high-dimensional, incomplete, and noisy, which helps to create stronger 
models by accounting for the data points, bringing them out into the open where 
they can be observed. This prevents false predictions by training models resulting 
from anomalies in datasets.

A graphical model containing a complex network of graphs may include noisy 
values or “zombie nodes,” which may taint the output because of false values (bad 
sources). This needs to be taken into account to understand a graph’s boundary 
conditions or weaknesses.

2.6 � ADVERSARIAL NETWORKS FOR NATURAL 
LANGUAGE PROCESSING

Adversarial networks are neural networks that compete against each other to gen-
erate synthetic data derived from the logic of the training sets provided.

Adversarial networks are used in situations where there are few training data-
sets, in situations where new kinds of data are required for a model, or to teach a 
model all the cases required for it to run seamlessly (for instance, when sending 
rockets to outer space, agencies may have little data, but can predict the param-
eters required for a successful mission).

Before exploring adversarial networks in more depth, it will be useful to sum-
marize supervised versus unsupervised learning. In supervised learning, the 
dataset contains the labeled output of each row, which is derived from many 
experiments conducted by the source of the dataset. This helps in training the 
model according to the task (for example, to train a model to distinguish a mali-
cious packet from a non-malicious packet). Here, the dataset will be divided into 
a ratio of testing versus training (which is variable and depends upon the data; the 
highest ratio is usually 30% testing and 70% training). The creation of labeled 
data is very costly and time-consuming, but the resulting model accuracy is much 
higher. In unsupervised learning, the data is not labeled, so some patterns are 
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observed, and a generic trend for the model is then created using their input. 
Generative adversarial networks (GANs) are a type of unsupervised learning.

GANs rely on two primary models: the generator and the discriminator. The 
generator is the model which will create the data based on the patterns derived 
from the problem. The discriminator is based on supervised learning, and checks 
whether the data created by the generative algorithm is real or fake. Basically, 
it is a type of classifier. Together, they form the GAN algorithm. The data from 
the generator, which is synthetic, is provided to the discriminator; meanwhile, 
the real data from the dataset is also provided to it, and the discriminator then 
tries to identify which data is real and which is fake. If the discriminator does 
not detect any fake values from the generator, then the generator has great accu-
racy and has achieved its aim. GANs are very difficult to set up in an NLP-
based model because it needs continuous data, and different combinations of data 
should make some sense. Many researchers are trying to implement GANs using 
an NLP approach. Some researchers are using GANs with a zero-shot algorithm 
to provide the classification of data in real time [1]. Many researchers use GANs 
to create different texts, and then use these as inputs to an auto-encoder to create a 
flow of sentences [2]. Graphical approaches are used to correlate different outputs 
so that the integrity of a sentence’s meaning is maintained. This helps in creating 
applications with abundant knowledge so that the models can provide appropriate 
responses (Readers can refer to various published research papers on this aspect, 
some of which are listed in the references section.) [3].

2.7 � HETEROGENEOUS INFORMATION NETWORKS 
FOR TEXTUAL INFORMATION

An heterogeneous information network (HIN) can be thought of as a graphical 
model for extrapolating real-world information into some kind of network model. 
The main problem in the paradigm of text analysis is to understand the meaning 
of sentences containing data from different sources.

The ways different words are represented and how they are chosen can cause 
massive differences in the output. Use cases include politicians, journalists, writ-
ers, lyricists, scientists, and many more, and the way they present their thoughts 
can provide many opportunities for research. Some developers use HINs to create 
artificial intelligence chatbots. The flows of such bots are designed using HINs 
so that the bot can answer customer queries from the data which is modeled in 
the back end, where mapping between different words and the formulation of 
sentences based on context is established. The words and sentences formed as 
an output to the user are semantically and grammatically precise. In a similar 
way, some bots use HINs to extract new information from different sources by 
mapping the text to a common context or by mapping a path that leads to new 
information. In threat detection, they can also be used to directly map posts on 
the Internet that express extreme views using strong words, thoughts of violence, 
or harmful or negative thoughts to a particular person and their network. But 
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this does not mean that every person (node) who is in the identified threat’s 
network presents a threat. HINs for those are created separately or unionized 
with the real threat. By randomly walking these paths or brute-forcing each path 
(which is CPU-intensive), one can correlate the semantics and the purpose of the 
sentence.

2.8 � SUMMARY OF ONTOLOGY AND KNOWLEDGE GRAPHS

A knowledge graph depicts the relationships between real-world entities as a 
network. It has three essential parts: nodes, edges, and labels. Schemas, identi-
ties, and context all work together to give the data structure. When a knowl-
edge graph is full, search engines can give comprehensive responses to specific 
queries.

A formal representation of the entities in a graph is called an ontology. An 
ontology is based on a taxonomy, but may also contain many taxonomies. If we 
look at a specific venue, such as Eden Gardens in Kolkata, India, we can see an 
example of an ontology. Finally, the technological infrastructure, such as data-
bases and algorithms, assists this knowledge organization.

2.9 � TOPIC IDENTIFICATION

Topic identification is an NLP technique for detecting topics in a group of text 
documents. Assume we have a set of reviews for a product. We can discover the 
features of the product that have most impressed reviewers by extracting a few 
topics the positive reviews have in common. Assume we have several newspapers, 
each reporting on a subset of the news. Detecting common topics will help to 
identify a publication’s leanings and current trends.

2.10 � MAJOR PROCESSES OF NLP USING 
GRAPHICAL APPROACHES AND THEIR 
APPLICATIONS IN THE REAL WORLD

Having discussed the different uses of graphs in NLP and how they can be used 
in research, we will now discuss real-world applications in more detail so that 
readers can relate them to practical contexts.

There are many use cases for applications of graphs in NLP. This is an 
extremely wide field whose limits in terms of the combinations of applications 
are bounded only by the capabilities of the human mind, so this section will only 
cover some of the major applications:

	 1.	Summarization
	 2.	Semi-supervised passage retrieval
	 3.	Keyword extraction
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	 4.	 Information extraction
	 5.	Question answering
	 6.	Cross-language information retrieval
	 7.	Term weighting
	 8.	Topic segmentation
	 9.	Machine translation
	 10.	Discourse analysis

2.10.1 �S ummarization

In this fast-paced world where a quintillion bytes or more of data are created 
every day, there is a demand for solutions where data can be provided in a much 
cleaner and more concise format so that human readers can understand the con-
text quickly while maintaining the integrity or the semantics of the data (see 
Figure 2.2).

In earlier times, this task of summarization was performed by humans. 
Nowadays, advancements in machine learning and neural networks have provided 
systems with the capability to understand the context of the given information, 
which has helped in advances in solving summarization problems. This means 
that summarization is a use case of NLP which is simply an automation task.

How did humans solve summarization problems in earlier times? It was done 
in steps. First, the input was provided to the human end-user, then the end-user 
took rough notes. These notes would emphasize the topic and key features.

Main Document

Document

Summary

important word

important
sentence

important word

FIGURE 2.2  Example of summarization
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The note taker then researched and took into account each note so that the 
premises and aims of the input could be presented in a suitable format so that 
there was no ambiguity. In this process, more notes would be created, so the 
content would incorporate all the data required to present it. These notes would 
then be polished by the note taker into a presentable form using their expertise in 
language, thus completing the process of summarization.

Summarization can be achieved using two approaches: extraction and abstrac-
tion (see Figure 2.3).

	 1.	  Extraction involves identifying the important parts, like words, sen-
tences, phrases, names, and other information, which are combined to 
form the sense of the original sequence. Here is an example depicting the 
process of extraction:
Original sentence: “The UN doesn’t appreciate the actions of many 

countries. As from the intelligence gathered by agencies and allies, 
many countries have state-sponsored hacking groups like North 
Korea, Russia etc. These countries are targeting other countries and 
companies by spreading propaganda and also gaining ransom, thus 
removing the direct competitions by cyber-terrorism.”

The italic text in this passage shows the focuses of the extraction-based 
algorithm, and its resulting output would be as follows: “UN doesn’t 
appreciate the actions of many countries. Intelligence gathered, 
shows that state-sponsored hacking groups by North Korea, Russia, 
etc, are spreading propaganda and also gaining ransom”

	 2.	Abstraction is a more advanced approach, where the whole input topic 
is shortened using deep learning algorithms to create sentences and 
phrases that take into account grammar and semantics. This provides 
an optimized version of the original text. Let’s take into consider-
ation the same example taken above in the extraction method, assum-
ing the extraction keywords are the same. The optimized solution 
presented by the abstraction method would be: “The UN condemns 
countries like North Korea, etc., for having state-sponsored hacking 
groups, and for targeting countries and companies for propaganda 
and ransom.”

Extraction Abstraction

Summarization

FIGURE 2.3  Types of summarization
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This process used to be a very arduous task, taking up much human time, along 
with the risk of introducing inaccuracies, which can cause catastrophic results in 
fields such as media, journalism, politics, business operations, and even defense [4].

Readers can assume that all the negative aspects illustrated in the above pas-
sage are kept in mind when creating an NLP-based solution using graphs, which 
is well suited to summarization problems (see Figure 2.4).

Summarization of text can be achieved using many graphical approaches. One 
approach is by visualizing each sentence or word as a node. The meaning of the 
passage is represented by the interconnection of different nodes. The distance 
between each node will provide a comparison of the meaning of the sentence 
or word [5]. The closer the nodes, the more similar the words or sentences are. 
Similarly, the further the nodes are from each other, the greater the contrast in 
meaning of words or sentences. Sentences and words with similar meanings will 
be removed. After segregating the passage into a granular and sanitized graph 
with a myriad of nodes, the model will calculate the number of times a node was 
accessed, providing the priority of the word. This provides the keywords and the 
context of the passage or sentence.

Another approach is to divide passages into sentences, then determining the 
structure of the sentences by representing them in a tree format where each node 
will be some kind of identifier of the sentences’ features. For example, a word’s 
function as a verb, noun, or determiner, etc. is to be understood as a feature of 
the sentence that maintains the core idea of the sentence and is represented as a 

News Summarization for
impact analysis

Application of summarization
using

Graphical NLP

Crisp information deliverance
(Used on website and application)

Financial and Legal
Document

Education and
Academics

FIGURE 2.4  Applications of summarization



31Application of NLP Using Graph Approaches﻿

sub-child, where the sentence is at the top, and the words and their nature are sub-
children of the node. By dividing the sentences into graph-based semantic, lexi-
cal, and syntactical elements, one can assume that any problems can be solved.

Different dictionaries rely on different databases. For example, the WordNet 
multilingual lexical semantic database contains words and their meanings, which 
can be represented in the format of graphs. In the WordNet lexical database for 
English, nouns, adjectives, verbs, and adverbs are grouped based on synonyms 
(synsets). Each word may have a different concept or meaning when used dif-
ferently (see Figure 2.5; see also http://wordnetweb​.princeton​.edu​/perl​/webwn), 
which is then integrated into the graph’s format, which provides better interpreta-
tion, as shown by the following sentence example:

India is a great country to live in. All citizens live in harmony and peace [6].

The model will start parsing the sentence, the first word, “India,” will be searched, 
and a map will be created as a graph where all the meanings of the word are 
mapped to each sub-word. This process will continue until the full stop at the 
end of the sentence. The word “live” occurs twice in the sentence. As a result, the 
model will prioritize it and assume something revolving around the word “live.” 
Each word has a different meaning, but obeys the basic rules of semantics and 
grammar, and the model will delineate the sentence elements: “‘India’ is a noun,” 

FIGURE 2.5  WordNet screenshot for the word “peace”

http://wordnetweb.princeton.edu
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“‘great’ is an adjective,” and so on. From that, the model will parse the sentence 
multiple times and remove the noise words, providing us small sentences like:

“India is a great country where all live in harmony and tranquility” (“tranquility” 
because peace and harmony have common synonyms, so the model will choose 
the node convergence or distance – Euclidean distance or Levenshtein, etc.). Please 
remember the model can choose different words based on the dictionary used and 
how well the model was constructed.

We will now discuss the different applications of summarization (Figure 2.4). 
The inner workings of some applications may be intellectual property, but we will 
try our best to work around this to provide some ideas for readers.

2.10.1.1 � News
One major approach to summarization can be found in the news industry. On 
the Internet, there are many sources and many people providing information, so 
it is not humanly possible to read all the information available, and not all the 
information may be relevant to a particular end-user. This is where NLP is use-
ful. The NLP model will try to extract information from articles and convert it 
into smaller sentences/simpler words, after which some content may be curated 
by humans to provide a service to readers. This human intervention is necessary 
because full trust in such models has not been achieved and not all news sources 
can be said to be 100% reliable. One major example is the Inshorts news app from 
India, which provides news to its users as 60-word summaries. These are curated 
according to a person’s interests, and provide a condensed version of the main 
article, which is linked at the end of the summary. Let’s take a use case where the 
preference of words by the end-user is noted, and as a result the summarized news 
item will contain those words. The relationship between the summarized text and 
the preferred text is a problem that can be solved efficiently by graphs.

2.10.1.2 � Assignments and E-learning
When it comes to education, each student has a different way of understanding 
and answering. In terms of lecture summarization, an educator has a curriculum 
to cover, has pre-defined knowledge about the subject, and also has specific ways 
of delivering the subject to students in the most coherent and summarized format 
possible within the time limits. NLP and graphs can be useful here. Graphs can 
define specific relationships between the topic and sub-topics, and how each sub-
topic is important within the whole context. This can be approached by calculat-
ing the number of times the same node is accessed, to establish a priority. Each 
node will have a child node which may be defined content of the sub-topics, after 
which the context is organized into a form which should be semantically and lexi-
cally easy for the student to understand. After this, the flow can be decided based 
on the original database provided to the model, either using exaction positioning 
of sub-topics or priority-based positioning of content. It is a good practice to retain 
the flow of the original content, as this will ensure all the required knowledge is 
provided to the students, rather than just covering the higher-priority subjects. 



33Application of NLP Using Graph Approaches﻿

The database can consist of multiple books and research papers from which con-
tent has been extracted. Here is an example of a possible process for a book:

Input a book’s content.
Summarization occurs, and texts are extracted from the dataset.
Priority is decided for the nodes.
Sub-content is organized.
Output is humanly checked for coherence.

In terms of assessment, there can be two scenarios, depending on whether the 
assessment is for language (a proficiency test for English or any other language) 
or content-based (a science test or any test of content proficiency). In language 
proficiency, lexical, grammatical, and semantic coherence are essential. How well 
the student has answered a question must be judged on the content provided and 
how the content was represented.

In language proficiency assessment, the order of the sentence elements, how 
the sentence is planned, rating of vocabulary, and coherence regarding 
meaning should meet the standards set, which provide the boilerplate for 
the model. For example, the words which need to appear in the answers 
should be provided to the model. The graph which will be generated for 
this may be expansive, as the answers provided may contain words from 
eclectic sources, but the marking can be carried out based on Euclidean 
distance or other practices regarding synonyms of the boilerplate words 
provided. When it comes to summarization of the answers, either the 
answers can be summarized and then re-parsed for marking, or they can 
then be checked by human intervention.

In content proficiency assessment, the answers must be coherent and cor-
rect, with higher weighting allocated to their meaning. Grammatical 
errors can be given lesser weights, but the model needs to be able to judge 
the answers against the training inputs or marking limits. In this case, the 
graph may not be expansive, as the nouns used and their properties should 
be in the dictionary provided while training the model. Diagrams and 
extensive formulas need to be processed using machine vision to decipher 
handwriting. If digital input is provided, then character recognition can 
be carried out so that the input correlates with the logic. In testing con-
tent proficiency, deviation from the boilerplate will be easily noticed and 
marking will be much easier than in a language proficiency assessment. 
Therefore, summarization may be much easier, as the relationships in the 
context will be established, so the correctness of the summarized answer 
can be determined easily by a machine or human eyes.

It is important to understand that these are not fully autonomous systems: one 
cannot trust the system to judge the correctness of answers by itself, but it can 
summarize the answers and play a role in judging their coherence.
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2.10.1.3 � Summarization of Financial or Legal Documents
These documents are usually very wordy and lengthy. Even professionals like 
lawyers and accountants can take weeks to review such documents, so newcomers 
can be overwhelmed by them. The methods discussed earlier in this section will 
give a basic approach, and graphs can be used to define relationships between all 
the technical terms and their synonyms, which should be decided based on the 
usage trends of the words. Capturing the main words and deciding their impact on 
a passage will provide the basis for the summarization of that passage. The utmost 
accuracy is essential in these fields, as errors in summarization can change the 
meaning of the text, and may result in large damages.

2.10.2 �S emi-supervised Passage Retrieval

In supervised learning, the ML model is provided with labeled data during use 
or while training; in unsupervised learning, the data which is provided is not 
labeled, so the ML model has to understand the data by itself. Semi-supervised 
learning is a combination of these two types of learning, where labeled and unla-
beled data are used to train the model. Unlabeled data is more common, and 
when coming to applicability of topic this is most ideal situation the readers 
may face, as the data labeling is a very costly activity, one will neither ingest 
non known data in the model. It is important not to confuse these processes with 
summarization or information extraction. Summarization will render a passage 
in a shorter form using the same or different words to describe the context. In 
information extraction, the main context is extracted and derived from the whole 
input. Passage retrieval, on the other hand, delivers a precise passage which 
properly describes the context or answers questions from large amounts of data 
or passages. In this approach, the data is not changed, but the machine has to 
choose the appropriate paragraphs, delivering the relevant data and removing the 
irrelevant (see Figure 2.6).

Supervised
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Labeled data as
input

More accurate

Costly: due to
labelling of data

Model is defined
from the

data from the
trend in the data

More cost friendly
as no need to

label data

Non labeled
data as input

Model is defined
from the

relation between the
output label and

the attributes

Less accurate
than supervised

learning

Unsupervised
Learning

FIGURE 2.6  Supervised versus unsupervised learning
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Real-life processing of data or texts about any subject requires detailed under-
standing of the subject, so it takes lots of human time to go through these mate-
rials. Students, doctors, teachers, researchers, and especially lawyers, doctors, 
engineers, or any profession where correct information is essential, all need easy 
and rapid access to precise data from books or documents. Summarization may 
partially answer these needs, but at the end of the day, the user may still need to 
go through the source text. Summarization can be used to address some retrieval 
problems, but information extraction will focus on the key points which users 
may need to search for in a vast document to bolster their arguments.

How is semi-supervised passage retrieval approached? Suppose there is a book 
titled Computer Networks. This is a topic where there are a large number of def-
initions, protocols, architectures, nomenclatures, and case studies. A fledgling 
student will need lots of time to read the whole book, starting from page one and 
going on till the end, highlighting important passages that will be useful in future 
for understanding the concepts. These passages will be the core of the topic, and 
will present the main ideas for quick reference. This is called passage identifica-
tion and extraction. Similarly, a machine seeking to understand a topic for which 
it does not know any context can use lexical analysis (which is a great way to 
approach semi-supervised retrieval) to try to understand some context about the 
topic. A very useful algorithm known as LexRank offers a graph-based approach 
to unsupervised and semi-supervised passage retrieval [7].

Where is semi-supervised passage retrieval used? One of the major applica-
tions is question answering systems, where the system tries to answer an input 
question using the limited data which was used to train the model, then using 
knowledge about the specific product or topic. This can be achieved by finding 
the relationships between the data and creating some kind of trend. This can be 
achieved using a feature extraction question-type classifier, named-entity recog-
nizer (NER), etc., [8] and applying some custom algorithm in the model, after 
which the model will provide an answer.

Other practical uses of semi-supervised passage retrieval are as follows:

	 1.	For diagnosis, where doctors have to refer to books and databases, which 
takes a lot of time

	 2.	For lawyers, who have to refer to large bodies of caselaw to carry out 
their work

	 3.	For bots, which can use it to understand ranking and website data
	 4.	For researchers, who can use it to speed up the review of published data, 

and can also use it for assessment and providing faster teaching methods
	 5.	This can create crisp content in media houses, which can sway more 

users.
	 6.	For cost and storage optimization in storage facilities where the data 

can be derived using an optimized retrieval process (using concepts of 
efficient meta-tagging), keeping the main content intact

	 7.	For threat profiling of digital data, where data from the speech or pub-
lished text of a threat actor can be used for profiling and can serve as 
evidence
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2.10.3 � Keyword Extraction

Highlighting words from which the topic can be deduced or deducing the words 
which act as buttresses/classifiers for a sentence is called keyword extraction. 
The keyword extraction process is carried out by the human brain when one 
tries to read a passage, so why the need for automated keyword extraction? 
This process helps to save time by extracting words so that context of the text 
can be deduced, and decreasing the complexity of the passage by dividing it 
into a granular format with or without better words chosen from the dictionary 
based on synonyms and usage trends. Many of the NLP applications which 
this section has covered involve keyword extraction in one way or another (see 
Figure 2.7).

There are many approaches to keyword extraction – statistical (TF-IDF, 
YAKE, etc.), graphical (RAKE etc.), neural networks, etc. – but this the section 
will only focus on how it is achieved using graphs [9].

In a graph-based approach, the relationships between words are defined in 
terms of where the word was used, node convergence, link importance, and 
weighting of the link. The process runs as follows:

	 1.	A page with multiple paragraphs of text is provided as input to the 
algorithm.

 	 2.	Noise is removed, or normalization is carried out.
	 3.	Data segregation is carried out on words on the basis of their traits.
	 4.	An interconnected graph is be created (nodes and edges).
	 5.	Ranking of the graph elements is carried out to establish the most opti-

mal ones.
	 6.	The highest-weighted words are chosen, which will be ranked on the 

basis of their weights to establish the best keywords.
	 7.	The scores are calculated, then all the weights of the words which are 

chosen are added.

FIGURE 2.7  Extraction of entities from an email body: an example of information 
extraction
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2.10.3.1 � The Steps of the TextRank Algorithm

	 1.	Tokenization is carried out using labeling, called part of speech tag-
ging (POS-T), which in simple terms defines the effect or purpose of the 
words in the sentence.

	 2.	Graph creation: using POS-T, the selected words like nouns, adjectives, 
verbs, adverbs etc. are created as nodes or vertices, after which the 
connections are created on the basis of the distance of the words from 
each other or using the KNN algorithm, where K would be the number 
of words from word of comparison. This graph will be undirected in 
nature.

	 3.	A graph ranking algorithm is applied to each node. It will be necessary 
to apply the algorithm multiple times as this is an undirected graph. 
Node convergence will be observed as a result of refining the graph.

	 4.	The nodes are then sorted from the highest scores to the lowest, choos-
ing the words in accordance with the required limits.

	 5.	Now the words are combined, extraction is completed, and the scoring is 
carried out, with summation of the scores of the words [10,11].

There are many approaches with which these problems can tackled. The authors 
advise readers to study the article “An overview of graph-based keyword extrac-
tion methods and approaches”, which provides more conceptual knowledge [12].

One of the major keyword extraction algorithms in use is Rapid Automatic 
Keyword Extraction (RAKE).

To quote the algorithm’s creators: “RAKE is based on our observation that 
keywords frequently contain multiple words but rarely contain standard punctua-
tion or stop words, such as the function words and, the, and of, or other words 
with minimal lexical meaning” [13].

Let’s simplify a sentence:

	 1.	Candidate keywords: let’s call this stage possible keyword combination 
identification. In this process, the model tries to extract the possible key-
words on the basis of the delimiter. Words which are between two delim-
iters may be good candidates to become keywords or may be classed 
as possible keywords, maintaining the order of occurrence. Stopwords 
(common words like “a,” “our,” “the,” “is,” “and,” etc.) are removed, 
which helps save memory, as in the following example:

	 a.	 Input: “India is a great country, with great people with great minds.”
	 b.	 Output:

–	 India-great country
–	 Great people-great minds

	 2.	Graph construction: similarly to TextRank, the words serve as nodes. 
Maintaining the indexing of the matrix, the links between the nodes are 
decided on the basis of whether a specific node has come after or before 
other possible keywords.
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	 3.	Keyword scores: graph scoring is carried out using the following 
attributes:

	 a.	 word frequency ( freq(w))
	 b.	 word degree (deg(w))
	 c.	 ratio of degree to frequency (deg(w)/freq(w))
	 4.	Adjoining keywords: sometimes these are stopwords, so the algorithm 

will deduce pairs of keywords concatenated with a stopword in a text 
and update the stopwords dictionary. (They must appear at least twice 
in the text to be added.) The score of the new keyword is the sum of its 
member keywords.

	 5.	Keyword extraction: after which the ⅓ of the words are extracted.

For the differences between RAKE and TextRank, see Table 2.1.
In practical terms, keyword extraction is the backbone of NLP, and one of 

its major applications is search engine optimization. Search engines are built by 
content mapping their input. The content only maps to a keyword if the content 
is present in the site, more relevant keywords, good code quality of the site, and 
more number of clicks results in a higher ranking/score. Keywords are mapped/
indexed to a site, and when a user enters a query in a search engine, the results 
will only include sites where the content contains the specific words searched for 
in the context the user is looking for, which is achieved using lexical-semantic 
and other techniques. In terms of site ranking, to achieve the maximum number 
of user clicks on a particular site’s URL, the site must appear in the earlier pages 
of the search engine results. To achieve this, site administrators need to maxi-
mize the keyword count in their sites’ content, which will be scored using the 
search engine’s algorithms. Graphically this can be achieved using the relation-
ships between words and their context. If a node is parsed a high number of times 
(heavily weighted), then it can be assumed that the word is the keyword for the 
context. There is more probability that the user will also search for the same in the 
same combinations, this set of keywords will be extracted from larger text/content 
so that the whole scope is covered.

Creating tags for documents so that they can be filtered to remove incorrect 
domains and purposes is another major application of keyword extraction. If a 
paper on NLP is published, keyword extraction will automatically create nodes, 

TABLE 2.1
Where Is Keyword Extraction Used?

RAKE TEXTRON

Considers the co-occurrences inside candidate keywords Fixed windows approach

Simpler scoring procedure (statistical) Complex scoring procedure

Can work with single document Needs many document for extraction
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and on the basis of the training provided, it will index all the sub-keywords it 
contains. Sub-topics like dataset names, keyword-related topics, unique meth-
ods, and algorithm names will be extracted, and the publisher will add these as 
tags so that any researcher who is searching for a paper in specific domain can 
find it.

In behavior analysis, threat detection, and anomaly detection, specific key-
words which may indicate threats can be extracted from the context. For example, 
if someone posts on social media proposing an extremist act, then that person 
can be profiled on the basis of the keywords they use, and risk calculation can be 
carried out to prevent them taking any steps which may cause harm. This can be 
achieved using a graph of where these extreme words are mapped lexically and 
semantically within the post. Also, inn digital forensics, it may be possible to 
identify the perpetrator of a forgery or fraud from the keywords they use or their 
distinctive word usage.

2.10.4 �I nformation Extraction

There is a huge explosion of information as the number of Internet users is 
increasing rapidly every day, leading to a substantial rise in the amount of data on 
various digital platforms. Due to this vast increase in information generation, the 
demands for processing and analyzing large volumes of data have increased. This 
makes it difficult to navigate through the large amounts of data to find reliable 
information, so there is a need to extract specific information from online docu-
ments, which is termed information extraction.

Information extraction is a type of text processing which extracts fact-based 
information present in a document. Such a system performs its tasks based on 
the user’s information requirements. For example, a user may be interested 
in extracting all the references to a specific author from a variety of research 
papers, including papers which the user was not aware of previously [14]. An 
information extraction system can accurately extract and present all the occur-
rences of the author’s references contained in a text document. This therefore 
reduces human effort and expense, and makes the process less error-prone 
and more efficient. It is an important process that extracts sub-sequences from 
a given sequence of instances that represent insightful information for fur-
ther use, and has a wide range of practical applications, such as in business 
intelligence to enable analysts to gather structured information from multiple 
sources, in financial investigation for analysis and discovery of hidden rela-
tionships, in scientific research for automated reference discovery or to find 
relevant papers, etc.

One of the applications of information extraction is automating the identifica-
tion of certain information in the body text of emails, as depicted in Figure 2.7. 
In this case, the buyer is able to extract certain data, such as the quantity of the 
product, the status of the order, the timings, and the location where the order is 
to be picked up.
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This automation of the task of extracting certain features from given infor-
mation is less error-prone and more efficient compared to human involvement. 
Looking at the example in Figure 2.7 from a different perspective, the user of 
this system may need to search through the large number of emails received to 
find those where orders have been approved, and this workload can be reduced 
by automating the task. The user can simply extract the data and then formulate 
further queries to gather any more specific information required.

Another application of information extraction is spam email detection, where 
the information extraction system can be used to fetch various sub-sequences 
from a given sequence present in the body of an email. After extracting those 
sub-sequences, they are fed to a machine learning algorithm (a classification algo-
rithm, such as logistic regression, decision trees, etc.) that classifies whether the 
email is spam. Here, information extraction plays a crucial role for extracting the 
required keywords from the email body, so it is a vital first step in any natural 
language processing task.

We will now look at how graph-based approaches can be applied to these tech-
niques and the benefits of using them compared to traditional ones. We will also 
look at different applications that can leverage these relatively new techniques 
and benefit from them.

When we turn to any new technique, the first questions that come to mind 
are: why this technique, or how is this better than the previous one? The rest of 
this section will shed some light on how we leverage graphs in our traditional 
information extraction techniques, what their applications are, and how these 
approaches are better than earlier ones.

Graphs are being used with neural networks to improve the processing of 
information and training better deep learning models. In NLP, graph convolu-
tional networks (GCNs) can be applied to structured documents such invoices and 
bills to automate the process of extracting insightful information by learning the 
relationships between various text entities. We will discuss different approaches 
along with various methodologies to convert text documents to graphs as the first 
step before using GCNs, but first, let us briefly describe what a GCN is.

A GCN is a neural network architecture for applying machine learning algo-
rithms to graphs. These neural networks are powerful enough to produce use-
ful feature representations of nodes in networks with a minimum of a two-layer 
GCN which is randomly initialized. GCNs are quite similar to convolutional neu-
ral networks (CNNs), with one difference. CNNs perform operations where the 
model learns features by inspecting neighboring nodes. GCNs learn to insert fea-
ture vectors of a node by a vector of real numbers that represents the input node 
as a set of vectors in N-dimensional space. These features will then be mapped to 
those which are closely neighboring in order to help the training model to classify 
these nodes.

The major difference between the two is that CNNs are developed to operate 
on structured data, whereas GCNs are generalized and can work on unstructured 
data where the number of nodes can be different and the order of these nodes does 
not matter. The field of GCNs is an active area of research, and many different 



41Application of NLP Using Graph Approaches﻿

techniques are being proposed to compute convolutions on graphs, so let us move 
to discussion of how they can be utilized in information extraction.

There are different ways in which a graph can be constructed from a text 
document. Most of these processes develop by using text sequences as nodes, 
and the edges connect each node with a number of its closest neighboring nodes. 
As explained in detail in the article “GraphIE: A graph-based framework for 
information extraction,” [15] the approach utilizes the graph component within 
an encoder-decoder framework. The core of this algorithm is a recurrent neural 
network that encodes the text sequences, which are then fed to the GCN, and 
the nodes are processed. The output from the graph then advances back into the 
recurrent neural network decoder to perform word-level tagging. This applica-
tion with use of graphs has shown an increase of around 1–2% in accuracy, as 
discussed in article cited.

Having seen how the addition of graph methodologies is working wonders 
in the area of natural language processing, in the next section we will explore a 
related topic – question answering by incorporating graphical methods.

2.10.5 � Question Answering

Question answering is a branch of artificial intelligence within the fields of nat-
ural language processing and information retrieval which primarily focuses on 
building systems that can answer questions posed by humans in a natural lan-
guage. These question answering systems are able to formulate answers by query-
ing a knowledge base – a structured database of knowledge – or an unstructured 
collection of documents in a natural language. Question answering systems are 
divided into two types – closed domain and open domain.

In closed domain systems, the answers are fetched from a specific source 
such as a database, whereas open domain systems fetch data from different 
sources and then form the answer to a given question. After a brief explanation 
of how the process works in both domains, we will explore the applications of 
each of them.

To begin with closed domains, the sentence structure is either a database 
query or a simple query that can be translated easily into a database query which 
then fetches the results and presents them to the user. This can deal with simple 
answers that are stored in a database, such as what is the capital of India. The sys-
tem fetches the required entities from the sentence with the help of some simple 
rules that translate the natural language into a database query like “Select capital 
from country where country = ‘India.’” This will then return the output to the 
user as “Delhi.”

On the other hand, in open domain answering systems, natural language ques-
tions are transformed into a structured query, keyword extraction is used to deter-
mine the type of question, and entity extraction, parts of speech tagging, and 
syntactic parsing are used to define the nature of the answer the user requires. 
An information retrieval system is used to find relevant answers from different 
sources, then parsing is carried out to translate the answer into meaningful text. 
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One example of this domain is IBM’s Watson question answering system, which 
uses NLP, information retrieval, knowledge representation and reasoning, and 
ML technologies.

We will now discuss how graphs are playing a role in question answering 
systems.

Figure 2.8 shows a knowledge graph that represents the information present 
in a given text document as graphical and more structured information, which 
makes it easier to infer insights or extract answers for the questions posed by 
users. The technique basically extracts the subjects, objects, and the relationships 
between them to form a graph. In Figure 2.8, we can easily make out that we 
have two entities that are connected not only in a one-to-one relationship, but 
a many-to-many relationship. This makes it easier for the algorithm to find the 
answer based on the missing link in a given question. For example, for a ques-
tion posed by a user such as “Who painted the Nikumb portrait?”, the algorithm 
transforms the text sequence into a structured query, extracts the given entities, 
and looks for the missing part in the question – either the subject, the object, or 
the relationship. In this way, the algorithm returns the answer “Awasthi.” We can 
expect the question to be posed in a different way as well, such as if the user asks 
“How are Awasthi and Nikumb related?” This will lead the algorithm to extract 
the relationship from the knowledge graph and provide the user with the answer, 
“Awasthi painted the Nikumb” [16].

There are some publicly available knowledge graphs that readers can study to 
explore this topic in more depth, such as Wikidata and DBpedia. These knowl-
edge graphs can be queried using a standard querying language like SPARQL.
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FIGURE 2.8  The graph method of question answering
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2.10.6 �C ross-language Information Retrieval

Cross-language information retrieval (CLIR) is an information retrieval technique 
which is utilized when the language of the document cannot be processed without 
first being converted into a processable language. For example, if an Englishman 
visits China and is handed a map to visit different places in the country, his first 
step is to deal with the difficulty of understanding the language in order to find 
the directions to his desired destinations. In the same way, CLIR comes into play 
when the language that needs to be queried has to be understandable by the algo-
rithm. There are many situations where CLIR is essential because the information 
is not in the user’s native language.

Therefore, we need to have a machine translation before the user can query a 
document. Machine translation is a core part of CLIR, or we can say that CLIR 
is the combination of machine translation and information retrieval. So machine 
translation is an essential block whose applications will be discussed later.

CLIR uses two approaches to retrieve information from a text document in a 
non-native language.

The first approach is known as document translation (see Figure 2.9). In this 
approach, we take the text document and feed it to the machine translation algo-
rithm, which translates the given information into the English language so that 
the user can read through the document or query anything in it.

 The language of the document is now processable, and structured queries can 
be used to extract the required information from it [17].

The second approach is query translation (see Figure 2.10). In this approach, 
only the query posed by the user is translated into the specified language and used 
to fetch the information from the given document. This approach is often consid-
ered more suitable, as the translations are rapid due to the shortness of the query 
sentences. However, query translation can suffer from translation ambiguity due 
to multiple possible translations when translating the query and then translating 
the information fetched into the English language. This problem is difficult, as the 
query sentences are short and may provide an incorrect context or lose context in 
the course of the translation processes.

Chinese Document
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English Document
Collection

Translation System

Retrieval Engine English Queries User

Results

Select

Examine

FIGURE 2.9  The CLIR document translation approach
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2.10.7 �T erm Weighting

Term weighting is the process of assigning numerical values to each term in a 
document so that when it is used in the information retrieval process, it is easier 
for an algorithm to extract information based on the importance assigned to the 
term to improve retrieval effectiveness. It takes into account the relative impor-
tance of the terms in the document, as not all the terms are equally important [18].

Term weighting has two approaches: the first is to find items which are relevant 
to the user’s needs, while the second is to ignore or reject peripheral items that 
add noise to the information required by the user. The two measures which can 
be used to assess the performance of the term weighting system are recall and 
precision [19]. Recall provides the ratio of the number of relevant items retrieved 
to the total number of relevant items in the collection, whereas precision gives the 
ratio of the number of relevant items to the total number of items in the collection. 
We will provide a brief description of these two approaches to term weighting and 
assess their performance, then move on to how graphs can be used to enhance the 
processes.

In the term weighting technique, a graph of each document is created where 
each node represents a word or word sequence and the edges represent the rela-
tionships between the nodes. Once the graph creation process is completed, we 
can proceed with the process of term weighting.

Let’s consider a document which is represented as a bag of words model, 
where the term frequency criterion forms the foundation for weighting the terms 
within it. To proceed with this scenario in a graphical manner, we utilize the 
technique of node centrality criteria of graphs. Node centrality is a technique 
which is used to measure the importance of the different nodes that are present 
in the graph, and their importance in the document is inferred by how many con-
nections a node has – the greater the number of edges or connections the node 
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FIGURE 2.10  The CLIR query translation approach
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has, the more importance is assigned to it. This is the basic idea of how node 
centrality can be used to define importance in the text sequence. However, each 
node could be important from a different angle depending on how the measure 
of importance is defined. Several different centrality criteria have been explored 
in the field of graph theory and network analysis, and some of them have already 
been used in graph-based information retrieval and keyword extraction systems. 
Among the centralities that are being utilized are degree centrality, in-degree/out-
degree centrality in directed graphs, and weighted degree in weighted graphs. To 
find the importance of a node based on the properties of the node globally in the 
graph, PageRank centrality, eigenvector centrality, betweenness centrality, close-
ness centrality, etc. are utilized. However, the use of these centrality processes 
depends on the type of graph, because some centrality criteria can be applied only 
to directed or undirected graphs.

2.10.8 �T opic Segmentation

Today, there are various significant applications of natural language processing, 
like sentiment analysis, market intelligence, and survey analysis. All these appli-
cations require the data to be segmented and labeled. This is where topic segmen-
tation comes in.

Topic segmentation is the automatic breaking up of large transcripts into 
smaller, contextually cohesive segments (see Figure 2.11). It deals with identify-
ing where the shift from one topic to another occurs within a document [20–​22].

Select the conversation that
needs to be analyzed

Break the conversation into
chunks

Sort the chunks by topic

Display topic distribution
over conversation

FIGURE 2.11  Sequence of steps in topic segmentation



46 ﻿Graph Learning and Network Science for NLP

Why would we want to do this? It makes browsing and searching for results 
much easier for users. In some natural language processing tasks, segmenting the 
text into topics may be useful as it can improve information retrieval significantly 
by indexing documents more precisely or by returning the specific part of a docu-
ment that corresponds to a query as a result. Hence, topic segmentation serves as 
a vital precursor for various applications of NLP [23], as we will now explore.

Information retrieval is a process that controls the organization, storage, 
retrieval, and assessment of data from document repositories, particu-
larly textual data. The system helps users discover the information they 
need, but it does not provide direct results for queries. Instead, it notifies 
users of the presence and locations of papers that may contain the infor-
mation needed. Relevant documents are those that meet the require-
ments of the user. A flawless information retrieval system will retrieve 
only relevant articles.

		  The performance of an information retrieval model may be improved 
if documents, particularly long ones, are first broken up into smaller 
parts and then indexed as independent documents [24]. Many publica-
tions cover a whole host of topics or varied aspects of a single topic, 
therefore the vocabulary will shift as the topic changes. Word frequency 
statistics gathered from complete papers are used to drive most informa-
tion retrieval algorithms. In this case, they may not indicate any specific 
topic section in a document. The statistics will be more informative if 
they are derived from individual topic segments.

		  Hence, an information retrieval model can use topic segmentation to 
improve its efficiency significantly, as it allows further classification of 
documents and can be used to return more specific parts of a document 
in response to a search query. At the same time, it expands document 
indexing, allowing for more precise identification of relevant documents.

Information extraction is the method of obtaining specific (pre-specified) 
information from various sources. One of the most basic examples is 
when software extracts an email message’s data for the user to enter into 
their calendar.

		  The following vital sub-tasks are typically involved in extracting 
structured information from unstructured texts: pre-processing, identi-
fying and classifying concepts, connecting the concepts, unifying, and 
getting rid of noise.

		  Topic segmentation is helpful in two scenarios for information extrac-
tion. First, it can be applied during the pre-processing of text to increase 
the efficiency of the process. However, the amount of data being worked 
on will determine whether the resources consumed increase or decrease. 
Second, topic segmentation can be applied after unifying the document 
to make it easier to remove noise from the data [25].

Text summarization is an essential application of natural language process-
ing. It is a technique in which computer software shortens lengthy texts 
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and provides summaries to convey the desired information. This is a 
common problem in machine learning and NLP. Text summarization 
presents several issues, including text identification, interpretation, sum-
mary generation, and analysis of the resulting summary.

		  Text structuring is a crucial component of solving summarization 
problems. Meaningful sentences can only be taken from a document 
once it has been structured. The summary is then generated from 
these sentences. Identifying the relevant sentences in a lengthy docu-
ment is a difficult task. Topic segmentation comes in very handy in 
this situation. Segmenting the document before attempting to find the 
relevant sentences makes the process much smoother and more effi-
cient [26].

Language modeling (LM) is the use of various probabilistic and statistical 
methods to determine the likelihood of a specified sequence of words 
appearing in a sentence. Language models examine large amounts of 
text data to establish a foundation for word predictions. Many NLP sys-
tems commonly employ these models, particularly those that create text 
as output.

		  Language models analyze text data to calculate word probability. 
They use an algorithm to interpret the data, which establishes rules 
for context in natural language. The model then uses these principles 
to accurately predict or construct new sentences in language tasks. The 
model learns the basic properties and qualities of language, then applies 
them to new phrases.

		  Language modeling is used to create speech recognition mod-
els. Some of these models employ previously recognized sentences to 
find documents closely linked to the contents of those sentences. The 
words from these documents are then used to train the speech recogni-
tion model by increasing the probability of these words. However, as 
with information retrieval, the documents may cover a wide range of 
topics, and using words from the entire document may introduce many 
unrelated words into the model. This may cause the model’s accuracy to 
suffer and the model’s processing demands to increase. Using topic seg-
mentation allows the speech recognition model to only use words from 
relevant parts of a document.

Topic segmentation is also used to create language models based on topics. 
However, because these models are created by clustering pre-segmented docu-
ments, they are usually static [27].

2.10.8.1 � Graph-based Topic Segmentation
To implement topic segmentation using a graph-based approach, one method is to 
create two sets: s for all the sentences in the given text, and w for all the unique 
words that are nouns or verbs.

This approach works by visualizing each sentence as a node. The relationships 
between words in different sentences are considered to be the edges in the graph.
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The frequency of occurrence of the different words in the text gives a prelimi-
nary idea of broad topics. These frequently occurring words are chosen as target 
words. A graph is then individually created for each target word, leading to the 
creation of multiple graphs, each containing nodes of sentences in which that tar-
get word appears. Every unique graph created represents a single topic.

The graphs may further be weighted based on the distance between the appear-
ance of target words on the two sides of the edge. Topic segmentation is often car-
ried out as a pre-process for other NLP techniques. The weighting of the graphs 
makes the ensuing applications more accessible and efficient.

This approach has been implemented based on the research paper “A new 
graph-based text segmentation using Wikipedia for automatic text summariza-
tion” by Mohsen Pourvali and Mohammad Saniee Abadeh.

2.10.9 � Machine Translation

Machine translation is a process in which text is translated from one language to 
another using computer software without the intervention of a human translator. 
At its most basic level, machine translation is the simple replacement of whole 
words in one individual language with words in another. Aggregation meth-
ods, including improved treatment of phonetic typology contrasts, expressing 
acknowledgment, idiom translations, and the seclusion of outliers, can carry out 
more intricate translations. Such systems are currently unable to perform as well 
as human translators, but this will be attainable in the future [28].

There are four types of machine translation (see Figure 2.12):

•	 Statistical machine translation (SMT) – This operates by referring to 
statistical models that rely on the analysis of massive amounts of bilin-
gual information. It predicts the relationship between a source language 
word and a destination language word. Some examples of this are Google 
Translate and DeepL Translator (see Figure 2.13) [28].

Automated Machine translation

Empirical

Statistical
Example

based
Neural Direct

Transfer
based

Interlingual

Hybrid Based Rule Based

FIGURE 2.12  Different types of machine translation
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•	 Rule-based machine translation (RBMT) – This uses millions of bilin-
gual dictionaries and thousands of established grammatical rules for all 
language pairs.

•	 Hybrid machine translation (HMT) – This machine translation model 
incorporates several approaches into a single machine translation sys-
tem. The various types of HMT are:
•	 Multi-engine
•	 Statistical rule generation
•	 Multi-pass
•	 Confidence-based

•	 Neural machine translation (NMT) – This uses a neural network archi-
tecture to develop a statistical model for machine translation.

One of the essential advantages of machine translation is speed. Computer sys-
tems can quickly translate large amounts of text. While human translators can 
produce more accurate translations than computers, they cannot match their 
speed.

Machine translation provides a useful blend of quick and cost-effective trans-
lation. It is significantly cheaper than employing a human translator. A properly 
trained machine can detect the tone and context of complete sentences before 
translating them. This results in an excellent, human-like output [29].

The following are applications of machine translation:

Text translation – Text translation is widely used in a variety of sentence-
level and text-level translators. Translations of query and recovery inputs 
are components of sentence-level translators. The translation of a wide 
range of unfiltered reports and the translation of archives containing 
organized data are included in text translation. Organized data includes 

The quick brown fox
jumps over the lazy dog

EI rápido zarro marrón
salta sobre el perro

perezoso

Applying translation
algorithm

(Google Translate)

FIGURE 2.13  The process of SMT
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customization of aspects of the presentation of text material, such as text 
styles, hyperlinks, colors, and tables. A sentence may completely convey 
a subject, which often defines an articulation unit. The importance of 
each word in a sentence can be resolved to a large extent based on the 
sentence’s environment.

Speech translation – Speech translation is the process of instantly translat-
ing spoken phrases into a second language, which may be presented as 
subtitles or computer-generated speech in the second language. This is 
in contrast to phrase translation, in which the algorithm only translates a 
handful of manually entered phrases.

Other applications – Machine translation changes a set of phrases from a 
source language to a target language based on various identified patterns 
and rules. However, on a basic level, it changes one succession of objects 
into another following some logic, as shown by the algorithms used. 
Thus, when the idea of these objects solely being some spoken language 
is let go, machine translation can be applied to many other comparable 
change scenarios.

2.10.9.1 � Graph-based Machine Translation
Graph-based machine learning algorithms use a similarity graph with nodes 
representing data samples and weighted edges reflecting pair-wise similarities 
between samples.

A weight matrix, whose elements represent the similarity values for edges 
between neighboring vertices, and a label vector, which defines labels for the 
points up to that vertex, constitute the graph. The weight matrix will be empty if 
there is no edge connecting two nodes.

Data samples are represented as fixed-length feature vectors in most graph-
based machine learning applications, with edge weights depending on cosine 
similarity or Euclidean distance. The weights can be chosen with a great deal of 
flexibility. The graph structure is determined by the similarity measure used to 
compute the edge weights, and it is the most significant factor in properly using 
graph-based machine learning.

The nodes in the machine translation algorithm represent the sentences of the 
text. The edge weights represent similarity by comparing the source and target 
sides with a pair of nodes.

This approach can be studied in further detail in the research paper “Graph-
based Learning for Statistical Machine Translation” by Andrei Alexandrescu and 
Katrin Kirchhoff [30].

2.10.10 �D iscourse Analysis

Discourse comprises a sequence of sentences that must be interpreted regarding the 
context. A set of sentences only makes sense when they are related to each other.

Discourse processing is a set of NLP tasks that extract linguistic elements 
from texts at several levels, allowing for various downstream applications. For 
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conversational discourse, this entails determining the topic structure, coherence 
structure, conversation structure, and coreference structure. These structures can 
help with text summarization, question answering, sentiment analysis, machine 
translation, and information extraction [31,32].

A language comprises organized and coherent collections of sentences, rather 
than unrelated and isolated sentences. Discourse refers to these coherent collec-
tions of sentences.

Discourse analysis, which involves developing algorithms and models for how 
statements combine to produce coherent discourse, is one of the most challenging 
problems in NLP.

Coherence and discourse structure are linked. The output quality of a natural 
language generation system is evaluated using coherence. For example, collect-
ing ten sentences from ten consecutive pages of a book will not form a discourse 
because these sentences will not display coherence.

For example, let us consider the following sentences:

Mr. Sourav Ganguly was unanimously elected as the President of the Board of 
Control for Cricket in India (BCCI). The decision was taken at the General Body 
Meeting in Mumbai on Wednesday after the former India Captain had filed his 
nomination for the post last week at the BCCI headquarters in Mumbai. Mr. 
Ganguly was the only candidate who filed his nomination for the President’s post.

The above text can be summarized as:

Sourav Ganguly was unanimously elected as the President of the Board of Control 
for Cricket in India (BCCI). The decision was taken at the General Body Meeting 
in Mumbai on Wednesday.

It is essential to know that the first part of the text is more important than the 
second to build the above summary. This can be inferred because a relation exists 
between the different sentences in the text passage – the sentences are coherent. 
This relationship between different sentences in a discourse is called coherence 
relation. Determining the coherence structure between the sentences based on 
coherence relations is a crucial task in discourse analysis.

Let’s take another example:

Rohit went to New Delhi to meet a potential investor and present his business pro-
posal. After he presented it, the entrepreneur waited for the capitalist’s response.

A few inferences that can be drawn from these sentences:

•	 “He” refers to Rohit, not the potential investor.
•	 “It” refers to the business proposal, not New Delhi.
•	 “Entrepreneur” refers to Rohit, and “capitalist” refers to the potential 

investor he was meeting.

These inferences are reasonably easy to make for humans. However, using pro-
nouns such as “he” and “it” and other references like “entrepreneur” for Rahul 
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may lead to ambiguities at the machine level. Resolving the ambiguities sur-
rounding such references is one of the most critical aspects of discourse analysis. 
This is called coreference resolution.

These two analyses comprise discourse analysis, and help us to find coherence 
among the different sentences of the text, and to determine the meaning behind dif-
ferent references – i.e., the pronouns and adjectives used for the entities in the text.

The following are applications of discourse analysis:

Pre-processing text – Discourse analysis is one of the preliminary steps for 
pre-processing data in several NLP techniques. Coreference resolution 
and coherence relations are both of utmost importance in pre-processing 
data to prepare it for information retrieval, information extraction, and 
text summarization, as well as working in parallel with topic segmenta-
tion for language modeling.

Detecting misrepresentation – Often, words can be slightly changed to con-
vey something in a subtly more positive or negative light. The publicists 
of celebrities and print and electronic news media employ often these 
tactics to achieve their goals. Applying discourse analysis to such broad-
casts and articles can give new insights on the discourse and help us 
dissect the document and see through these patterns to recognize what 
subtle changes are being made to change our impression about the con-
tent. This helps avoid being led astray.

2.11 � CONCLUSION AND FUTURE SCOPE OF NLP

This chapter has illustrated that NLP helps in automation and provides the abil-
ity for computer systems to interact with users in more human-friendly ways (see 
Figure 2.14).

The main goal for now will be to optimize current technology. We have the 
technology for chatbots, but their output is still robotic in nature, so if customers 
or users have a query regarding a service or product, they will select a human 
operator if given a choice, as they want the most accurate output to their query 
with the least input from them in the shortest possible time. This statement also 
applies to e-commerce or banking bots which large organizations have deployed 
– at the end of the day, customers will want the human touch.

One solution to this is simply to improve the way chatbots reply. One approach 
is to use data based on demographics and the pre-existing linguistics at the par-
ticular location so that the bot is prepared to respond in the same format as well 
as able to anticipate what questions may come next. This will also help the bot to 
understand any new situations. The other is to deploy data-based learning, where 
users may have queried or interacted with the system earlier, so we can teach the 
bot based on the past data. Similarly, the bot can be taught based on the user’s 
profile in the company’s database. If a user works in a media-based company and 
another user from the same company has posed a similar question, the bot can 
automatically recall that earlier query’s answer, which can help to save much time.
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In cyber security, there is major scope for NLP. Intelligence is essential in 
enabling organizations to prepare for cyber threats. As the Internet contains so 
much data, it is very arduous for humans to identify information on threats before 
an attack takes place, so crawlers have been invented to sift through websites for 
intelligence. With so much data to go through, even automated methods of gather-
ing such intelligence can be time-consuming, potentially making it worthless if the 
parsing time is too high. NLP can be used to identify true positive and discard false 
positive intelligence, using sentiment analysis or fact correlation-based analysis.

Another application is log parsing and alerting, where a log created by any 
system can be fed into an NLP application for analysis, be it behavioral-based or 
a normal system log, allowing the automation of some decisions or provision of a 
much simpler view to analysts.

Other applications for NLP include:

	 1.	Scanning computer code for vulnerabilities
	 2.	Scanning network data using .pcap, metadata, headers, etc. to detect 

intrusions with malicious intent
	 3.	Data leak prevention

The majority of the information presently available to us is still unstructured. 
As discussed earlier, NLP systems can extract structured data from a variety of 

Non Biased
NLP system

Least Human
intervention

Security
Improved Threat

Detection

Future Scope

Improved MultilingualImproved Accuracy

Improved NLP chat

FIGURE 2.14  Future scope
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sources, including texts, films, and audio. They are able to gather data by analyz-
ing the voice, word choice, and positive or negative tones in the manner of speech. 
They can also collect information from legal documents, medical records, and 
other sources, thus increasing the amount of structured data available to us.

So far, NLP applications have primarily focused on the English language. But 
now companies such as Facebook and Google are teaming up with NLP solution 
providers to introduce pre-trained multilingual NLP models. Successful large-scale 
implementation of these models will greatly increase the usability and reach of 
NLP applications. Multilingual support will increase applications that can assist 
users to find any required information using voice commands in their preferred lan-
guage rather than by typing them, thus increasing convenience for users and mak-
ing systems more accessible to members of the population who have special needs.

There will be improvements in the ability of virtual assistants to comprehend 
and respond to sophisticated, real-time conversations. Over time, these assistants 
will speak more naturally with people and be able to carry out tasks such as sug-
gesting improvements to business agreements, interpreting complex requests, and 
taking dictation.

One major application of NLP is creating unbiased moderator systems. As there 
is a human tendency to be opinionated about any topic, it is literally impossible 
for humans to be unbiased in all scenarios. Because of this tendency, many users 
of sites like Twitter get banned by moderators just because the users expressed 
ideas which are opposed to a moderator’s beliefs. As a solution to this, NLP can 
be used to decide whether the users are complying with the rules.

2.12 � DATASETS FOR NLP APPLICATIONS

Table 2.2 lists some datasets which are used in natural language applications.

TABLE 2.2
Datasets for NLP Applications

Dataset Name Link Purpose

Stanford Sentiment 
Treebank

http://nlp​.stanford​.edu​/sentiment​/
code​.html

Sentiment analysis

Free Spoken Digit 
Dataset

https://github​.com​/Jakobovski​/
free​-spoken​-digit​-dataset

Speech recognition

WordNet https://wordnet​.princeton​.edu Lexical database of English

SMS Spam Collection 
Data Set

https://archive​.ics​.uci​.edu​/ml​/
datasets​/sms​+spam​+collection

Spam detection

University of California 
Irvine Paper Reviews 
Data Set

https://archive​.ics​.uci​.edu​/ml​/
datasets​/Paper​+Reviews

Scientific paper reviews from an 
international conference on 
computing and informatics

Deepmind Question 
Answering Corpus

https://github​.com​/deepmind​/rc​
-data

Question answering using articles 
from the broadcaster CNN and 
the newspaper Daily Mail

http://nlp.stanford.edu
http://nlp.stanford.edu
https://github.com
https://github.com
https://wordnet.princeton.edu
https://archive.ics.uci.edu
https://archive.ics.uci.edu
https://archive.ics.uci.edu
https://archive.ics.uci.edu
https://github.com
https://github.com
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3.1 � INTRODUCTION

Today, the Internet is flooded with data, including information in the form of text 
data in digital documents. Most of these documents are large, unstructured, and 
unorganized, and processing them is an onerous task. We may not have time to 
completely read and understand all of them, but we often have to make important 
decisions based on what we absorb from the information they contain. Text sum-
maries can help to extract the important information. Berry, Dumais, and O’Brien 
(1995) defined text summarization as: “The process of distilling the most impor-
tant information from a source (or sources) to produce an abridged version for a 
particular user (or users) and task (or tasks).”

Automatic text summarization can be beneficial in a variety of day-to-day 
tasks, such as generating news headlines, making notes for students, preparing 
minutes of meetings, previewing of movies, designing summary reports, digests, 
etc. The task of summarization involves identifying information from a given 
document which is the most important to its content and condensing it. Several 
dimensions for text summarization have been reported in the literature, includ-
ing methods based on the number of input documents (single-versus multi-doc-
ument), the purpose (generic, domain-specific, or query-based), and the type of 
output required (extractive or abstractive) (Chuang and Yang, 2000).

Extractive and abstractive summarization are the two major approaches to text 
summarization. Extractive summarizations elects relevant, meaningful sentences 
from the text and arranges them in a comprehensive manner, whereas abstractive 
summarization produces a para phrase by importing information from the text. 
Our proposed method uses the extractive summarization approach, which is a 
popular way of carrying text summarization.

The chapter is organized as follows. Section 3.2 describes the approaches used 
for text summarization. The current state of art of text summarization is explored 
in Section 3.3 through a literature review. Section 3.4 discusses graph-based algo-
rithms. Section 3.5 describes the term frequency-inverse document frequency 
(TF-IDF) method. The methodology for the experiment on which this chapter 
is based is discussed in Section 3.6. The experiments we undertook to access 
the performance of the two algorithms, Text Rank and TF-IDF, are described in 
Section 3.7. Finally, Section 3.8 presents our conclusions.

3.2 � TEXT SUMMARIZATION APPROACHES

Text summarization approaches can be divided into various categories based on 
different factors such as the number of documents, the required outputs, and the 
purpose, language, and content. The approaches can also be categorized as single 
or multi-document, extractive or abstractive, generic or query-based, supervised or 
unsupervised, mono-, multi- or cross-lingual, web-based, email-based, personal-
ized, updating, sentiment-based, or survey-based. El-Kassas et al. (2021) described 
different approaches used for text summarization, as shown in Figure 3.1.
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3.2.1 �T ext Summarization Based on Number of Documents

Automatic summaries can be generated for either a single input document or 
multiple documents. More challenges are posed by summaries generated using 
multiple documents. Redundancy reduction is a key parameter which has been 
subject to experiments by different researcher to get the best results when of sum-
marizing multiple documents.

3.2.2 �T ext Summarization Based on the Summary’s Purpose

According to the purpose, summaries can be either generic or query-focused. 
Query-focused summaries are also sometimes referred as topic-focused or 
user-focused. Generic summaries convey a general sense of the information in 
documents.

3.2.3 �T ext Summarization Techniques

Text summarization can be carried out using supervised or unsupervised learn-
ing techniques (Allahyari et al., 2017). Supervised learning requires a huge 
amount of annotated data to identify important content among the informa-
tion. Support vector machines (SVMs)and neural networks are among the most 
popular techniques. Unsupervised techniques do not require any training data. 

Classification of Automatic Text Summarization Systems

Single Document
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FIGURE 3.1  Approaches to text summarization
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These techniques extract highly relevant content from the documents based on 
clustering.

3.2.4 �T ext Summarization Based on Level of Language

Summaries can be categorized into three types – mono-lingual, multi-lingual, or 
cross-lingual. In mono-lingual summarization, the language of the source docu-
ment and target summary is the same. In multi-lingual summarization, docu-
ments in more than one language are used as the source, and the summary is also 
represented in these languages. In cross-lingual summarization, the source and 
target languages are different – for example, the source language may be English 
and target summary may be in Hindi.

3.2.5 �T ext Summarization Based on Output Style

Summaries generated by a system can be indicative or informative. An indica-
tive summary presents an overview of the document, whereas an informative 
summary gives the information in elaborative form in keeping with the topic 
coverage.

3.2.6 �T ext Summarization Based on the Summary’s Characteristics

This is the most important method of categorization in automatic text summariza-
tion. Summaries can be classified as extractive or abstractive. An extractive sum-
mary is the result of taking a few relevant sentences from the original document. 
The summary’s length will depend on the compression ratio used. An abstractive 
summary does not use words and phrases from the source document (Gupta and 
Gupta,2019). It uses an abstract of the content to reinterpret and generate a sum-
mary which includes the meaning of important information (Gerani et al., 2014). 
The new sentences that result are generally called paraphrases.

Extractive summarization methods generate summaries by taking a subset of 
the sentences from the original source document or documents. The main idea of 
summarization, as given by Nenkova and McKeown (2012), is represented in the 
following three-step process:

Step 1: Create an intermediate representation of the source text.
Step 2: Using any scoring method, calculate the score of the sentences 

based on the intermediate representation
Step 3: Extract a summary using the top-scored most important sentences 

with the help of any optimization technique.

El-Kassas et al. (2021) described the complete architecture of the extractive text 
summarization process as shown in Figure 3.2.
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3.3 � LITERATURE SURVEY

Mishra et al. (2012) designed an effective stemmer for the Hindi language: 
Maulik. It works purely on devanagari script, and uses a combination of the brute 
force and suffix removal approaches for stemming.

Kaur and Singh (2013) proposed a procedure that produces a summary by 
applying five unique provisions. First, loads are determined for explicit sentences, 
then an outline is created. Next, deadwood rules are applied to the resultant out-
line to eliminate words and expressions with no significance. This approach will 
abbreviate a text while retaining meaning.

Thaokar and Malik (2013) proposed an idea for summarizing Hindi text based 
on the sentence extraction method. The Hindi WordNet is used to carry out parts-
of-speech tagging of words to checking the subject-object-verb structure of the 
sentence. Agenetic algorithm is used to optimize the generated summary to maxi-
mize the theme coverage and to minimize redundancy.

Singh and Verma (2014) proposed a system where new features are represented 
for Punjabi text using an extractive approach. It consists of two phases:(1) pre-pro-
cessing and (2) processing. Pre-processing recognizes word and sentence bound-
aries as well as eliminating Punjabi stop words and identifying root words. In the 
processing phase, weight is assigned to each sentence so that unwanted sentences 
can be eliminated from the input text.

Kumar et al. (2015a) worked on automatic text summarization by using a 
graph-based algorithm for the Hindi language. It uses the weighted graph tech-
nique for summarization.

Kumar and Yadav (2015b) presented an improvised extractive technique for 
Hindi text summarization based on a thematic approach.

Gupta et al. (2016) explored text summarization using a rule-based approach to 
remove dead phrases and deadwood.

Source
Document

Target
Summary

Pre-Processing Post-Processing

Creating a Representation
of Text

Extraction of High Scored
Sentences

Scoring of Sentences

FIGURE 3.2  Extractive text summarization system
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Gulati et al. (2017) discussed a novel technique for Hindi text summarization 
for multiple documents. It is based on a fuzzy inference system, and is used for 
feature extraction for news articles.

Dalal et al. (2017) described a method of automatic text summarization using 
semantic graphs and particle swarm optimization for the Hindi language. It is 
based on linguistic, semantic, and syntactic feature extraction and semantic graph 
construction.

Yao, Pengzhou, and Chi (2019) proposed a keyword extraction technique using 
Text Rank and a TF-IDF algorithm to produce a summary of text.

Jain (2019) proposed an extractive approach for text summarization based on a 
cosine similarity approach that calculates the similarity score between sentences 
to generate a summary. More recent work on natural language processing (NLP) 
is shown in Table 3.1.

3.4 � GRAPH-BASED ALGORITHMS

The Internet can be represented as a directed graph in which each node is a web-
page and links are present between node i and node j if there is a link from page i to 
page j. Let in(i) be thein degree of webpage, meaning the number of websites link-
ing to this page, and let out(i) be the websites that page i links to (see Figure 3.3).

TABLE 3.1
Recent Research in NLP

Year Authors Title Work Done

2017 John X. Qiu and Hong-Jun 
Yoon

“Deep Learning for 
Automated Extraction of 
Primary Sites from 
Cancer Pathology 
Reports”

Implementation of 
extractive summarization 
using convolutional neural 
networks to extract 
topographical codes

2020 Reda Elbarougy, Gamal 
Behery, and Akram El 
Khatib

“Extractive Arabic Text 
Summarization Using 
Modified PageRank 
Algorithm”

An approach for Arabic text 
summarization that focuses 
on retrieval of important 
information

2021 William Chen, Kensal 
Ramos, Kalyan Naidu 
Mullaguri, and Annie S. 
Wu

“Genetic Algorithms for 
Extractive 
Summarization”

Investigation of various 
genetic algorithms that 
provide more efficient 
solutions

2021 Mohd Khizir Siddiqui, 
Amreen Ahmad, Om Pal, 
and Tanvir Ahmad

“CoRank: A Clustering 
cum Graph Ranking 
Approach for Extractive 
Summarization”

Two-stage selection model 
for sentences that involves 
clustering and then ranking 
of sentences



63Graph-based Extractive Approach for Text Summarization﻿

In Figure 3.3, there are seven pages, numbered from 0 to 6, and their indegree 
and outdegree can be expressed as in(0) = 1,3,4, 5,6},out(0) = {}.

A variety of graphical algorithms are used to rank Internet sites, including the 
PageRank algorithm and the Text Rank algorithm.

3.4.1 �P ageRank Algorithm

The PageRank algorithm was developed by Larry Page, one of the founders of 
Google. Initially, it was used to rank web pages (Brin and Page, 1998). It defines 
the importance of a web page by counting the number of links to it. This is based 
on the assumption that the number of external links to a webpage indicates its 
importance (Bryan and Leise, 2006). Scores are allocated to every page to signify 
their importance. PageRank values lie between 0 and 1.

PageRank Calculation:

	 PR u
PR v
out vv in u

( ) = ( )
( )( )å 

	 (Equation 3.1)

The PageRank value of a page u is dependent on the PageRank values of each 
page v contained in the set in(u) (the set of all pages linked to page u) divided by 
the number |out(v)| of outgoing links from page v.

PageRank is an iterative procedure. Iteration 1 initializes all ranks to be 1/
(number of total pages), and the next iteration applies the algorithm For each 
page u, update u’s rank to be the sum of each incoming page v’s rank from the 
previous iteration, divided by the number total number of links from page v. This 
algorithm uses many passes or iterations.

3.4.2 �T ext Rank Algorithm

PageRank provides the basis for the Text Rank algorithm, which is used for 
the automatic summarization of text (Mallick et al., 2018). It is used in NLP 

1

4 52 3 6

0

FIGURE 3.3  Graphical representation of Web Graph
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applications. This is unsupervised method of extractive summarization. It is lan-
guage-independent, so it can be used for any language.

Text Rank is similar to PageRank in many ways. In Text Rank, a sentence 
plays the same role as a web page in PageRank, and PageRank’s webpage transi-
tion probability is equivalent to Text Rank’s similarity between two sentences.

In Text Rank, sentences are the units, and they are ranked by finding similari-
ties to other sentences (Mihalfcea and Tasrau,2004).

The steps for Text Rank are as follows:

	 1.	Extract text from given documents.
	 2.	Split the text into individual sentences.
	 3.	Convert the sentences into vectors (word embeddings).
	 4.	Calculate the similarity between the sentences and store it in the form of 

a similarity matrix.
	 5.	Convert the similarity matrix into a graph where sentences are the ver-

tices and similarity scores are the edges in order to calculate the sen-
tences’ rankings.

	 6.	The top-ranked sentences are chosen to generate the summary.

3.5 � TF-IDF ALGORITHM

Term frequency-inverse document frequency is a statistical measure that finds 
how relevant a word is to a text document (Kim and Gil,2019; Yao et al., 2019). 
The algorithm weighs keywords in the input text and assigns importance to each 
of them on the basis of the number of times they are present in the document.

This is calculated with the help of two values. The first is term frequency, which 
means, how many times a word is present in a document. This can be calculated by 
counting the instances of a word in a document. The second is inverse document 
frequency of the key word across a set of documents. It finds how rare or how com-
mon a word is in a set of documents (Manning et al., 2008). If the value is closer to 
0, the word is very common. The TF-IDF score is calculated by the formula given 
in Equation 3.2, where t is the keyword, d is the document, D is the entire docu-
ment set, and N is the total number of documents in the document set:

	 tf idf t d D tf t d idf t D, , , ,( ) = ( ) ( )* 	 (Equation 3.2)

where:

	 tf t d freq t d, ,( ) = + ( )( )log 1 	 (Equation 3.3)

and

	 idf t D N
Count d D t d

,
:

( ) =
Î Î( )

æ

è
çç

ö

ø
÷÷log 	 (Equation 3.4)
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This algorithm has many uses, most importantly in text analysis, and is widely 
used for scoring key words in machine learning algorithms for NLP.

3.6 � METHODOLOGY

The research for this chapter focused on the extractive summarization method, 
which finds the most relevant sentences in an input document. Extractive text 
summarization starts with text pre-processing, such as stop word removal and 
extraction of sentences based on features, after which the sentences are selected 
and combined to produce a summary. This is an unsupervised technique which 
does not use a labeled dataset. Figure 3.4 shows the workflow.

The most important aspect of this work was calculation of similarity values 
among the sentences, and TF-IDF and cosine similarity methods were used 
for this. Text in two different languages was used for the summary generation: 
English and Hindi.

Initially, the input text data was taken and split into sentences, and pre-pro-
cessing took place to clean the input data.

Cosine similarity is used to determine how similar documents are irrespective 
of their sizes. It calculates the cosine angle between two n-dimensional vectors in 
an n-dimensional space. It is calculated by following formula:

	 cos
.q = = + å

å å

� ��

��
a b
ab

a b

a b

i
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i i

i

n

i
i

n

i
2 2

	 (Equation 3.5)

where
� �

…a b n n. = = + + +å i

n

i ia b a b a b a b1 1 2 2  is the dot product of two vectors.

Calculation of similarity is carried out to determine the graphical structure, 
which is finally used to define the ranks of the sentences. In this research project, 
60% compression was used, so 40% of the top-ranked sentences were used to 
generate the summary.

Input text
Pre-processing and splitting of

input text into individual sentences
Vector representation of

sentences

Selection of high ranked
sentences and summary generation

Graph representation Calculation of similarity score

FIGURE 3.4  Workflow
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3.7 � EXPERIMENTAL RESULTS

For the purposes of the experiment, two datasets, one from English and another 
from Hindi, were considered. The Text Rank algorithm and TF-IDF algorithm 
were applied to each dataset. Both the algorithms were tested with a 40% sum-
mary, meaning the algorithms were tested with a 60% compression ratio. Once 
the same text in English was fed to both the algorithms, both were again tested 
for Hindi text. An ample number of datasets were available in Hindi for machine 
learning. They were downloaded from various sites, such as https://metatext​.io​/
datasets​-list​/hindi​-language; other examples of Hindi NLP datasets include HC 
Corpora and the Hindi English Recognition Corpus.

The Text Rank algorithm calculates the similarity between sentences on the 
basis of cosine similarity. Initially, vectors for each sentence are constructed, then 
cosine similarity is calculated among all the elements of vectors. Vectors contain-
ing higher similarity scores are included in the summarized text.

The TF-IDF algorithm computes similarity on the basis of term frequency 
and inverse document frequency, and sentences with higher TF-IDF scores are 
included in the summarized text.

3.7.1 �E nglish Original Text

There are the times when night sky glows with various colors of bands. The bands may begin with 
cloud like shapes and then they spread into a great arc across the entire sky. They may fall in folds 
like a curtain drawn across the heavens. Lights usually grow brighter, and then they suddenly get 
dim. During this time sky glows with pale yellow, bright pink, chloro green, violet, cyano blue, 
and eosino red. These lights are named as the Aurora Borealis. Some people also call them the 
Northern Lights. The scientists have been continuously watching them for hundreds of years. 
They are not so confident about what causes them. In ancient times people were very afraid of the 
Lights. They imagined that they saw some fiery dragons in the sky. Some even concluded that the 
heavens were on the fire.

The Text Rank similarity scores for this passage are shown in Table 3.2.
Figure 3.5 shows the experimental results for the English text using the Text 

Rank algorithm on a 60% compression ratio.

3.7.2 �S ummary Produced Using the Text Rank Algorithm

Some people also call them the Northern Lights. In ancient times people were very afraid of the 
Lights. The bands may begin with cloud like shapes and then they spread into a great arc across 
the entire sky. They may fall in folds like a curtain drawn across the heavens. Some even 
concluded that the heavens were on the fire.

The TF-IDF scores for this passage are shown in Table 3.3.

https://metatext.io
https://metatext.io
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TABLE 3.2
Similarity Scores According to the Text Rank Algorithm

Sentence No. Sentence No. Similarity Score

1 2 0.12

1 3 0.08

1 4 0.00

1 5 0.20

1 6 0.20

1 7 0.10

1 8 0.08

1 9 0.09

1 10 0.26

1 11 0.08

1 12 0.16

2 3 0.32

2 4 0.21

.. .. ..

.. .. ..

10 11 0.10

10 12 0.27

11 12 0.26

FIGURE 3.5  Text Rank results for English text
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3.7.3 �S ummary Produced Using the TF-IDF Algorithm

These lights are named as the Aurora Borealis. The scientists have been continuously watching them 
for hundreds of years. They are not so confident about what causes them. They imagined that they 
saw some fiery dragons in the sky. Some even concluded that the heavens were on the fire.

Figure 3.6 shows the experimental results for the English text the TF-IDF algo-
rithm on a 60% compression ratio.

TABLE 3.3
Scores According to the TF-IDF Algorithm

Sentence No. Score

1 0.10

2 0.07

3 0.10

4 0.11

5 0.06

6 0.19

7 0.15

8 0.18

9 0.36

10 0.12

11 0.16

12 0.20

TF-IDF Results for English Text

Sentence No.

S
co

re

2

0.35

0.30

0.25

0.20

0.15

0.10

0.05
4 6 8 10 12

FIGURE 3.6  TF-IDF results for English text
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3.7.4  hindi originaL text

प्रदषणू  की समस्या आज मयानव समयाज के सयामने खड़ी सबसे गंभीर समस्याओं में से एक है | पिछले कुछ 
दशकों में प्रदषणू  जजस तेजी से बढ़या है उसने भपवष् में जीवन के अजसततव िर ही प्रश्नचिनह लगयानया शुरू 
कर दद्या है | संसयार के सयारे देश इससे होनेवयाली हयाचन्ों को लेकर चिंचतत है | संसयार भर के वैज्याचनक 
आए ददन प्रदषणू  से संबंचित ररिोर्ट प्रकयाचशत करते रहते हैं और आनेवयाले खतरे के प्रचत हमें आगयाह 
करते रहते हैं | आज से कुछ दशकों िहले तक कोई प्रदषणू  की समस्या को गंभीरतया से नहीं लेतया थया | 
प्रकृचत से संसयािनों को प्रयाप्त करनया मनुष् के चलए सयामयान् बयात थी | उस सम् बहुत कम लोग ही ्ह 
सोि सके थे दक संसयािनों कया अंियािुंि उि्ोग हयाचन भी िहँुिया सकतया है | हम जजतनया भी प्रकृचत से लेते, 
प्रकृचत उतने संसयािन दोबयारया िैदया कर देती | ऐसया लगतया थया जैसे प्रकृचत कया भंडयार असीचमत है, कभी 
ख़तम ही नहीं होगया | लेदकन जैसे-जैसे जनसंख्या बढ़ने लगी, प्रयाकृचतक संसयािनों कया दोहन बढ़तया ग्या | 
वनों को कयारया ग्या, अ्सकों के चलए जमीनों को खोदया ग्या | मशीनों ने इस कयाम में और तेजी लया दी | 
औद्ोचगक कयंाचत कया प्रभयाव लोगों को ि्या्टवरण िर ददखने लगया | जंगल ख़तम होने लगे | उसके बदले 
बड़ी-बड़ी इमयारतें, कल-कयारखयाने खुलने लगे | इससे प्रदषणू  की समस्या हमयारे सर िर आकर खड़ी हो गई 
| आज प्रदषणू  के कयारण शहरों की हवया इतनी दपूषत हो गई है दक मनुष् के चलए सयँास लेनया मुज्कल हो 
ग्या है | गयादड़्ों और कयारखयानों से चनकलनेवयालया िुआँ हवया में जहर घोल रहया है | इससे तेजी से वया् ु
प्रदषणू  बढ़ रहया है | देश की रयाजियानी ददलली में तो प्रदषणू  ने खतरे कया चनशयान ियार कर चल्या है | 
कयारखयानों से चनकलनेवयालया किरया नदद्ों और नयालों में बहया दद्या जयातया है | इससे होनेवयाले जलप्रदषणू  
के कयारण लोगों के चलए अब िीने लया्क ियानी चमलनया मुज्कल हो ग्या है | खेत में खयाद के रूि में प्र्ोग 
होनेवयाले रयासया्चनक खयादों ने खेत को बंजर बनयानया शुरू कर दद्या है | इससे भूचम प्रदषणू  की समस्या भी 
गंभीर हो ग्ी है | इस तरह प्रदषणू  तो बढ़ रहया है दकंतु प्रदषणू  दर करने के चलए जजन वनों की जरुरत है 
वो ददन-ब-ददन कम हो रहे हैं | प्रदषणू  के कयारण िरती कया तयािमयान बढ़ रहया है | ओजोन ले्र में कई छेद 
हो िुके हैं | नदद्ों और समुद्ों में जीव-जंत मर रहे हैं | कई देशों कया मौसम बदल रहया है | कभी बेमौसम 
बरसयात हो रही है तो कभी पबलकुल वषया ्ट नहीं हो रही | इससे खेती को बहुत नुकसयान हो रहया है | ध्ुवों की 
बर्ट  पिघल रही है, जजससे समुद् के दकनयारे जो देश और शहर हैं, उनके डूबने कया खतरया बढ़ ग्या है | 
दहमयाल् के गलेचश्र पिघल रहे हैं | जजससे गंगया, ्मुनया और ब्रह्मिुत्र जैसी नदद्ों के लुप्त होने की 
संभयावनया आ गई है | ऐसे गंभीर सम् में ्ह आव््क हो ग्या है दक संसयार के सयारे देश चमलकर प्रदषणू  
की इस समस्या िर लगयाम लगयाए | उद्ोगों के चलए प्रकृचत को नष्ट नहीं दक्या जया सकतया | जब जीवन ही 
खतरे में िड़ रहया है तो जीवन को आरयामदया्क बनयानेवयाले उद्ोग क्या कयाम आएँगे | अभी हयाल ही में (१२ 
ददसंबर २०१५) संसयार के १९६ देश प्रदषणू  िर चन्ंत्रण के चलए फयंास की रयाजियानी िेररस में इकट्े हए थे 
| सबने चमलकर ्ह चनश्च् दक्या है दक िरती के तयािमयान को मौजूदया तयािमयान से दो दडग्ी से ज्यादया 
बढ़ने नहीं दद्या जयाएगया | देर से ही सही िर ्ह सही ददशया में बढया्या हआ कदम है | ्दद इसिर वयासतव 
में अमल दक्या ग्या तो िेररस अचिवेशन मनुष् जयाचत के चलए आशया की सवजण्टम दकरण सयापबत होगी | 
उममीद है दक हम ि्या्टवरण की रक्या के चलए सही कदम उ्याएँगे और आनेवयाली िीढ़ी को प्रदषणू  के 
दषुिररणयामों से बियाएँगे |

ू

ु

ु

ु

Table 3.4 shows the scores for the Text Rank algorithm.
Figure 3.7 shows the experimental results for the Hindi text using the Text 

Rank algorithm on a 60% compression ratio.
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TABLE 3.4
Similarity scores According to the TextRank Algorithm

Sentence No. Sentence No. Similarity Score

1 2 0.28

1 3 0.15

1 4 0.13

1 5 0.29

1 6 0.14

1 7 0.06

1 8 0.06

1 9 0.00

1 10 0.00

1 11 0.07

.. .. ..

.. .. ..

39 42 0.28

40 41 0.06

40 42 0.26

41 42 0.18

FIGURE 3.7  Text Rank results for Hindi text
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3.7.5  suMMary produced using the text ranK aLgorithM

आज प्रदषण क कयारण शहरों की हवया इतनी दपषत हो गई ह दक मनषु् क चलए सयास लनया 
मज्कल हो ग्या ह| इसस होनवयाल जलप्रदषण क कयारण लोगों क चलए अब िीन लया्क ियानी 
चमलनया मज्कल हो ग्या ह| गयादड़्ों और कयारखयानों स चनकलनवयालया िआ ँहवया म जहर घोल रहया 
ह| कयारखयानों स चनकलन वयालया किरया नदद्ों और नयालों म बहया दद्या जयातया ह| इसस प्रदषण 
की समस्या हमयार सर िर आकर खड़ी हो गई| इसस भचम प्रदषण की समस्या भी गंभीर हो 
ग्ी ह| इसस तजी स वया् प्रदषण बढ़ रहया ह| प्रदषण क कयारण िरती कया तयािमयान बढ़ रहया 
ह| इस तरह प्रदषण तो बढ़ रहया ह दकत ुप्रदषण दर करन क चलए जजन वनों की जरुरत ह वो 
ददन-ब-ददन कम हो रह ह| ऐस गंभीर सम् म ्ह आव््क हो ग्या ह दक संसयार क सयार दश 
चमलकर प्रदषण की इस समस्या िर लगयाम लगयाए| पिछल कछ दशकों म प्रदषण जजस तजी 
स बढ़या ह उसन भपवष् म जीवन क अजसततव िर ही प्रश्नचिनह लगयानया शरू कर दद्या ह| खत 
म खयाद क रूि म प्र्ोग होनवयाल रयासया्चनक खयादों न खत को बंजर बनयानया शरू कर दद्या ह| 
उममीद ह दक हम ि्यावरण की रक्या क चलए सही कदम उ्याएग और आनवयाली िीढ़ी को प्रदषण 
क दषिररणयामों स बियाएग| कई दशों कया मौसम बदल रहया ह|
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Table 3.5 shows the results using the TF-IDF algorithm.
Figure 3.8 shows the experimental results for the Hindi text using the TF-IDF 

algorithm on a 60% compression ratio.

TABLE 3.5
Scores According to the TF-IDF Algorithm

Sentence No. TF-IDF Score

1 (प्रदषण की समस……) 0.15

2 (पिछल कछ दशकों……) 0.12

3 (संसयार क सयार द……) 0.21

4 (संसयार भर क वजै……)
0.11

5 (आज स कछ दशकों……) 0.19

6 (प्रकचत स संसया……) 0.23

7 (उस सम् बहत कम……) 0.20

8 (हम जजतनया भी प्र……) 0.20

9 (ऐसया लगतया थया जस……) 0.16

10 (लदकन जसै-जसेै……) 0.16

11 (वनों को कयारया ग्……) 0.24

12 (मशीनों न इस कया……) 0.29

13 (औद्ोचगक कयात……)
0.22

(Continued)
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TABLE 3.5 CONTINUED
Scores According to the TF-IDF Algorithm

Sentence No. TF-IDF Score

14 (जंगल ख़तम होन……) 0.47

15 (उसक बदल बड़ी-ब……)
0.21

16 (इसस प्रदषण की……) 0.17

17 (आज प्रदषण क क……) 0.14

18 (गयादड़्ों और कयारख……)
0.21

19 (इसस तजी स वया……) 0.20

20 (दश की रयाजियानी……) 0.18

21 (कयारखयानों स चनक……) 0.24

22 (इसस होनवयाल ज……)
0.14

23 (खत म खयाद क……) 0.17

24 (इसस भचम प्रद……) 0.20

25 (इस तरह प्रदषण……)
0.20

26 (प्रदषण क कयारण……) 0.21

27 (ओजोन ल्र म क……) 0.41

28 (नदद्ों और समदु्……)
0.38

29 (कई दशों कया मौस……)
0.54

30 (कभी बमौसम बरसया……) 0.36

31 (इसस खती को बह……)
0.45

32 (ध्वों की बर……) 0.13

33 (दहमयाल् क गलश……) 0.51

34 (जजसस गंगया, ्म……)
0.16

35 (ऐस गंभीर सम् म……) 0.13

36 (उद्ोगों क चलए……) 0.32

37 (जब जीवन ही खतर……) 0.21

38 (अभी हयाल ही म……) 0.09

39 (सबन चमलकर ्ह न……) 0.16

40 (दर स ही सही ि……) 0.35

41 (्दद इसिर वयासतव……) 0.13

42 (उममीद ह दक हम……) 0.12
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3.7.6  suMMary produced using the tf-idf aLgorithM

वनों को कयारया ग्या, अ्सकों क चलए जमीनों को खोदया ग्या | मशीनों न इस कयाम म और तजी 
लया दी | जंगल ख़तम होन लग | कयारखयानों स चनकलनवयालया किरया नदद्ों और नयालों म बहया 
दद्या जयातया ह | ओजोन ल्र म कई छद हो िक ह | नदद्ों और समदु्ों म जीव-जंतु मर रह 
ह | कई दशों कया मौसम बदल रहया ह | कभी बमौसम बरसयात हो रही ह तो कभी पबलकल वषया 
नही हो रही | इसस खती को बहत नकुसयान हो रहया ह | दहमयाल् क गलचश्र पिघल रह ह | 
उद्ोगों क चलए प्रकचत को नष्ट नही दक्या जया सकतया | दर स ही सही िर ्ह सही ददशया म 
बढया्या हआ कदम ह |
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3.8  CONCLUSIONS AND FUTURE DIRECTIONS

In the experiments covered in this chapter, the Text Rank and TF-IDF algorithms 
were applied. Text Rank is a graph-based algorithm that summarizes text based 
on similarity scores. This algorithm was applied to Hindi as well as English text 
to show the contrasts with the TF-IDF algorithm.

The authors observed that on the given data set, the Text Rank algorithm per-
formed better than TF-IDF. The original text in English is about some lights, 
bands, and the sky. These important terms were included in the summarized text 
by to Text Rank algorithm, but the summary produced by TF-IDF did not convey 
this type of relevant information.

In case of the original Hindi text, the actual context is pollution (प्रदषणू ). The 
summary produced by the Text Rank algorithm included important sentences, as 
many of them contained the Hindi word for “pollution.” This happened because 
the Text Rank algorithm compares two sentences and checks common words 
among them, then provides a similarity score on the basis of matching words. 

TF-IDF Results for Hindi Text

0.5

0.4

S
co

re

0.3

0.2

0.1

0 10 20 30 40
Sentence No 

FIGURE 3.8 TF-IDF results for Hindi text
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But these types of important words were not present in the summary produced 
by TF-IDF. This is because the TF-IDF algorithm first counts the frequency of 
each word in a sentence (or document), then calculates the IDF by considering 
single occurrence of word in a sentence whether the word appears more than 
once.

Therefore, our conclusion is that for given datasets, Text Rank out performs 
the TF-IDF algorithm. In future work, more similarity measures could be used 
and their effect studied. Since Text Rank is language-independent, summariza-
tion of other languages could also be tested.

Judging the quality of summaries is a challenging task since it is subjective. 
In the future, the authors would like to compare these two algorithms in terms 
of various concrete parameters such as accuracy, precision, recall, etc. The sum-
maries produced could be compared to standard summaries, and the efficiency 
of the algorithm would be computed accordingly. The authors would also like to 
develop a customized Text Rank algorithm that would give better results.
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4 Graph Embeddings 
for Natural Language 
Processing

Jyoti Gavhane, Rajesh Prasad, and Rajeev Kumar

4.1 � INTRODUCTION

Graphs are frequently used in diverse real-world applications and presentations. 
Social networks are huge graphs of individuals who follow each other (e.g., 
Facebook, Twitter, Instagram), biologists use graphs of protein and gene rela-
tions, and data communication networks are represented with the help of graphs. 
Without language usage, communication is quite difficult. Are “graph” and “lan-
guage” terms correlated? The answer is- Yes! A graph is a pictorial representa-
tion, whereas a language usually uses verbal concepts. Although they appear in 
different forms, there is a strong relationship among these terminologies. A graph 
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is nonlinear data structure. It is an influential formal tool to represent and apply 
multiple aspects associated to language processing. The field of natural language 
processing (NLP) or computational linguistics builds on techniques and insights 
from several different disciplines, principally theoretical linguistics and computer 
science, but with some input from mathematical logic and psychology.

In simple terms, natural language processing interprets the meaning of lan-
guage via computational techniques. Though the term NLP may appear simple, it 
is quite difficult to implement and map language using computational skills and 
techniques, but it isn’t impossible. Graphs are not only associated with NLP, but 
are also used to solve challenges or problems encountered by NLP. This chapter 
will try to provide an overview of how NLP difficulties have been treated in 
graphical contexts, focusing in particular on graph construction – a critical step 
in exhibiting data to highlight targeted phenomena.

The process of mapping some complex object, a textual document, a colored 
image, or a graph into something simple, a fixed-length vector – e.g., a cluster of 
numbers or a matrix that captures the significant key features of a complicated 
object while rendering it as fewer low-dimensional objects is called embedding.

This chapter will focus on providing an overview of graph embedding tech-
niques for NLP and will feature a few examples of graph embeddings. This effort 
may help researchers to solve problems related to question answering systems, 
ranking for academic search, well-structured text analysis and classification, fact-
checking, explanation regeneration, and many more NLP applications.

4.1.1 �N atural Language and Natural Language Processing

Language is the primary means of communication that enables a human or an 
animal to convey messages with each other. Animals cannot talk as we do, but 
they are able to communicate in their own languages, and some humans are able 
to understand their communication. But this chapter will not focus on that domain 
in terms of language, but rather on language as the means by which human com-
municates with other human to convey his or her ideas, opinions, suggestions, or 
any other message. In this computational era, we need to consider not only speech 
(e.g., audio, video, podcasts, and webinars), but also text (e.g., news, menus, sig-
natures, emails, text messages, blogs, web pages, articles, and bar codes). There is 
another form of language which we call gesture – i.e., neither speech nor text. All 
these aspects can be considered natural language.

Humans communicate with the help of language which consists of words, 
sentences, grammar, tenses, etc. “Word” is the basic unit of any language. As a 
child grows, he or she starts to use gestures, and after that, words. By listening 
to words uttered by a child, we can start to interpret the meaning he or she wants 
to convey. What, then, is the meaning of language? It consists of words used in 
a structured and conventional way and conveyed by speech, writing, or gesture. 
Linguistics is basically the precise study of language, which includes its syntax 
(grammar), meanings of words (semantics), and spoken language sounds (phonet-
ics), and natural language processing is a branch of linguistics.
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Now the next question arises: why do we process language? First, we will 
consider NLP as an acronym for natural language processing. In a wide sense, it 
covers any kind of computer manipulation of natural language. This could be as 
simple as calculating frequencies of words to compare different writing styles. In 
another sense, NLP involves “understanding and appreciating” complete human 
utterances or expressions to the degree of being able to give suitable responses 
to them [1]. We all know that computers are used to process data, like a human 
brain processes the linguistic data to find and understand meaning. Wherever we 
use the term “processing” in this chapter, we are referring to processing with the 
help of computational techniques and the major role played by computer systems 
themselves.

Natural language processing is a broad term referring to automatic computa-
tional processing of human languages. This includes both algorithms that take 
human-produced text as input, and algorithms that produce natural looking text 
as outputs [2]. Nowadays, NLP is considered a revolutionary subfield of artificial 
intelligence. Whereas our brain can process language data very quickly, comput-
ers cannot. Computers rely on algorithms, machine learning, deep learning, and 
many more strategies to do the same thing, then have to test the results to verify 
their accuracy. If the result is wrong, a decision may be wrong, so humans have 
to face consequences of that incorrect output. Therefore, it is crucial to process 
language in the correct manner.

4.1.2 �P rocessing: A Module in Machine Learning

Learning is a continuous process. In this context, when we refer to a “process,” a 
computer has to follow certain steps to achieve a correct result. A simple example 
using Amazon’s popular data cloud-based voice service Alexa will demonstrate 
the steps:

	 1.	A human interacts with Alexa or gives an instruction in the form of ver-
bal communication.

	 2.	Alexa captures the audio or human voice.
	 3.	The system converts the audio into text.
	 4.	The system processes the text data.
	 5.	The system convert the processed data to audio.
	 6.	Alexa responds to the human by playing and audio file as if it’s a human 

speaking to a human.

There are a number of applications of NLP we use in day-to-day life, such as 
Google Maps voice assistance, email assistance, chatbots, spam filters, autocor-
rect feature in word processing software, e-commerce search engines, and home 
appliances (fans, lights, fridge, door locks, air conditioners, etc.).

This chapter will look at the different techniques used for NLP. Appropriate 
techniques are needed to help process natural language, so let’s see how to 
achieve this.
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4.2 � COMPUTATIONAL TECHNIQUES

4.2.1 �H ow NLP Works

NLP involves applying algorithms to categorize and extract natural language 
rules such that amorphous language data is converted into computer-understand-
able form. When text is provided, the computer extracts the meaning associated 
with sentences and words included in that text.

Terms associated with NLP include text analysis, text classification, informa-
tion retrieval/extraction, and information abstraction.

Text analysis and classification use rule-based methods and machine learning-
based methods.

There are some challenges posed by using these methods for text analysis. The 
term “graph embeddings” was coined to address some of the challenges or limita-
tions encountered by NLP.

Graph embeddings try to address very challenging NLP issues, such as:

	 1)	Question answering (Bordes et al., 2014)
	 2)	Ranking for academic search (Xiong et al., 2017)
	 3)	Text classification (Yao et al., 2019)
	 4)	Fact checking (Zhong et al., 2020)
	 5)	Explanation regeneration (Li et al., 2020)

4.2.2 �G raph Embeddings

Graph embedding involves machine learning using graphs, and is a technique of 
machine learning or deep learning used to develop natural language processing. 
When we combine the terms “graph” and “embedding,” it describes a special 
technique which helps in natural language processing, but first, we need to under-
stand the basics of these two words separately.

4.2.2.1 � Graph
First, we need to try to understand the simple meaning of a graph. A graph  
G = (V, E) is a structure consisting of a set of vertices (or nodes) V = {vi|i = 1, n},  
some of which are connected through a set of edges E = {(vi, vj)|vi, vj ∈ V}. In 
a weighted graph Gw = (V, E, W), the edges have associated to them a weight 
or cost wij: W = {wij|wij is the weight/cost associated with edge (vi, vj), wi,j ∈ R}. 
Edges can be directed or undirected. In simpler terms, a graph is considered as 
a collection of nodes called vertices or nodes, and collection of segments called 
lines or edges.

The graph G = {V, E} is a nonlinear data structure. It is a powerful depiction 
formalism that can be applied to a diverse features associated with language pro-
cessing. Here is an outline of how NLP problems have been projected into the 
graph framework, converging in particular on graph creation – a fundamental 
step in depicting the data to highlight the phenomena targeted.
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NLP-based application development is challenging because a digital system 
like a computer requires structured data. A data structure is the domain with the 
help of which we can represent a graph by using an adjacency list or adjacency 
matrix. This helps us to store and organize data in a structured format so that we 
can access only the important data we require in an efficient way for process-
ing. Here, embedding focuses on what is important in a generalized way. But 
why bother with matrices? They can be difficult to understand and manipulate 
because of their multidimensionality. The answer lies in the problem itself. Let’s 
make it simpler to understand and map. Mathematics is also a language through 
which you can model any real-life application. Mathematics and graph theory 
play major roles in converting higher-dimensional data to smaller-dimensional 
data by employing a concept called embedding.

Let us illustrate this with pictorial representations of two different graphs. We 
will arbitrarily uniquely assign the numbers 1, 2,…,| V | to each vertex.

If you look at the graphs in Figure 4.1 and Figure 4.2, you can see a finite set 
of vertices together with a finite set of vertices (1–5) and edges.

In Figure 4.1, the vertices are connected without any direction, so this is 
referred to as an undirected graph. Figure 4.2 features arrows showing direction, 
so it is referred to as a directed graph.

A[i][j] = {1 if there exists an edge <i, j>
0 if an edge <i, j> does not exist.}

A[i][j] = {1 if there exists a directed edge from an edge <i to j>
0 otherwise}

1 2 3 4 5
1

5 4

2

3

1 0 1 0 0 1
1 0 1 1 1
0 1 0 1 0
0 1 1 0 1
1 1 0 1 0

2

3

4

5

FIGURE 4.1  Undirected graph and adjacency matrix to represent mathematically

1

5 4

2

3

1 2 3 4 5

1 0 1 0 0 1
0 0 1 1 1
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0

2

3

4

5

FIGURE 4.2  Directed graph and adjacency matrix representation
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4.2.2.2 � Embedding
Embedding has been defined by different sources as follows:

	 1.	From Wikipedia, the free encyclopedia: “In mathematics, n embed-
ding (or imbedding) is one instance of some mathematical struc-
ture contained within another instance, such as a group that is a 
subgroup.”

	 2.	From dictionary​.co​m: “noun Mathematics – the mapping of one set into 
another.”

	 3.	From Google: “An embedding is a relatively low-dimensional space into 
which you can translate high-dimensional vectors. Embeddings make it 
easier to do machine learning on large inputs like sparse vectors repre-
senting words. Ideally, an embedding captures some of the semantics 
of the input by placing semantically similar inputs close together in 
the embedding space. An embedding can be learned and reused across 
models.”

Surprisingly we are neither aware nor understanding these definitions of embed-
ding in a true sense. Because we feel ‘embedding’ (English meaning) means add-
ing/implanting/inserting something in some of the form.

If we think about these definitions scientifically, we can add one more defini-
tion which is relevant to the context.

4.2.2.3 � Graph Embeddings
Graph embeddings are a specific type of embedding that translates graphs and 
graph subparts to fixed-length vectors (tensors) [2]. A graph is represented by an 
adjacency matrix, which may be large and sparse. It is translated into a lower-
dimensional, smaller matrix by the embedding. The translation or conversion 
process involves understanding, learning, and extracting significant features of 
a graph, then you can use that matrix for some kind of task. Embedding cap-
tures important (significant) features of objects in a compact way. Here, we 
should elaborate why we are considering tabular data, putting it into a graph 
and converting it into a vector. It is a desirable practice if you want to translate 
a complex entity into a simple one you want to use for a task in a convenient 
manner.

4.2.2.4 � Word Embeddings: Classic Example
How do you represent the meaning of a word? You can use several representations 
to understand the meaning of word, such as a definition, an image, or a logical 
structure. Here is an example:

http://www.dictionary.com:
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Zebra:

noun [ C ] [3]

UK /ˈzeb.rə/ /ˈzi .ːbrə/ US /ˈzi .ːbrə/
plural zebras or zebra
	 1.	an African wild animal that looks like a horse, with black or brown 

and white lines on its body, as shown in Figure 4.3.

We can consider word embedding as a simpler way to deal with a word. We 
can use it mathematically. We can find similarities between two words or we 
can represent a word in a model. By constructing the model shown in figure 
4.4, we can predict which word will come next, what are the possible words 
around this word, etc. We can encode all the letters of alphabet, and count how 
many times a particular word occurs in a document. Term frequency-inverse 
document frequency (TF-IDF) is one method for deriving a weighted term 
frequency.

Our aim is to find the relationship between an animal and its type using the 
following context windows:

Words exist in sentences, and the context around a word helps you to under-
stand what it means [4].

FIGURE 4.3  Animal “Zebra”
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Tiger is a wild animal.
Lion is a wild animal.

Even if you don’t know about lions, you see that the words are used in same con-
text hence they probably share similar characteristics.

Let’s look at co-occurrence – how often do two words appear in the same 
context window?

Context window – specific number and direction:

Animal is not invertebrate.
Animal is mammal.
Animal is warm-blooded.

We have a context window of one behind and one forward. The focal word is “is.” 
Then what is the context for “is”? We need to know this in order to make a matrix 
where we can represent every word in the corpus of these three sentences – what 
word comes next? “Invertebrate” and “mammal” never show up together. They 
don’t mean the same thing. And that is useful. We could do this for a lot of the 
words (see Table 4.1).

Animal
[anim]

Vertebrates
[anim]
[vert]

Invertebrates
[anim]
[invert]

Mammal
[anim] [vert] [mam]

Equine
[anim] [vert]
[mam] [equ]

Horse
[anim]
[vert]
[mam]

[equ] [H]

Zebra
[anim]
[vert]
[mam]

[equ] [Z]

Tiger
[anim] [vert]

[mam]
[bia cat] [T]

Leopard
[anim]
[vert]
[mam]

Big Cat [anim]
[vert] [mam]

[big cat]

FIGURE 4.4  Animal taxonomy: “Zebra” as a word and its relationship to the animal 
kingdom
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The context window tells us what comes before and what comes after. The dif-
ficult part is that we need access to lots of documents to understand the context. 
The meaning of more documents is the larger matrix.

We end up with a huge, sparse matrix as soon as we add more documents. 
Large, sparse matrices are clumsy and difficult to handle, and create confusion. 
But this would be the input, so we you need to condense it down into something 
we can work with. How we do this?

The answer is with the help of linear algebra – a subfield of mathematics. In 
linear algebra, we need to understand singular value decomposition to apply it for 
condensing the matrix.

This chapter deals with a technique called singular value decomposition or 
decay (SVD) for dynamic graphs and graph embeddings. An illustration of a 
matrix embeddings can be used for dynamic graph updating and modeling. The 
adjacency matrix updates graph operations through which SVD (and low rank 
approximation) can be updated powerfully.

4.3 � THE SINGULAR VALUE DECOMPOSITION 
FOR “GRAPH EMBEDDINGS”

Singular value decomposition is a dimension reduction technique for matrices 
that reduces a matrix into its component to simplify the calculation A[m×n] = 
U[m×r]∑ [r×r](V[n×r])T.

The terms used in SVD are shown in Table 4.2.
Values in the matrix: 1 represents that a word is present in the document, 0 

represents that it is not. Matrix A is represented as a product of three different 
matrices as shown above, visualized as U, ∑ and V.

For example, in the matrix we can consider: rows = Student 1 and Student 2, 
columns = feedback for three different instructors:

AT . A = V Instructor to feedback similarity matrix
A . AT = U= Student to feedback similarity matrix
∑ = Its diagonal elements: strength of each feedback

TABLE 4.1
Context Window

Animal is not invertebrate mammal warm-blooded

Animal 0 3 2 1 2 1

is 3 0 1 2 2 1

not 2 1 0 1 0 0

invertebrate 1 2 1 0 0 0

mammal 2 2 0 0 0 0

warm-blooded 1 1 0 0 0 0
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We see strength of feedback for Instructor 1 by Student 1 and for Instructor 2 by 
Student 2 is highest amongst all values. Our aim is to see, when we reduce the 
dimension of Matrix A, whether these concepts contribute to strength accord-
ingly. Meaning is to compute ∑ matrix.

When we compute the SVD, we consider the Eigen values and Eigen vectors:
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To find the Eigen vectors:

TABLE 4.2
Terms in SVD

Matrix Name Rows Columns

A: Input matrix m documents n words

U: Left singular vectors m documents r concepts

∑: Singular values r rank of Matrix A r strength of each concept

V: Right singular vectors n words r concepts



87Graph Embeddings for Natural Language Processing﻿

If we substitute λ 2 in first row and λ 1 in second row in Matrix 4.4, we will get:
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We can now conduct orthogonalization using the Gram-Schmidt orthogonaliza-
tion process:

	 A A V T= .S 	

We need the A and VT matrix in orthogonal form, which is why we are following 
this process.

We can compute the length of Matrix 4.5:
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Putting these values into Matrix 4.5:
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Characteristics equation from (A–λ I) X = 0 → X is the column vector:
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There is a simple way to solve Matrix 4.8 with the help of the polynomial equa-

tion l l l3
1

2
2 3– –S S S+ .

Trace of AT.A = S1, minor of diagonals AT.A = S2 determinant of AT.A = S3

	 S A AT
1 Trace Sum of all diagonal elementsof . i.e.= = + + =éë ùû10 10 2 22 	
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The final characteristic equation becomes:
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Put λ 1 = 12 in Matrix 4.8:
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Apply Cramer’s rule to get the values of x1, x2, and x3:
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After dividing throughout by 4, we define the first vector as:

= 1  2  1.

Then we take λ 2 = 10 and put it in Matrix 4.8:
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We now apply the Gram-Schmidt process for orthogonalization:
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Now we will obtain Σ [diagonal matrix of singular values] A2×3 = Σ 2×3

We can see the values of λ in the following two matrices:

	 l l l1 2 312 10 0= = =, , 	 (Matrix 4.12)

	 l l1 212 10= =, 	 (Matrix 4.13)

The two values are same, λ 1, λ 2, which equal 12 and 10 respectively:
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We insert the diagonal values in descending order:

12 3 46= . is greater than 10  = 3.16
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If you perceive that matrix (4.15), 3.46 and 3.16 values contribute the strength of 
concept which is expected out of total 6 values, we will consider these 2 values 
for decision making.

The advantages of SVD are that it preserves relationships and is accurate.
Its disadvantage is that it requires more memory.

4.4 � PREDICTIVE METHODS

We will now apply embedding to a specific task.

4.4.1 � Word2vec

Word2vec is a group of related models that are used to produce word embed-
dings [7]. These models are shallow, two-layer neural networks that are trained 
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to reconstruct linguistic contexts of words. Word2vec takes as its input a large 
corpus of text and produces a vector space, typically of several hundred dimen-
sions, with each unique word in the corpus being assigned a corresponding vec-
tor in the space. Word vectors are positioned in the vector space such that words 
that share common contexts [8] in the corpus are located close to one another in 
the space.

The word2vec model has two different architectures to create the word 
embeddings:

	 1.	Continuous bag of words (CBOW)
	 2.	Skip-gram model

4.4.1.1 � CBOW: Continuous Bag of Words [5]
CBOW uses embeddings to train neural networks where the context is character-
ized by numerous words for a given target word [9].

For example, we could use “bird” and “wings” as context words for “flying” 
as the target word.

This calls for an adjustment to the neural network architecture.
The adjustment, shown below in Figure 4.5, CBOW consists of replicating 

the input to hidden layer SUM connections times the number of context words 
and adding a divide by operation in the hidden layer neurons which gives W0 
output.

4.4.1.2 � Skip-gram Model
The skip-gram model learns a vector representation for each word that maximizes 
the probability of that word occurring given the previous word. Input vector is one 
hot encoded vector for that word, in hidden layer weights have been assigned, then 
it is possible to find the probability for every word in the corpus. We don’t care 
about the output layer, but we are concerned about the hidden layer because the 
hidden layer is a weight matrix, and after taking the values from the input vector, 

Projection

O

OutputInput

CBOW-Continous Bag of Words

W0
SUM

W-2

W-1

W1

W2

FIGURE 4.5  Simple CBOW framework
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we assign a value to calculate the output layer. Here we use forward and back 
propagation and gradient descent to learn what the accurate weights are. You train 
the skip-gram model to learn a given word to find what the context is. The hidden 
layer is word embedding (see Figure 4.6).

What has this got to do with graphs?
As we can see, word embedding is intuitive. In graph embeddings, all of the 

nodes in our graph are like words and the graph is like a corpus of text. We want 
to understand the meaning of the node. Instead of big adjacency matrix, we want 
short embedding for our node.

The DeepWalk graph neural network is the best solution for graph embed-
dings. How do we represent a node in a graph mathematically? Is word2vec use-
ful in mapping? Yes, it is. Each node is like a word. The neighborhood around 
the node is the context window, and we can extract the context for each node by 
sampling random walks from the graph using the skip-gram model.

Table 4.3 compares various graph embedding techniques.

Skip Gram Model

Input Projection Output

SUMW(t)

W(t-2)

W(t-1)

W(t1)

W(t2)

FIGURE 4.6  Skip-gram model

TABLE 4.3
Comparative Study of Techniques

Sr. No. Model Name Features

1 CBOW Trains more quickly than skip-gram, and can better represent 
more frequent words

2 Skip-gram Works well with small datasets, and can better represent less 
frequent words

3 Knowledge graph 
embedding

Models by embedding the entities into a low-dimensional space

4 DeepWalk [10] Robust for different label distributions with high spectral 
separation
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4.5 � MORE EMBEDDING TECHNIQUES

There are two kinds of embeddings:

	 1.	Monopartite (e.g., DeepWalk)
	 2.	Multipartite (e.g., knowledge graphs)

We are trying to represent the following aspects in terms of graph embeddings 
[11] and related applications [12]:

	 1.	Vertex (node) embeddings – these are useful to describe connectivity of 
each node.

	 2.	Path embeddings – these represent traversals across the graph (e.g. 
eBay’s traversal embeddings, a patient’s journey to hospital).

	 3.	Graph embeddings – with these, we can encode the entire graph into a 
single vector and process this vector to understand context (e.g., a molec-
ular graph, where every molecule is represented as an individual graph).

	 4.	Node embeddings – these consist of:
A similarity function that measures the similarity between nodes
An encoder function that generates the node embedding
A decoder function that reconstructs pairwise similarity
A loss function It measures importance of graph reconstruction.

	 5.	Shallow graph embedding techniques – in these, the encoder function is 
an embedding lookup table.

Matrix factorization techniques rely on an adjacency matrix input. They are 
applied either directly or to a transformed input. This method is computationally 
intense and requires massive amounts of memory.

Random walk techniques are used to determine node co-occurrence via ran-
dom walks. They learn weights to optimize similarity measures. They have a 
local-only perspective and assume that similar nodes are close together.

Drawbacks of shallow embeddings:

They are inefficient – no parameters are shared between nodes.
They cannot leverage node attributes.
They not suitable for large, evolving graphs.

4.6 � CONCLUSION

Newer methodologies used to compress information include:

	 1.	Neighborhood aggregation
	 2.	Neighborhood autoencoder methods
	 3.	Convolutional autoencoders
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Clustering and community detection algorithms used to apply generic tabular 
data approaches like k-means. These algorithms allow capturing functional and 
structural roles, KNN graph based on embedding similarity etc.

Embeddings has potential to build the graph algorithm library more power-
ful. Node classification/semi-supervised learning can be used to predict missing 
node attributes link prediction by using either similarity measures (heuristics) or 
machine learning (ML) pipelines. Embeddings can be used wherever we encoun-
ter complex, high-dimensional data – e. g., climate analysis. Consequently, a 
significant goal of NLP research has been to address the demanding task of devel-
oping technologies that “understand language.” In this chapter, we have studied 
an influential technique called single value decomposition. Truly, this is one of 
the goals of this chapter, illustrating the skills and knowledge required to build 
convenient NLP systems. It helps to build value added to long-term intelligent 
machines. Machines will work towards node classification, recommendation, link 
prediction, feature extraction and visualization.

4.7 � CASE STUDY: NEO4J LAB IMPLEMENTATIONS

Two prototypes have been implemented by Neo4j [6] – DeepWalk and DeepGL:

	 1.	DeepGL is more similar to a “hand-crafted” embedding.
	 2.	Use graph algorithms to generate features.
	 3.	Diffusion of values across edges, dimensionality reduction.

Python is easy to get started with for experimentation, but doesn’t perform at 
scale.
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5.1 � INTRODUCTION

The growing amount of information available on the internet has led to an 
overload of text information. Researchers working on simple methods to pro-
vide accurate and precise summaries of large documents have considered 
various approaches to deal with the problem, and natural language processing 
(NLP) along with the graph data approach can provide one of the most effi-
cient methods. Machine learning (ML)-based approaches increase the accu-
racy of the summarization process. The main idea is to take a document in 
the form of a PDF, Word document, PowerPoint presentation, images, etc. 
and convert it into graph data. The algorithm will then extract the meanings 
from the graphical information using various approaches, such as calculat-
ing the ranks of the nodes. The system will keep improving its training so 
that the accuracy of the summary improves. Python-based libraries can be 
used to read the data, and it can be converted into a Neo4j graph database or 
MongoDB text documents to provide the sources the Python code will use to 
summarize the document.

NLP and graph-based summarization of large documents use unsupervised 
machine learning algorithms to convert the data into graph format. Once a 
graph is constructed, the weight of edges is determined to extract the mean-
ingful sentences from the document. The important challenge here is that the 
system needs to identify the relationships in the sentences and assign accurate 
values to each edge. Once the data has been represented as a graph using ML 
approaches, the document summary can be constructed and displayed to users 
as an output [1].

Some of the standard graph-based approaches to text summarization include:

	 1.	Page Rank – this very well known algorithm was developed by 
Google to determine the interconnectivity of web pages with similar 
content.

	 2.	LexRank – this method uses term frequency-inverse document fre-
quency TF-IDF models and cosine similarity.

	 3.	TextRank – This is similar to LexRank, in addition to normalization of 
data.

5.1.1 �T ypes of Text Summary

The choice of text summarization approach can be based on various parame-
ters, such as the number of documents, their type, or their purpose. Graph-based 
machine learning approaches provide effective solutions. Figure 5.1 shows differ-
ent types of text summarization.
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5.2 � TEXT SUMMARIZATION AND MACHINE LEARNING

Text summarization extracts the important information from large documents or 
collections of documents so that time can be saved. There are several ways to 
extract document summaries. Natural language processing using Python libraries 
like NLTK provides a simple extraction process.

5.2.1 � What Is Graph ML?

The concept of applying machine learning to graph data is fundamental to the use 
of ML algorithms with graph data. Traditional algorithms that use graph-based 
models include PageRank, shortest path, and click identification. The problem 
is to convert large amounts of text data into some graph format and to store and 
process that graph. NoSQL database systems like Neo4j may help in this process. 
We can convert document text into graphs using Neo4j, but major challenges in 
the process include:

•	 How to tabularize the data (e.g., how to convert text information into 
node lists, how to work on node-edge-node triples) using traditional ML 
approaches such as linear regression and feed-forward networks

•	 How to construct graphs from large data sources, as the data need to be 
represented in the form of edges and nodes

•	 How to process the data for the text summarization task
•	 How to manage the image and table dataset in the summarization process
•	 How to manage and process large datasets
•	 How to implement ML algorithms to achieve accurate summaries

FIGURE 5.1  Types of text summary
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5.2.2 �S imple Algorithmic Approach

Figure 5.2 shows the simple algorithmic approach to problem-solving. In this 
approach, a text document is converted into graph nodes and edges, and once the 
relationships between them have been analyzed, and a weight can be assigned to 
each of them to determine their importance.

To implement the system, the data need to be pre-processed so that an accurate 
graph can be constructed and the meaning of the text preserved. The first step in 
most systems is to remove stopwords. Once this has been done, the next question 
is how to construct the graph. One approach is to represent verbs and nouns in the 
form of nodes and edges in the graph.

5.3 � LITERATURE SURVEY

Kadriua and Obradovic proposed a graph-based extractive approach for summa-
rization using edit distances and sentence overlaps to calculate sentence similar-
ity [2]. Chen and Zhuge proposed a multi-model text and image summarization 
method using the DailyMain dataset and demonstrated how summarization can 
be achieved with text and images [3]. Krishnaveni and Balasundaram proposed 
a learning materials multi-document summarization method using the Dynamic 
Summary Generation Algorithm to provide a system learners could use for revi-
sion [4]. Moawad and Aref proposed a novel approach to summarizing single 
documents using a rich semantic graph reducing technique to summarize the 
input document’s semantic graph and then generate an abstractive summary 
from the reduced graph. Using this approach, they showed that summarized 
document with 50% reduction could be achieved [5]. Lloret and Palomar con-
ducted a literature review of human language technologies in text summariza-
tion, including how users can benefit and extract important relevant facts from 
large text documents [6]. Hovy and Lin proposed a system architecture for text 

FIGURE 5.2  Simple algorithmic approach
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summarization using equation summarization for topic identification, interpreta-
tion, and generation [7].

Awasthi et al. proposed several methods of text summarization, the main ones 
being extractive and abstractive methods which analyze text in an effective way 
so that the summary is less repetitive and more meaningful [8].

Nenkova and McKeown proposed an ML-based text summarization method 
where scoring for importance was based on the topic and other parameters [9]. 
Gambhir and Gupta proposed various approaches for text summarization, includ-
ing automatic and human text summarization [10, 11]. Thakkar, Dharaskar, and 
Chandak proposed unsupervised graph-based summarization methods for auto-
matic sentence extraction using graph-based ranking algorithms and a shortest 
path algorithm. [12] Bhandari et al. proposed an evaluation method for text sum-
marization [13, 14]. Nallapati et al. proposed methods such as modeling key-
words, capturing the hierarchy of sentence-to-word structure, and omitting words 
that are rare or unseen at training time to achieve document summary [15, 16].

5.3.1 �G ap Analysis

Various text analysis techniques for summarization of large documents use NLP. 
The main problem with the work done to date is that all the techniques focus 
mainly on single documents. Multi-document summary with a high degree of 
accuracy presents particular challenges. Document summaries collected from 
various sources can be analyzed to arrive at a powerful text analysis. Most of the 
techniques proposed also do not address the fundamental challenge of the accu-
racy of the summary in terms of the points extracted from large documents and 
the fact that Images and tables are not addressed during the summarization pro-
cess. There is therefore a need to handle images and tables in large texts, which 
can contribute to creating accurate summaries.

5.4 � PROBLEM STATEMENT

In the case of large collections of text documents with other data embedded in 
them such as images and tables, there is a need to summarize them while extract-
ing the meaningful information. NLP techniques with graph-based approaches 
can be used to address this problem. The proposed system can be used in e-learn-
ing, in e-newspapers, where news summaries need be extracted, and many more 
application areas.

5.5 � SYSTEM ARCHITECTURE

Figure 5.3 shows a typical text summarization system architecture. The system 
takes documents from various sources, and then applies graph techniques with 
machine learning to produce accurate summaries. Tools like Neo4j can be used 
for data modeling, and once the database is constructed using machine learning, 
the large document text can be summarized.
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5.6 � GRAPH-BASED SOLUTIONS

Graph-based approaches provide a very different way to represent data using 
technologies like the NoSQL graph database Neo4j. The resulting graph data can 
then be processed using ML algorithms with weight graphs to produce highly 
accurate document summaries.

Text summarization results are presented as graphs in which the weight graph 
algorithm can identify the meaningful sentences to arrive at a detailed summary. 
The summary data can then be examined at any level with the help of the weight 
graph.

There are several ways to construct graphs for text sentences. The simple steps 
shown in Figure 5.4 consider how weights are assigned in a simple sentence to 
extract meaningful information from the text.

Figure 5.4 shows a simple approach to construct a redundant graph for each 
module of sentences. Initially, verbs and nouns can be used to define edges and 
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nodes of the graph, then the graph can be reduced by mapping the predicate to 
the argument. Special care needs to be taken so that the meaning of the sentence 
is preserved. We can then normalize the data using simple log-transformation, as 
shown in Figure 5.4:

	 Normalization log length words 1 log length words= +éë ùû( ) éë ùû( )2 	

where words1 and words2 are the set of words in any sentence sentence1 and 
sentence2 respectively.

This example shows a procedure for producing a simple abstractive summary 
from the text in the form of a graph. However, we can use a variety of approaches 
to construct a graph from a large text and display it in the form of nodes and 
edges. A NoSQL database like Neo4j can be used for this purpose.

5.7 � CONCLUSION

This chapter has explored the summarization of lengthy and multiple text docu-
ments. An integrated approach using NLP-based text summarization and graph-
based algorithms can be used to provide detailed summaries of large multi-text 
documents for use in various application areas, such as learning, research, and 
corporate meeting summarization. Large documents can easily be condensed 
without compromising their meanings. The Sumy automatic extractive sum-
mary utility uses a variety of algorithms to summarize text documents, including 
LexRank, Luhn, Latent Semantic Analysis LSA, TextRank, and SumBasic. We 
have proposed a simple architecture for document summarization using NLP and 
graph methods along with machine learning algorithms to increase accuracy.
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6.1 � INTRODUCTION

The scope of natural language goes beyond human communication. Across 
human history, it has been used to preserve cultural achievements and as a 
medium to pass on to future generations. Natural language processing (NLP) 
facilitates tools and techniques to translate human-understandable language 
into machine-understandable forms in order to perform tasks. NLP is defined as 
“a theoretically motivated range of computational techniques for analysing and 
representing naturally occurring texts at one or more levels of linguistic analy-
sis for the purpose of achieving human-like language processing for a range of 
tasks or applications” (Liddy, 2001). NLP involves interaction with intelligent 
systems based on the semantics of natural language. NLP helps processing sys-
tems to decipher quantitative meaning from human language. Examples of NLP 
systems in everyday life include Facebook Messenger and Skype Translator, 
and interaction through personal voice assistants such as Siri, Google Now and 
Microsoft Cortana. Research in NLP has led to the use of statistical methods 
(e.g., machine learning [ML] and data mining) that has paved the way to excit-
ing new directions in traditional artificial intelligence (AI). The problem of how 
to represent language semantics in a manner that can be processed by comput-
ers is one of the primary issues in AI research (attempting to give machines 
the ability to understand natural language). Semantic representation of natural 
language information (Helbig, 2006) is relevant for knowledge representation 
in developing querying and machine translation systems. To understand the 
semantics of natural languages in general, it is necessary to understand that the 
term “language” has more than one meaning, and understand each meaning in 
its context.

6.2 � BACKGROUND

With the growing availability of interconnected data, we are witnessing an 
upsurge in NLP tools and applications such as word sense disambiguation, entity 
recognition, part of speech (POS) tagging, text classification, morphological anal-
ysis, relationship extraction, and sentiment analysis (Jurafsky et al., 2012). The 
availability of vast volumes of qualitative background knowledge about semantic 
technology helps to enhance the quality of NLP tools. Semantic representation 
and semantic analysis are two aspects which deal with representation of language 
structure and deciphering the meaning in such a representation, respectively.

6.2.1 �S emantics in NLP

“Semantics” refers to the analysis of natural language text as it relates to the 
concept of meaning, taking into account the deep understanding of entities. It is 
the study of the meaning of natural language expressions. Traditionally, mean-
ing has been associated with definition, intention, and reference (Jurasfsky et al., 
2012): meaning implies defining an entity in a sentence, intention corresponds to 
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describing the state of action of the subject, and reference specifies an equivalent 
relationship with the object in a sentence. Two important aspects of semantics in 
natural language are describing semantic representation with natural language, 
and using semantic representations to draw inferences. Semantic expression or 
language is expressed by denotation and connotation: in denotation, the original 
meaning can be found in a dictionary, whereas in connotation, meaning is implied 
by describing certain characteristics which are not to be found in a dictionary, but 
are inferred from the structure of the sentence. This process can be divided into 
two steps: (1) the study of individual words (lexical semantics), and (2) the study 
of combinations of words which are associated with the meaning of the sentence. 
The basis for semantic understanding is representing the meaning of expressed 
statements.

6.2.1.1 � Meaning Representation
There are formal structures to identify the meaning of expressions. The idea is to 
capture specific aspects of a sentence in order to infer the meaning of the state-
ment. To identify the meaning semantically, in general the following aspects are 
identified: meanings of words, knowledge of the discourse, context, and com-
monsense knowledge (Tiwary et al., 2008). The process of creating and assigning 
representations to linguistic inputs is called semantic analysis (Jurasfsky et al., 
2012). The most important aspect of semantic analysis is meaning representa-
tion. There are certain characteristics which are considered for meaning repre-
sentations. The characteristics include verifiability, unambiguity, canonical form, 
inference, variables, and expressiveness (Tiwary et al., 2008). Each of the charac-
teristics has a distinctive function in representation of meaning:

	 (1)	Verifiability – Meaning representation must be verifiable – i.e., the truth 
of the representation must be determinable. This could be achieved by 
comparing the meaning representation of the input with a repository 
of facts existing in a domain (i.e., representation in a knowledge base). 
Verifiability is the system’s ability to compare the input representation 
to the situation that exists in the world as modeled in the knowledge 
base.

	 (2)	Unambiguity – The second criterion of a meaning representation lan-
guage is that needs to be unambiguous – i.e., it should enable only one 
possible interpretation. Ambiguity can be divided into two categories. 
The first is the semantic ambiguity that is inherent in language. The sec-
ond is representational ambiguity, which is created by misunderstand-
ings of the representation scheme. A related term is vagueness, which is 
not always distinguishable from ambiguity. A representation needs to be 
able to express different levels of vagueness. It is quite common for NLP 
to be vague due to a lack of precision.

	 (3)	Canonical form – Multiple representations of some set of words (e.g., 
“Does Air India offer a flight to Mumbai?” and “Does Air India have 
a flight to Mumbai?”) may have the same meaning. This leads to 
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inconsistencies and an issue with matching. The goal is for inputs that 
have the same meaning to be represented in the same way. The usage of 
canonical form is therefore required.

	 (4)	Inference and variables – We can derive new facts that logically follow 
the known facts from a set of facts about the world in the knowledge 
base and an input representation. The ability of a system to make appro-
priate inferences based on the meaning representation of inputs and 
representation of facts in its knowledge base is referred to as inference. 
Additionally, variables should be allowed in meaningful representation 
languages.

	 (5)	Expressiveness – Natural language encompasses a wide range of topics. 
A meaning representation language must be able to represent the mean-
ing of a variety of types of topic. As a result, in order to be useful, a 
meaning representation language must be able to convey itself.

In order to address the above criteria, predicate argument structures (subject-object 
predicate, triple structure) are used for representation of meaning in languages. 
For example, “book on the table” represents a relationship between “book” and 
“the table” expressed though the preposition “on.” The meaning representation of 
this phrase is expressed as on (book, table). Any language for representing mean-
ing must be able to represent predicate argument structure. It must support the 
encoding of predicate argument structure with a variable number of predicates, 
the semantic labeling of arguments to predicates, and semantic restrictions placed 
on those arguments (Tiwary et al., 2008). All conventional AI meaning repre-
sentation languages, such as first-order predicate calculus, semantic networks, 
and conceptual graphs, support the representation of argument structure. These 
languages serve as the foundation for ontological languages like the Resource 
Description Framework (RDF) and Web Ontology Language (OWL), which fol-
low the predicate argument structure and are verifiable, unambiguous, cannibal-
istic, and expressive.

6.2.2 �S emantic Analysis in Natural Language Processing

Semantic analysis is a branch of NLP concerned with deciphering the mean-
ing of natural language. To us as humans, understanding natural language may 
appear to be a simple procedure. However, deciphering human language is a 
difficult challenge for machines due to the tremendous intricacy and subjectiv-
ity involved. Semantic analysis of natural language captures the meaning of 
a document by considering context, logical sentence structure, and grammar 
roles.

The semantic investigation of normal language content begins by perusing 
every one of the words in the content to capture the genuine significance of any 
text. It recognizes the text components and assigns to them to their linguistic 
roles. It dissects the setting of the encompassing text and investigates the text’s 
construction to precisely disambiguate the appropriate importance of words that 
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have more than one definition. Generally, semantic analysis in natural language 
processing is divided in two parts:

	 1.	Lexical semantic analysis – This involves understanding the meaning 
of each lexical item (word, phrasal verb, etc.) in a text. It basically refers 
to fetching the dictionary meaning that a word in the text is deputed to 
carry.

	 2.	Compositional semantic analysis – Although knowing the meaning of 
each word in a text is important, understanding the meaning of the text 
in its entirety is not. As a result, we strive to comprehend how individual 
words combine to generate the meaning of the text via compositional 
semantic analysis. Both lexical and compositional semantic can be sup-
ported by semantic technology, but the technology has a greater utility 
for compositional semantics, which is quite complex.

One of the aspects of understanding NLP is to exploit the use of semantic under-
standing of language which corresponds to meaning representation and decipher-
ing the meaning.

6.3 � SEMANTIC TECHNOLOGIES

Semantic technologies employ formal semantics to assist AI systems in com-
prehending and processing information in the same way that humans do. As a 
result, they can store, organize, and retrieve data based on its meaning and logical 
relationships (Ontotext, 2020). Semantic technologies have gained popularity in 
recent years, and have attracted the interest of academics. Moreover, these tech-
nologies have become a critical enabler for innovation and change in e-commerce, 
geo-informatics, education, e-government, agriculture, healthcare, and social net-
works, to name but a few domains. Semantic technologies differ fundamentally 
from other data technologies such as relational databases because they focus on 
the meaning of data rather than its structure.

Ontologies, for example, which are a key component of the semantic web, have 
been effectively used to create or improve systems that deal with knowledge-
based tasks and processes. Moreover, ontologies for interoperability and model-
based systems can address the current lack of common understanding among 
systems and applications. World Wide Web Consortium (W3C) ontologies are 
among the building blocks of the semantic web as part of its standards. In this 
way, users can connect one piece of data to another on the web of linked data. An 
ontology enables database interoperability, querying across databases, and inte-
grating knowledge from remote and heterogeneous sources by specifying stan-
dard models for expressing data from disparate systems and databases.

So how might NLP improvements be applied to semantic technologies in prac-
tical terms? The answer is that a mixture of them can be employed in any applica-
tion that deals with a lot of unstructured data, especially if dealing with related, 
ordered data stored in regular datasets. Obviously, the most important example 



110 ﻿Graph Learning and Network Science for NLP

at this stage is to use NLP to extract organized textual data. These data are then 
linked to past information in datasets and elsewhere using semantic advance-
ments, removing any barriers between records and formal, ordered data.

6.3.1 �O ntology Essentials

During the development of artificial intelligence, ontologies were created to 
facilitate the sharing and reuse of knowledge. Several AI research communities, 
including knowledge engineering, natural language processing, and knowledge 
representation, have been studying ontologies since the 1990s. Over the past 
few years, ontologies have been gaining popularity in the fields of intelligence 
retrieval, natural language processing, and knowledge management. Ontologies 
provide a common understanding of a domain that can be shared between people 
and systems. In addition to quantifiers, negations, intersections, and inconsistent 
knowledge, ontologies model several complex forms of knowledge.

Ontologies have been defined in a number of ways over the past decade, but 
one that most closely aligns with the essence of ontology is the following: “An 
Ontology is a formal explicit specification of shared conceptualization” (Gruber, 
1993). A “conceptualization” is an abstract representation of some phenomenon 
in the world that identifies the relevant concept of that phenomenon. “Explicit” 
means that the types of concepts and constraints on their use are explicitly 
defined. The term “formal” describes the ontology as having a machine-readable 
format, which results in varying degrees of formality. “Shared” refers to the idea 
that ontology captures consensus knowledge – i.e., it does not belong exclusively 
to a particular individual, but is accepted by a group.

DEFINITION 1

According to Euzenat et al. (2007), for general purposes ontologies can be 
divided into subsets represented as a four-tuple O = (C, P, I, T, L), where O 
refers to the ontology, C means the concepts/classes within the ontology, 
I means the actual individual instances of these classes, L means literals, 
the concrete data values, T stands for types, which are possible values, and 
P stands for properties, or definitions of possible relationships between 
instances, called object properties, or between one instance and a literal, 
called datatype properties. Four specific relations form part of an ontology: 
(1) specialization or subsumption (≤), exclusion or disjointness (⊥), instan-
tiation or membership (∈); and assignment (=). The main reasons for devel-
oping an ontology are to share a common understanding of the structure 
of information among people or software agents to enable reuse of domain 
knowledge. Ontology is generally used for information retrieval and extrac-
tion, knowledge reuse, knowledge interchange, knowledge integration, and 
knowledge representation.
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The study of how things gain or convey meaning is semiotics. The semiotic 
triangle defined by Ogden et al. (1925) is composed of concept, symbol, and refer-
ent. A referent is conceptualized into a concept which is expressed as a symbol. 
The symbol designates the concept which refers to the referent (as explained in 
Figure 6.1). Ogden’s triangle (a.k.a. Ullman’s triangle) provides the philosophical 
base for conceptualizing ontology construction.

6.3.2 �F ormalization of an Ontology

In principle, an ontology may be described in any language, but in order to 
share, exchange, and map ontologies, a formal language must be chosen. The 
use of natural language alone is not sufficient for this as it leaves a significant 
amount of interpretation to the user, which means that significant aspects of 
the ontology may be missed. This issue can be resolved and the knowledge can 
be made automatically processable by a machine by expressing it as simply as 
possible in an adequate format. Several syntactic and semantic languages have 

FIGURE 6.1  The ontology semiotic triangle (Ogden et al., 1925) – Ullmann’s Triangle: 
the relations between a thing in reality, its conceptualization, and a symbolic representa-
tion of this conceptualization
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been developed and standardized for this purpose, such as RDF and OWL (see 
Figure 6.2).

6.3.3 �D escription Logics

A family of formal knowledge representation languages is known as descrip-
tion logics (DLs). A description logic is set of formal logic-based knowledge 
representation formalisms aimed at describing domain-specific knowledge 
in a structured and well-understood manner. In artificial intelligence, DLs 
are used to characterize and reason about the relevant concepts in a domain 
(known as terminological knowledge). Each description logic describes a 
language, and each language differs in expressibility versus reasoning com-
plexity, defined by allowing or disallowing different constructs (conjunction, 
disjunction, negation, quantifiers, etc.) in their language. A description logic 
is the result of the merging of two traditions: knowledge representation and 
automated reasoning. Arvor et al. (2013) stated: “Description Logic allows 
the formal representation of knowledge by modeling the interrelationships 
among subject (Concept), predicate (Property) and object (Concept, Property) 
as axioms.” Description logic and first-order logic are also comprised of two 
parts: the logical part that is core of the language, and the non-logical part 
pertaining to the domain.

The architecture of a knowledge base system based on description logics is 
shown in Figure 6.3. It provides facilities to set up knowledge bases, to reason 
about their content, and to manipulate them. A knowledge base comprises two 
components: the TBOX and the ABOX. The TBOX introduces the terminology 

FIGURE 6.2  An example of ontology representation of road network: (a) OWL repre-
sentation, (b) description logic representation, (c) conceptual representation, and (d) pro-
tégé representation
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– i.e., the vocabulary of an application domain – while the ABOX contains asser-
tions about named individuals in terms of this vocabulary.

6.3.4 �O ntological Languages

Even though an ontology in principle is independent of a particular language, it is 
necessary to choose a language to describe it. This language needs to be formal 
in order to share, exchange, and map ontologies (Figure 6.4).

6.3.5 � Knowledge Graphs

A knowledge graph (KG) is network of interconnected descriptions of entities, 
whether they are physical objects or abstract concepts. In a network of entity 
descriptions, each entity is a part of the description of the entities related to it, 

Description
Language

T Box

A Box

KB
Application Rule

Reasoning

FIGURE 6.3  Architecture of a knowledge representation system based on description 
logics. Adapted from Baader and Nutt (2003)
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FIGURE 6.4  Timeline of semantic technologies
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providing context for all of their interpretations. Descriptions have formal seman-
tics that allow both humans and computers to process them in an efficient and 
unambiguous manner.

Furthermore, a knowledge graph is dynamic, meaning it may make new con-
clusions and reconstruct itself when new data are added over time. As a result, 
unlike traditional methods, a knowledge graph is neither inert nor requires man-
ual updating. Knowledge graphs have the following characteristics (Elnagar et 
al., 2022):

•	 A KG has interrelationship.
•	 A KG uses techniques to extract knowledge from some source.
•	 There may be a schema that defines classes and relations.
•	 The KG supports various types of graph processing.
•	 A reasoner can be used to infer new facts.

DEFINITION 2

A knowledge graph G consists of schema graph Gs, a data graph Gd, and the 
relations R between Gs and Gd, denoted as G = <Gs, Gd, R>. The schema 
graph Gs = <Ns, Ps Es>, where Ns is a set of nodes representing classes 
(concepts), Ps is a set of nodes representing properties, and Es is a set of 
edges representing the relationships between classes in the graph Gs Es ⊆ 
Ns × Ps × Ns. Gd = <Nd, Pd, Ed> is a data graph in which Nd is a set of nodes 
stand for instances and literals, Pd is a set of nodes representing properties, 
and Ed is a set of edges representing the relationships between nodes in 
the graph Gd. Each edge (subject, predicate, object) represents the fact. Nd 
includes two disjoint parts: instances (Ni) and literals (Elnagar et al., 2022).

6.3.5.1 � Ontology and Knowledge Graphs
The terms “ontology” and “knowledge graph” are sometimes confused because 
they both communicate information in a similar way by illustrating how its com-
ponents are related. Ontology, in particular, consists of categories, attributes, and 
relationships between concepts, data, and entities. Subgraphs, properties, rela-
tionships, data, and vertices are all included in knowledge graphs (nodes). There 
is, however, a significant difference between them. A knowledge graph is a graph-
based representation of knowledge that frequently comes from a graph database, 
which is a database that stores data using a graph architecture (CodeX, 2021).

Knowledge graphs combine features of several data management concepts 
(Ontotext, 2020): (i) structured queries can be used to explore the data in a data-
base; (ii) because they can be analyzed like any other network data structure, 
they’re called graphs; (iii) because they have formal semantics, knowledge bases 
can be utilized to interpret data and infer new facts.
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The knowledge graphs represented in RDF are the most effective framework 
for linking, integrating, and reusing data because they combine expressivity: 
RDF(S) and OWL, two semantic web standards, support the expressive repre-
sentation of numerous types of data and content, including data structure, tax-
onomies, and vocabularies, various types of metadata, reference data, and master 
data.

In terms of performance, specifications have been developed, and proven 
in practice, to enable the efficient management of graphs with billions of 
facts and properties.

In terms of interoperability, the Semantic Query Language for Databases 
(SPARQL) lays out a wide range of specifications for managing data, 
accessing data (SPARQL Protocol), and federating data (SPARQL Graph 
Store). By using globally unique identifiers (uniform resource identifier 
[URIs]), data integration and publishing can be facilitated.

In terms of standardization, to ensure that all the above requirements are 
met, the Open Web Platform for application development W3C commu-
nity process is used.

6.3.5.2 � Property Graphs
A property graph is a kind of graph model in which associations have a name 
(type) and some qualities in addition to being connections. Property graphs excel 
at demonstrating links between data in various data architectures and data for-
mats. A property graph can be described as follows: (i) it has directed (edges have 
source and target vertices); (ii) it is vertex-labeled (for some kind of “label”); (iii) 
it is edge-labeled (for some kind of “label”); (iv) it is multi-graph (several versions 
of the exact same edge may exist); (v) it has self-loops (vertices can have edges 
to themselves), and (vii) it has sets of attribute-value pairs associated with any 
vertex or edge.

DEFINITION 3

A property graph is defined as the tuple G = (V, E, L, P, U, e, l, p), where V is 
a set of nodes id, E is set of edge id, L is a set of labels, P is a set of proper-
ties, U is a set of values, e: E→V × V maps an edge id to a pair of node ids, 
V∪ E→2L maps a node or edge id to a set of labels, and p: V∪ E→2P×U maps 
a node or edge id to a set of property value pairs s (Hogan et al., 2020).

The approach of mapping a relational schema from an entity relationship dia-
gram is analogous to using an ontology to generate a property graph schema. To 
do this, all concepts in the ontology must be mapped to a schema node, and all 
relationships must be mapped to schema edges. Because of its speed in graph tra-
versal, data storage mechanism efficiency, and versatility in modeling domains, 
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the labeled property graphs data model is widely used for encoding data into 
knowledge graphs. Real-time queries, in particular those in the context of knowl-
edge graphs, can be extremely resource-intensive. Labeled property graphs are 
a way of speeding up analytical procedures on large graphs. Property graphs, 
also known as labeled graphs, use a property value structure that corresponds to 
things and describes them in a minimal fashion. The terms “edges” and “nodes” 
are used in this type of graph to describe interrelationships. Although both prop-
erty and semantic graphs have directed labeled edges, only some property graphs 
allow annotations to be applied to the label.

6.3.5.3 � Comparison of KGs, PGs, and Ontologies
Ontologies are known for representing domain knowledge, whereas KGs are 
domain-independent methodologies for knowledge representation (see Table 6.1). 
As a result, the number of instances statements in KGs is far higher than the 

TABLE 6.1
Differentiation between Ontologies, Knowledge Graphs, and Property 
Graphs

Criteria Ontologies Knowledge Graphs Property Graphs

Assumption CWA (closed-world 
assumption)

OWA (open-world 
assumption)

OWA (open-world 
assumption)

Scope Domain-specific Problem-specific Problem
Specific

Size Relatively small Massive Massive

Scalability Limited scalability Very scalable Very Scalable

Real-time Limited real-time 
capabilities

Can be generated in 
real time

Can be generated in 
real time

Generation Mostly by humans Automatic Automatic

Trustworthiness Trustworthy Not trustworthy Not trustworthy*

Knowledge base type More TBOX than 
ABOX

More ABOX than 
TBOX

More ABOX than 
TBOX

Language RDF, RDF3, OWL Mostly RDF, Neo4j graphs

Quality in terms of 
correctness and 
completeness

High quality Questionable Questionable

Agility Static Dynamic Dynamic

Redundancy Not likely Very likely Very likely

Maintenance Burdensome Challenging Challenging

Security Reasonable Questionable Questionable

Relevancy High Low Low

Interoperability High Low Low

* https://ontotext​.com, https://handle​.net, https://iswc2016​.semanticweb​.org

https://ontotext.com,
https://handle.net,
https://iswc2016.semanticweb.org
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number of schema level statements. Knowledge graphs emphasize the instance 
level (ABOX) more than the concept level (TBOX). There is a greater importance 
to the instance (ABOX) level of knowledge graphs than the concept (TBOX) level 
of knowledge graphs. While ontologies are concerned with creating schematic 
taxonomies of concepts and relations for a specific domain, the KG schema is 
rather shallow, with only a minimal degree of formalization and no hierarchical 
structure. Because most ontology revisions are done manually by domain experts 
(Galkin et al., 2017), the ontology may be incomplete at times. KGs, on the other 
hand, are created in real time and include current data. For various reasons, KGs 
are very likely to evolve: KGs represent dynamic resources, and the graphs as a 
whole can change or disappear. On the other hand, in order to evolve, ontologies 
necessitate domain expert engagement, which is often an expensive and difficult 
process.

6.4 � THE ROLE OF ONTOLOGY AND KNOWLEDGE 
GRAPHS IN SEMANTIC ANALYSIS

The heart of semantic technology is made up of two components. The first is 
based on knowledge representation and reasoning research conducted by AI in 
the 1970s and 1980s, and includes ontology representation languages such as 
RDF and OWL and inference engines such as Fact++, Pellet, and Racer. The 
second is based on data representation and querying with triple stores, RDF and 
SPARQL, which has little to do with AI. A broad definition of semantic technol-
ogy encompasses a wide range of AI-based technologies. Figure 6.5 represents 
the intersection of AI, NLP, and semantic technologies.

Over the past decade, the science of NLP has progressed to the point that 
robust and scalable applications are now available in a range of fields, and current 
semantic web efforts are well positioned to take advantage of this advancement. 
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1: Role of NLP in ST
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   Ontology/KG/PG learning
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   Adding context / Background knowledge
   Query expansion
   Information extraction

2: Role of ST in NLP

FIGURE 6.5  Relationship between natural language processing and semantic technology
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While NLP experts have begun to recognize and exploit the technology’s poten-
tial for providing semantics, the growth in semantic technology necessitates that 
experts from various domains (e.g., law, finance, agriculture, health, biology) 
develop their own domain-specific tools for quickly acquiring semantics for their 
particular domain. NLP covers a wide range of activities, from simple tasks like 
segmenting text into sentences and words to more advanced applications like 
semantic annotation and opinion mining, question answering, sentiment analysis, 
document analysis, information extraction, text mining, and machine translation. 
It is semantic technology that adds meaning, making it easier for machines to 
process and manipulate data. In NLP, semantics can be added to data, for instance 
by automatically identifying entities and relations and by recognizing which real-
world entities are referenced so that URIs can be assigned to each.

The role of semantic technology can be viewed from two perspectives. First, 
semantic technology is used for addressing standard NLP tasks such as named 
entity recognition, POS tagging, machine translation, and question answering. 
Second, NLP is used for creating ontologies and knowledge graphs (Erekhinskaya 
et al., 2020). Also, the usage of semantic technology in NLP applications can be 
divided into two categories, first is knowledge-based NLP which doesn’t include 
machine learning methods and the latter is called machine learning NLP demon-
strating the use of AI approaches to NLP (see Table 6.2).

6.4.1 �T he Role of Semantic Technology in 
Knowledge-based NLP Applications

Traditional knowledge-based methodologies are still widely used. These meth-
ods work well when the task is easy to specify. Ontology is primarily used for 
sharing and reusing data, and to provide a link between user and information by 
logical abstraction of data and by providing notions and relationships to enable 
users to develop and refine their queries. Ontology has also been employed in 
inference mechanisms in information retrieval systems, referred to as intelligent 

TABLE 6.2
Differentiation between Knowledge-based NLP Applications and 
ML-based Applications

Knowledge-based NLP Applications ML NLP Applications

Based on hand-coded rules Use statistics or other machine learning 
techniques

Developed by NLP specialists Developers do not need NLP expertise

Make use of human intuition Require large amounts of training data

Easy-to-understand results Causes of errors are hard to understand

Development can be very time-consuming Development is quick and easy

Changes may require rewriting rules Changes may require re-annotation
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information retrieval. Ontology’s contribution to knowledge-based systems can 
be summarized as: (i) query expansion, (ii) information abstraction, (iii) semantic 
formalization, and (iv) natural language understanding (Dan et al., 2006).

	 1.	Query expansion – Since traditional queries are only keywords and do 
not specify user intentions, ontologies have been widely used to address 
this problem.

	 2.	 Information abstraction – Ontology encodes information in terms of 
definitions, categorizations, hierarchy, relations, and properties. This 
allows for the understanding and abstraction of information by domain 
experts.

	 3.	Semantic formalization allows for the creation of a logical, coherent 
representation of the conceptual structure, resulting in a computer inter-
pretation and making it easier to understand the sort of relationship that 
exists between two or more concepts. Through the semantic formaliza-
tion of the conceptual structure, ontology gives a clear declaration of 
the conceptual relationships within a particular field in the process of 
developing an information retrieval system.

	 4.	Natural language understanding – Ontology aids in the interpretation of 
user requirements and their mapping to information resources. It infers 
the meaning of an idea by comparing the logic structures of other con-
ceptions (Dan et al., 2006). For example, if one of the prerequisites of 
being concept A is that concept B is an instance of concept A, ontology 
can reason that concept B is an instance of concept A, and then concept 
B is automatically placed under concept A (Krippendorff et al., 1989). 
When a user’s query is in the form of natural language, the information 
retrieval system splits the question into terms that appear in the domain 
ontology, in addition to NLP.

6.4.2 �T he Role of Semantic Technology Machine 
Learning NLP Applications

Figure 6.6 depicts the general architecture of an ontology-based machine learn-
ing model for NLP. It takes text as an input and pre-processes it using basic 
NLP approaches before applying parsing. Ontology/knowledge graph aids the 
ML model. Ontologies provide background knowledge that can be employed in 
ML models for at least two purposes: expanding or enriching the features that 
are used, and constraining the search for the best solution to a learning issue. 
Expanding or enriching features may provide knowledge to an ML model that it 
would not otherwise have access to without the use of ontologies. For example, 
the knowledge in ontologies can also be used to confine the search for solutions 
to optimization problems in an ML model, allowing a better solution to be found 
more quickly or in more generalized terms. Ontology/knowledge graph and deep 
learning approaches are combined to form a new technology. For example, Wang 
et al. (2020b) proposed K-ADAPTER, which keeps the original parameters of a 
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pre-trained model fixed while supporting knowledge infusion (see Figure 6.7). 
This proposal introduced two types of knowledge: factual knowledge from 
Wikipedia and Wikidata’s automatically aligned text triplets, and linguistic 
knowledge via dependency parsing.

6.4.3 �T he Role of Natural Language Processing 
in Ontology Generation

Ontology generation refers to the task of constructing an ontology from scratch, 
which involves defining concepts and establishing relevant relationships among 
them. Based on the ideas of Berners-Lee (1999), the main aspects and method-
ologies that comprise ontology development can be characterized in the form of 

Text

The essential elements and approaches
comprising ontology development can be
characterized in the form of an ontology
learning layer cake (Figure 6.1), based on the
idea of the famous Semantic Web layer cake
[145]. Starting from the bottom of the cake
and working upwards, the most fundamental
tasks are term and synonym recognition.e.g,
cities and countries might be terms This is of
has some limitations, as it is based on a lexical
approach to ontology acquisition [146],
However, this is the exact approach we take in
this chapter, since we are concerned with NLP
methods for ontology development, so it is
well
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an ontology learning layer cake. The most basic tasks, starting at the bottom and 
working up the cake, are term and synonym recognition – e.g., cities and coun-
tries could be terms. Concepts, classes, and relationships (properties) are involved 
at the subsequent levels, – e.g., cities belong to countries, some cities are capital 
cities, and countries have capital cities. Finally, axioms such as disjointness are at 
the very top (something cannot be both a river and a mountain).

The first phase of the automated ontology generation system is data cleaning, 
where NLP pre-processing tasks such as sentence splitting, tokenization, stopword 
removal, lemmatization, POS tagging, and noun phrase chunking are performed. 
Following that, several term extraction methods are used, and named entities are 
extracted for concept selection (nodes). Text relations are extracted to represent 
properties in an ontology and edges in a knowledge graph (an example is shown 
in Figure 6.8). Wang et al. (2020a) demonstrated how to use pre-trained language 
models (e.g., Bidirectional Encoder Representations from Transformers [BERT]; 
Generative Pre-Trained [GPT-2/3]) to generate KGs without human supervision. 
Popular KGs are developed in supervised or semi-supervised settings and require 
humans in order to learn. Recent deep language models use pre-training to auto-
matically acquire knowledge from large-scale corpora. The language models 
have been able to improve downstream NLP tasks, such as answering queries and 
creating code and articles, thanks to the stored information.

6.5 � REVIEW OF DEVELOPMENTS IN 
ONTOLOGICAL SEMANTIC ANALYSIS

We can observe from a survey of semantic technology from 2015 to 2022 (see 
Table 6.3), that knowledge graphs play an important role in text analytics due 
to their potential to locate facts and comprehend their meaning, adding context, 
efficient querying, and explainability. KGs have been shown to be more effec-
tive at revealing higher-order interdependencies in unstructured data. Knowledge 
representation refers to the way in which information is modeled such that a com-
puter program can access it autonomously to accomplish complex tasks (Opdahl 
et al., 2020)]. Querying such knowledge graphs necessitates specialist knowledge 
of query languages like SPARQL as well as a thorough comprehension of the 
graphs’ underlying structure (Liang et al., 2021). Chen et al. (2021) illustrated a 
systematic review of topic analysis and development in knowledge graph research 
as well as different applications of knowledge graphs such as link prediction, 
recommendation, natural language processing, question answering, knowledge 
management, and entity linking. Maulud et al. (2021) provided a detailed survey 
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of semantic analysis in NLP. Gesese et al. (2021) presented a comprehensive sur-
vey of KG embedding models with literals with various applications of KGs in the 
area of AI. KGs can be used to support decision-making processes and to improve 
machine learning applications such as question answering, recommender sys-
tems, and relation extraction. Franco et al. (2020) presented a systematic sur-
vey of intelligent question answering using ontology. We can observe a surge in 
commonsense reasoning, labeling semantic roles, and sentiment analysis using 
knowledge graph natural language generation approaches in 2020–2021 due to 
their capability to turn data into intelligence. Semantic analysis is chiefly used 
for translation, intelligent question answering, aspect-based sentiment analysis, 
ontology generation, labeling semantic roles, knowledge expression and extrac-
tion, KG embedding, and dialog systems.

6.6 � SUMMARY

This chapter has attempted to address aspects of natural language process-
ing, semantic analysis, semantic technology, ontology and languages of ontol-
ogy. Furthermore, difference between knowledge graph and property graph are 
explained. This chapter presents the significant roles of ontologies, knowledge 
graphs in natural language processing. We have examined numerous applica-
tions that use ontology for NLP. We have found that using ontologies to drive a 
succession of NLP applications that are all based on the same knowledge domain 
or similar ones is incredibly advantageous because it keeps the applications in 
sync. Moreover, ontologies provide an additional benefit of having multiple lay-
ers of representation, which can streamline the application of NLP to similar 
problems.
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7.1 � INTRODUCTION

Artificial intelligence (AI) has become an essential part of our lives, being used 
in healthcare, automobile, banking and finance, education, social media, etc. It 
uses machine learning (ML) and natural language processing (NLP). NLP helps 
to automatically process and analyze meaning in text or audio speech. The use of 
NLP is growing day by day due to its ability to handle huge, complex, inconsis-
tent data. With explainable artificial intelligence, researchers can develop tests, 
improve the approaches used to build AI systems and make them more transpar-
ent and understandable for system users [1].
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Natural language processing is a branch of machine learning that deals with 
how machines understand human languages. The textual form of language is a 
widespread problem domain for NLP applications. When working with text data, 
it is essential to transform the raw text into a form that can be understood and used 
by ML algorithms. This step is called text pre-processing. Various techniques are 
involved in pre-processing, including stemming, lemmatization, parts of speech 
(POS) tagging, and dependency parsing.

7.1.1 �O ntology

Ontology in the context of metaphysics is the study of things. An ontology is a set 
of rules that describe how things work [2]. It involves working with more general 
questions about what exists in nature. It provides general/formal representation 
of knowledge within a given subject area, such as philosophy, library science, 
scientific research, etc., and helps to define structure and relationships between 
elements. Ontology creation involves POS tagging and phrase chunking to extract 
terms and noun phrases. However, creating ontologies manually can be difficult 
and time-consuming [3]. It describes concepts within a particular domain, the 
relationships between them, and their common properties.

7.1.1.1 � The Core Ideas of Ontology
In philosophy, ontology is defined as the study of things in general. It is derived 
from the Latin word ontologia, meaning “science of being,” and was coined by 
the German philosopher Jacob Lorhard (Lorhardus). However, in artificial intel-
ligence, ontology is a description of the semantics of symbols.

Here is some basic terminology used in ontology:

•	 Stemming – In linguistic morphology, stemming is the process of reduc-
ing inflected words to their root word, known as a stem. Stemmers or 
stemming programs are used to perform this task.

•	 Lemmatization – This is a process used to remove inflectional endings 
[4] by returning to the root of a word, known as a lemma.

•	 POS tagging – This is also known as defining word classes or morpho-
logical classes, or lexical tagging to describe the way words are used in 
a sentence. The main parts of speech are noun (N), verb (V), adjective 
(ADJ), adverb (ADV), preposition (P), determiner (DET), interjection 
(INT), pronoun (PRO), and conjunction (CON), as shown in Table 7.1. 
POS tagging involves assigning appropriate labels to words to resolve 
lexical ambiguity. A POS-tagged corpus can be used for linguistic obser-
vations, as training and testing corpus for automatic POS taggers, and for 
text cleaning, feature engineering tasks, and word sense disambiguation.

•	 Phrase chunking – Chunking is the process of extracting phrases from 
unstructured text. Instead of simply using tokens, it is a good way to 
analyze phrases to derive the actual meaning of the text, such as treat-
ing “silver coin” as a single chunk rather than “silver” and “coin” as two 
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separate words. Chunking takes POS tags as input and provides chunks/
blocks as output. A standard set of chunk tags are noun phrase (NP), 
verb phrase (VP), adjective phrase (ADJP), adverb phrase (ADVP), and 
prepositional phrase (PP). Chunking is very important when we wish 
to perform entity extraction or entity detection. NP chunking can be 
used to extract structured data from unstructured data by searching for 
chunks conforming to individual noun phrases, as follows:

Sentence → NP, P
NP → DET, N (examples: the, gold)
NP → proper noun (example: Smith)
NP → NP, CON, NP (examples: Smith and John, the moon and the sky)
VP → V, NP (example: saw the pineapple)
VP → V, P, NP (example: went to forest, sat on the grass)

Let’s take the example sentence “I found the silver coin.”
Figure 7.1 depicts segmentation and labeling in the chunking process.

TABLE 7.1
POS Examples

Sr. 
No.

Parts of 
Speech Descriptions Tags Examples

1 Noun Object/entity N bottle, car, hat, money, table

2 Verb Action/activity V eat, play, study, work

3 Adjective An attribute of noun ADJ red, slow, short, few

4 Adverb Qualifier of adjective ADV well, softly, beautifully 

5 Preposition Word governing/preceding a noun P by, to, of

6 Determiner Modifier/reference to a noun DET a, the, this, that, those

7 Interjection An abrupt remark INT oh, hey, ouch

8 Pronoun Alternate for a noun PRO I, me, mine, myself

9 Conjunction Connects clauses CON although, because, but, besides

I f o u n d t h e s i l v e r c o i n

I f o u n d t h e s i l v e r c o i n

NNJJDTVBDPRP

I f o u n d t h e s i l v e r c o i n
NNJJDTVBDPRP

NPNP

FIGURE 7.1  Segmentation and labeling in chunking
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We can create a chunk parser with grammar specified as: Find DT, followed 
by JJ and NN,

where DT = optional determiner, JJ = number of adjectives, NN = number of 
nouns.

In computational linguistics, IOB tags are used to format chunks, where:

I = inside, O = outside, and B = begin
B-NP defines the beginning of a noun phrase.
I-NP defines that the word is inside the current noun phrase.
O defines the end of the sentence.

A major limitation of IOB tagging is that it does not permit any nesting.
The chunk structure that appears in a file with one token per line is:

I PRP B-NP
found VBD O
the DT B-NP
silver JJ I-NP
coin NN I-NP

The tree here is a set of connected nodes that are labeled. Each labeled node is 
reachable by a unique path from the root.

This representation of chunks with one token per line gives the advantage that 
being constituent, they can be manipulated effectively.

Figure 7.2 shows the representation of chunks using IOB tags, and Figure 7.3 
shows the representation of chunks using trees.

I f o u n d t h e s i l v e r c o i n
NNJJDTVBDPRP

B-NP O B-NP I-NP I-NP

FIGURE 7.2  Representation of chunk: tag approach

I f o u n d t h e s i l v e r c o i n

NNJJDTVBD

S

NP

PRP

NP

FIGURE 7.3  Representation of chunk: tree structure
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Named Entity Recognition: Named entity recognition (NER) is the NLP task 
[5]. Generally, named entities are definite Noun-Phrases (NP). Table 7.2 shows 
commonly used named entities.

A NE recognition system involves identification of NE boundaries and their 
types.

In addition, independent sentences in NLP can be referred to as variable terms, 
aggregation terms, operator expressions, modifier terms, and quantifier phrases [6].

7.2 � NATURAL LANGUAGE PROCESSING

Natural language processing is not a recent area of study, but it is getting more 
attention due to increasing technological involvement, increased human–com-
puter interactions supporting applications with natural languages, and due to the 
development of big data. Such data demands powerful computing algorithms. 
NLP uses computers to process natural language in written (text) or spoken 
(audio) format. NLP has evolved into symbolic NLP, statistical NLP, and natural 
NLP. NLP is needed in the following situations.

7.2.1 �D ealing with Huge Amounts of Unstructured Data

Natural language processing helps computers communicate with humans in their 
own language and scales other language-related tasks. For example, NLP makes 
it possible for computers to read text, hear speech, interpret it, measure sentiment, 
and determine which parts are important.

Today’s machines can analyze more language-based data than humans, with-
out fatigue and in a consistent, unbiased way. Considering the staggering amount 
of unstructured data generated every day, from medical records to social media, 
automation will be critical to fully analyze text and speech data efficiently.

7.2.2 �S tructuring Data to Support Intelligent Systems

Human language is highly complex and diverse. There are infinite ways humans 
express his/her thoughts, emotions. There are a number of languages and language 

TABLE 7.2
Commonly Used Named Entities

Serial No. Named Entities Examples

1 Date Jan., 2022-01-31

2 Time 5.45 p.m.

3 Location AT & T Bell Lab USA

4 Person Smith, Robert, Jenny

5 Organization World Wide Fund for Nature, UNICEF
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variations (dialects). However, each language follows a particular set of grammar 
and syntax. Normally, humans make grammatical mistakes in writing or spoken 
form. Spoken form also inherits words from other languages.

7.2.3 �C hallenges with NLP

•	 Words, phrases and homonyms – In natural language, the same words 
and phrases may express different meanings in particular contexts. At 
the same time, handling homonyms (words that have the same pro-
nunciation but different meanings) are challenging in speech-based 
applications.

•	 Dictionary form/synonyms – Synonyms also require proper contextual 
understanding. However, people use synonyms to represent or express 
different meanings within their own vocabulary. When building an NLP 
application, we need to incorporate possible meanings for a particular 
word and its synonyms.

•	 Ambiguity – Ambiguity in NLP refers to sentences and phrases that 
potentially have two or more possible interpretations. It can be at the 
lexical level or at the semantic or syntactic level.

•	 Erroneous data – Wrongly spelled, pronounced, or used words affect 
the performance of text analysis. Although they can be handled and cor-
rected with a spell checker or auto corrector, this will not ensure correct 
interpretation of the meaning, or intention of a person.

•	 Domain-specific language – Industries use different language forms for 
communication. A model needed for healthcare would be very different 
from one used for a student enterprise system. Building models suitable 
for a particular domain demands in-depth, domain-specific knowledge.

•	 Low-resource languages – Most applications use highly resourced lan-
guages with the availability of corpora, lexical information, and higher 
rates of occurrence on the web, etc. However, the majority of regional 
languages lack these resources.

Supervised and unsupervised learning with a deep learning approach is used for 
natural language modeling. The most crucial aspect is syntactic and semantic 
learning in the context of machine learning approaches. NLP demands large col-
lections of linguistic data known as corpora. A corpus can be defined as a collec-
tion of language data. It is composed of written texts, transcriptions of speech, or 
a combination of speech and transcriptions. According to McEnery [7] corpora 
fall into three broad categories:

	 1.	Monolingual corpora – these consist of data from a single language.
	 2.	Comparable corpora – these include a range of monolingual corpora in 

various languages.
	 3.	Parallel corpora – these include original texts in one language with 

translations of them into one or more different languages.
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Data pre-processing is an essential step. It mainly includes data cleaning and data 
transformation [8]. To process and analyze huge amounts of unstructured corpus 
data, NLP follows five different stages: lexical analysis, syntax analysis, semantic 
analysis, disclosure, and pragmatic analysis (see Figure 7.4).

NLP is important because it helps resolve ambiguity in language and adds 
useful numeric structure to the data for many downstream applications, such as 
speech recognition or text analytics. Table 7.3 presents machine learning frame-
works for NLP.

NLP combines computational linguistics and rule-based models. NLP tasks 
include:

•	 Speech recognition – This converts voice/speech data into text form. 
Speech recognition is used in applications that respond to voice-based 
instructions or questions. What make speech recognition challenging 

Lexical Analysis Looks for morphemes (smallest unit of word)

Ensures that given piece of text is in correct structure

Looks for meaning in the given sentence (word to phrases)

Effect of sentence on another sentence under consideration

Process of extracting information from text

Syntax Analysis/ Parsing

Semantic Analysis

Semantic Analysis

Disclosure Integration

FIGURE 7.4  Stages in NLP

TABLE 7.3
Machine Learning Frameworks for NLP

Serial 
No. Frameworks Notable Applications/Approaches

1 PyTorch Classification, tagging, and text generation.

2 SpaCy Named entity recognition 

3 Stanford coreNLP Sentiment analysis, bootstrapped pattern learning

4 TensorFlow Text processing with tokenization

5 Keras Deep learning, compatible with both convolutional neural 
networks and recurrent neural networks

6 Chainer Supports deep learning and recurrent neural network-based 
language models

7 Gensim Sentiment analysis and document modelling, word embedding

8 Sci-Kit Learn Regression and classification problems, baseline machine 
learning algorithms
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are factors such as speed, pronouncing words together, changes 
in emphasis and intonation, varying accents, and often improper 
grammar.

•	 Part of speech tagging – This is the process of determining the part of 
speech of a specific word or chunk of text, taking into account its use 
and context.

•	 Word sense disambiguation – This is the selection of the meaning of a 
word with multiple meanings through a process of semantic analysis that 
determines the meaning that makes the most sense in a given context. 
For example, word sense disambiguation helps to distinguish the mean-
ings of the verb “make” in “make the grade” (achieve) versus “make a 
bet” (place).

•	 Named entity recognition – This identifies words or phrases as useful 
entities, for example “Kentucky” as a location or “Fred” as a man’s 
name.

•	 Coreference resolution – This is the task of identifying if and when two 
words refer to the same entity. The most common example is determin-
ing the person or object to which a certain pronoun refers (e.g., “she” = 
“Mary”), but it can also involve identifying a metaphor or an idiom in 
the text (e.g., an instance in which “bear” isn’t an animal, but a large, 
hairy person).

•	 Sentiment analysis – This extracts subjective qualities from text. NLP 
relies heavily on sentiment analysis in processing online reviews [9].

•	 Text to speech – This is the opposite of speech recognition, being task of 
presenting structured information as natural language.

•	 Information extraction – This uses pattern matching rules based on syn-
tactic features and semantic features [10].

Some of the notable advantages and disadvantages of NLP are listed in Table 7.4.

TABLE 7.4
Advantages and Disadvantages of NLP

Advantages Disadvantages

Using NLP is less expensive and 
time-efficient than using human 
resources.

Training can be time-consuming. If a new model needs to 
be developed without the use of a pre-trained model, it 
can take weeks before achieving a high level of 
performance.NLP offers better customer service 

in businesses.

Machine learning-based 
approaches enable easy use of 
NLP.

Being dependent on ML, NLP reliability sometimes raises 
questions.
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7.3 � ONTOLOGY AND KNOWLEDGE GRAPHS FOR NLP

7.3.1 �O ntology

Ontologies are commonly mentioned in the context of knowledge graphs. 
Ontologies help to formalize the representation of the entities or things in the 
graph. They can contain multiple taxonomies, each with its own unique defini-
tion. Because knowledge graphs and ontologies are represented in a similar way 
– through nodes and edges – and are based on resource description framework 
(RDF) triples, they lean toward similar visualizations. The procedure of form-
ing a new ontology or refining an existing one with minimal expert assistance is 
known as ontology learning [11].

Ontologies are semantic data models that provide descriptions of types and 
structures of instances/objects. Ontologies are considered as a generalized data 
model because they work on general types of objects having common properties. 
The entities are represented by the nodes of the graph, and the relationships are 
represented by the arcs [12].

There are three main components to an ontology:

•	 Classes – the unique types of things that exist in data.
•	 Relationships – properties that relate two classes.
•	 Attributes – properties that describe an individual class.

A knowledge graph contains facts and explicit knowledge of how instance data 
relate to each other. Let’s consider Tables 7.5, 7.6, and 7.7.

TABLE 7.5
Person

Name Gender Age Address
Mother 
Tongue Vaccination

Namrata Female 23 Maharashtra Marathi Yes

Rahesha Female 31 Karnataka Kannada Yes

Jayashree Female 36 Gujarat Gujarati No

Rajesh Male 40 Uttar Pradesh Hindi Yes

TABLE 7.6
Address

State District City

Maharashtra Pune Kothrud

Karnataka Belgaum/Belgavi Karoshi

Gujarat Ahmedabad Walsad

Uttar Pradesh Ayodhya Rudauli
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These are the ontological relationships between the 
classes person, address, vaccination, and booster:
	 i.	person→has name→person
	 ii.	person→has age→person
	 iii.	person→ has gender→person
	 iv.	person→lives at→address
	 v.	person→knows language→person
	 vi.	address→ located in→address
	 vii.	person→has vaccination→vaccination
	 viii.	vaccination→has name→vaccination
	 ix.	vaccination→is eligible for booster→booster

Figure 7.5 represents an ontology in graph format.

7.3.2 � Knowledge Graphs

Knowledge graph is becoming increasingly interesting to represent structural 
relations between entities [13]. Knowledge graphs have proven their usefulness 

TABLE 7.7
Vaccination

Vaccination Status Name of Vaccine
First 
Dose Second Dose

Eligible for 
booster

Yes Co-vaccine Yes No No

Yes Co-vaccine Yes Yes Yes

No Not applicable No No No

Yes Covi-shield Yes Yes Yes

has Name has Age

has Gender

Person

Is Eligible for Booster

Yes

Yes

Lives At

has Vaccination

Address

FIGURE 7.5  Ontology in graph format
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in wide variety of applications in semantic search and understanding of natural 
language processing [14]. Different applications of machine learning use struc-
tured knowledge in the form of graphs to generate explanations [15]. A knowl-
edge graph, also known as a semantic network, depicts the interactions between 
a network of real-world elements, such as objects, events, situations, concepts, 
or things. The term “knowledge graph” comes from the fact that this informa-
tion is frequently kept in a graph database and represented as a graph structure. 
Traditional knowledge graph quality assurance systems can be divided into 
semantic parsing, information retrieval with textual query [16], and embedding 
[17, 18].

Nodes, edges, and labels are the three fundamental components of a knowl-
edge graph: for example, a node can be a person and vaccination. The relationship 
between the nodes is defined by an edge: for example, a person is eligible for a 
booster dose of vaccination.

A knowledge graph is created by applying an ontology to a set of individual 
data points/instances:

knowledge graph = ontology + data
Let’s consider the ontological relationship person→lives at→address.
This can be depicted as shown in Figure 7.6.
Despite the availability of numerous large-scale knowledge graphs, the con-

tent of a single knowledge graph is frequently inadequate, especially when 
it comes to domain-specific applications [19]. An historical knowledge graph 
with a description of earlier forms of the ontology in a single graph reduces 
the storage space and data processing required [20]. Very important, when 

(b)

has Name has Age

has Gender
Rajesh

Is Eligible

Booster

Vaccination

Live At

has Vaccination

Uttar
Pradesh

(a)

Lives AtRajesh
Uttar

Pradesh

FIGURE 7.6  Ontological graph for (a) single ontological relation, and (b) an instance
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developing dynamic knowledge graph using technologies from the semantic 
web, then concepts and instances that are defined using ontologies plays sig-
nificant role [21].

7.4 � ONTOLOGICAL LANGUAGES

Semantic web technologies have received increased attention in artificial intel-
ligence and computer science more generally. Knowledge graphs are essential 
in semantic webs, in addition to ML and NLP [12]. Ontology has found applica-
tions in the computer science field and is getting more attention due to the huge 
development of semantic web technologies. It is used to support applications in 
the domains of NLP and ML, including intelligent chatbots, question-and-answer 
forums, and language translators:

•	 2CycL – This was developed for the Cyc project, and is based on first-
order predicate calculus.

•	 W3C Rule Interchange Format (RIF) – A rule (IF-THEN construct) is 
one of the fundamental concepts in computer science. RIF is the lan-
guage used for combining ontologies and rules. It aims to developing a 
web standard for exchanging rules.

•	 Open Biomedical Ontologies (OBO) – These are used for various bio-
logical and biomedical ontologies.

•	 Web Ontology Language (OWL) – This was developed for using ontolo-
gies over the World Wide Web, and has emerged as a standard language 
for representing knowledge in semantic webs.

Linguistics-based applications are adopting semantic web technologies to 
enhance functionality. Let’s look at an example of OWL, based on RDF [17]. 
Providing basic users with accurate and efficient ways to query large knowledge 
graphs is difficult. The Resource Document Framework publishing format seeks 
to address this [22].

In our example, we need to define a class of things – say, “Employee” – with 
some properties such as “name,” “address,” “company_name,” “designation,” and 
“salary.” The RDF syntax to describe the class person and related properties is:

<Class ID = “Employee”>
<Property ID = “name”/>
<Property ID = “address”/>
<Property ID = “company_name”/>
<Property ID = “designation”/>
<Property ID = “salary”/>

Given instance can be described as follows: Smith Jones lives in the United States 
and works for IBM Ltd. He is a Senior Manager, and a Senior Manager gets a 
salary of $1L.
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<Person ID = “Employee”>
<name>Smith Jones</name>
<address>United States</address>
<company_name>IBM Ltd.</company_name>
<designation>Senior Manager</designation>
<salary>$1L</salary>

The RDF graph for this is shown in Figure 7.7.
Protégé is an open-source graphical user interface and knowledge manage-

ment system that allows users to model and edit ontologies. It supports ontologies 
in frames as well as in OWL frameworks. It provides a graphical user interface 
and an application programming interface, an editor for logical OWL expres-
sions, wizards to handle complex tasks, and direct access to high-performance 
classifiers. It provides various features such as multi-user support, support for 
multiple file formats (Clips, XML, Resource Document Framework, and OWL), 
and form generation.

To query RDF datasets, structured query languages such as SPARQL provide 
a powerful tool [23]. Although a certain number of NLP tools are available, there 
is a limit on those that can be used for knowledge extraction [24].

7.5 � CONCLUSION

This chapter has given an overview of the basic ideas of an ontological approach 
to natural language. This included an introduction to ontology and fundamental 
aspects of ontologies. There are a number of potential benefits in using an onto-
logical approach in linguistics: it facilitates representing data more generally, it 
can be used to generate new knowledge, and it can reuse existing knowledge. 
Ontology allows formal modeling of semantic and grammatical relationships in 
a precise way.

Smith
Jones

United
states

Senior
Manager

$1L

IBM
Ltd.

FIGURE 7.7  RDF graph
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The significance of POS tagging for language processing is that it gives a 
significant amount of information about words and their neighbors. Tagging for 
natural languages is the same process as tokenization for machine languages. 
Taggers are essential, and play a crucial role in speech recognition, NL parsing, 
information retrieval, etc.
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8 Perfect Coloring 
by HB Color Matrix 
Algorithm Method

A. A. Bhange and H. R. Bhapkar

8.1 � INTRODUCTION

Graph coloring is the most popular element in graph theory, due to its abundant 
applications in numerous fields. In computer engineering, it is used in data min-
ing, networking, image segmentation, clustering, etc. In electrical engineering, 
it is used in coding theory and networking. Also, it is used in many real-life 
applications such as Sudoku, mobile networking, aircraft management, etc. There 
are basically three types of coloring: point coloring, line coloring, and face col-
oring [1]. In point coloring, the points are assigned colors so that no two adjoint 
points receive the same color. The least number of such colors is the chromatic 
number of the graph. Line coloring assigns different colors to the lines of the 
graphs so that no two adjoint lines will receive the same color. Face coloring 
assigns separate colors to adjoint faces of the graph. The four-color theorem is the 
base of all graph coloring problems [2]. Bhapkar and Salunke proved the impor-
tant four-color theorem using the pivot region number of the graph [3]. Basically, 

Graph Learning and Network Science for NLP Perfect Coloring by HB Color Matrix Algorithm Method

CONTENTS

8.1	 Introduction...............................................................................................147
8.2	 Preliminaries............................................................................................ 149

8.2.1	 HB Color Matrix........................................................................... 149
8.2.2	 Perfect Coloring............................................................................ 149

8.3	 Results....................................................................................................... 149
8.3.1	 Perfect HB Color Matrix.............................................................. 149

8.3.1.1	 Example of a PHBCM................................................... 150
8.3.1.2	 Properties of a PHBCM................................................. 150

8.3.2	 Algorithm of Perfect Coloring by HB Color Matrix Method...... 151
8.4	 Illustration of the Perfect HB Color Matrix Method................................ 152
8.5	 Python Program for Graph Coloring by PHBCM.................................... 156
8.6	 The Perfect Chromatic Numbers for Some Standard Graphs Using 

the PHBCM Algorithm Method............................................................... 160
8.7	 Conclusion................................................................................................ 160
References.......................................................................................................... 160

DOI:  10.1201/9781003272649-8

10.1201/9781003272649-8

https://dx.doi.org/10.1201/9781003272649-8


148 ﻿Graph Learning and Network Science for NLP

the solution to graph coloring problems can be found using three methods: the 
hybrid method, the heuristic method, and the metaheuristic method. The hybrid 
methods are the most widely used as they require very little time for execution. 
In the heuristic approach, RLF and DSATUR are popular methods. The local 
search method and population-based method are the most widely used among 
the metaheuristic methods [4]. Santoso et al. proposed a graph coloring algo-
rithm using an adjacency matrix [5]. Bhange and Bhapkar invented the HB color 
matrix algorithm for graph coloring, which is based on assignments in the matrix 
using comparison among elements [6]. Also, they defined a new type of coloring 
– perfect coloring, which is a combination of point, line, and face coloring [7]. 
Graph coloring found numerous applications in the recent COVID-19 pandemic 
predictions, being used in decision-making and calculating mortality rates and 
the impact on the education sector, etc. [8–10]. The concept of corona products is 
used in virus graphs [11].

In this chapter, we will define the perfect HB color matrix for any planar 
graph. The perfect HB color matrix (PHBCM) algorithm is developed, and a 
Python program is coded using that algorithm. Also, we will calculate the perfect 
chromatic (PC) number for a few standard graphs using the PHBCM algorithm.

In 2020, Ramachandran and Deepika proposed a new matrix algorithm using 
an adjacency matrix. The sum of each row of the matrix is calculated, and the row 
with the maximum sum is chosen. If there is a tie in the maximum sums, then the 
maximal null matrix is chosen. If there is also a tie in the maximal null matrix, 
then the row with a maximum degree is selected. Finally, the color is assigned to 
a vertex corresponding to the row [12].

In 2017, Mohan et al. calculated the total coloring of the corona product of 
any two graphs G and H, where they considered H as either a cycle, complete, or 
bipartite graph. They proved that the total coloring of the corona product of any 
graph with a cycle graph Cn is ∆+1, where ∆ is the degree of the resultant graph 
after the corona product. Also, the total coloring of the corona product with a 
complete graph Kn is ∆+1. The same result is obtained for a corona product with 
bipartite graphs [13].

In 2018, Geetha et al. proposed a survey of total coloring after 2010. They 
proved the result of total coloring conjecture for non-planar graphs like circulant 
graphs, product graphs, Sierpinski graphs, cubic graphs, graphs with degree con-
straints, etc. They also surveyed the results of complexities of total coloring [14]. 
In 2018, Vighnesh proved the total coloring conjecture for some groups of graphs 
like line graphs, double graphs, and deleted lexicographic products. If the total 
coloring of the graph is ∆+1, it is a type I graph, whereas if the total coloring is 
∆+2, it is type II. Therefore, the author proved that for any graph H, the deleted 
lexicographic product and line graph L(Kn) is of type I. Any double graph is type 
I if G is type I, and the double graph is type II if G is type II [15].

In 2020, Vighnesh et al. proved the total coloring conjecture for core satellite 
graphs, cocktail parts graphs, modular product of paths, and Shrikhande graphs. 
Core satellite graphs are total colorable with ∆+1 if the core and all the satellite 
cliques have total coloring of ∆+1 i.e., they are type I. Cocktail party graphs 
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with n vertices n≥3 have total coloring of ∆+1. A strong product is the union 
of Cartesian and direct products. The combination of strong product edges and 
edges corresponding to the non-adjacent vertices is the modular product. The 
Shrikhande graph is a type I graph [16].

8.2 � PRELIMINARIES

8.2.1 �H B Color Matrix

A HB color matrix of any graph is a matrix of 0’s and ∞’s, depending on adja-
cency of elements of the graph. The matrix will have a value of 0 if the corre-
sponding elements are not adjoint, otherwise its value is ∞. Depending upon the 
elements of the graph, there are three types of HB color matrices:

	 1.	Vertex HB color matrix (VHBCM)
	 2.	Edge HB color matrix (EHBCM)
	 3.	Region HB color matrix (RHBCM)

8.2.2 �P erfect Coloring

A function f : P(G) ∪ L(G) ∪ R(G) → C is said to be perfect coloring of the graph 
G if f(x) ≠ f(y) for any two adjoint or incident elements x,y ∈ P(G) ∪ L(G) ∪ R(G). 
And the PC number χ P(G) is the least colors needed to assign colors to any graph 
using perfect coloring [17​, 18].

8.3 � RESULTS

8.3.1 �P erfect HB Color Matrix

Consider a graph H with m points or vertices P1, P2, P3…Pm, n lines or edges lm+1, 
lm+2, lm+3…lm+n, and r faces fm+n+1, fm+n+2, fm+n+3…fm+n+r. A perfect HB color matrix 
of graph H is denoted by Cp(H) = (mij)(m+n+r)X(m+n+r), with the following conditions:
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8.3.1.1 � Example of a PHBCM
Consider a graph K with four vertices, six edges, and three regions, as shown in 
Figure 8.1. The PHBCM of this graph is shown in Figure 8.2.

8.3.1.2 � Properties of a PHBCM
	 1.	A PHBCM is a symmetrical matrix with diagonal elements ∞.
	 2.	The 0 element in the matrix is assigned to any two non-adjoint elements.
	 3.	The ∞ element in the matrix is assigned to any two adjoint elements.
	 4.	 If any row or column of PHBCM is with all ∞ elements, then that ele-

ment is adjoint to rest of all elements.

Theorem 8.1: The null graph Nn with n vertices will contain exactly two ∞’s in 
each row of its PHBCM.

Proof: Consider a null graph Nn with n isolated vertices without edges. As per 
the property of PHBCM, the diagonal elements of a matrix will have ∞. Also, 
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the open region is adjoint to every vertex of the null graph. So the column cor-
responding to the open region will have ∞ everywhere. Hence the proof.

Theorem 8.2: If in the PHBCM of a simple graph H a row or column is having 
all ∞’s, then graph H is a line graph, star graph, comb graph, or a tree.

Proof: Consider a simple graph H, which is either a line graph, star graph, comb 
graph, or a tree. The elements of the graph like edges and vertices are adjoint to 
an open region. Hence the row or column corresponding to the open region will 
have all over ∞ in its PHBCM. Hence the proof.

Theorem 8.3: If Cn is an n vertex circular graph, then there are exactly two 
rows or columns with all ∞’s in its PHBCM.

Proof: Consider the circular graph Cn with n vertices. There are two regions, 
an open region and a closed region, in the circular graph. These two regions are 
adjoint to each other and to every edge and vertex of the graph. Hence the rows 
corresponding to these two regions in the PHBCM of the circular graph will 
have all over ∞. Hence the proof.

8.3.2 �A lgorithm of Perfect Coloring by HB Color Matrix Method

Consider a set S(H) = {u1, u2, u3,…um+n+r} with m vertices v1, v2, v3…vm, n edges e1, 
e2, e3…en, and r faces f1, f2, f3…fr of the graph H. The following is an algorithm for 
perfect coloring using the HB color matrix method for the graph H, and sequence 
of elements considered here is chromatic.

Step 1: Plot the perfect HB color matrix Cp(H) of the graph H. Make the 
assignments in the upper triangular matrix of Cp(H). So consider only 
the upper triangle of Cp(H) and let it be M(H).

Step 2: Choose the element u1 from the first row of matrix M (H). Search 
for cell (u1,ur) = 0 for least r, where r = 2, 3, 4…m+n+r. If the least of r is 
some s, then assign identical colors i.e., color1 to u1 and us.

	 1.	 If there exists the least t such that (u1, us+t) = 0 and (us, us+t) = 0, then 
assign the same color to us and us+t i.e., color 1. If there is least p so 
that (u1, us+t+p) = 0, then verify the values of cells (us, us+t+p) and (us+t, 
us+t+p).

(a)	   � If either of them is ∞, then cross out (u1, us+t+p) = 0.
	(b)   � If all are 0, then assign color 1 to us+t+p.

		  Continue in this way for all 0 values of row 1.
	 2.	 If (u1, us+t) = ∞ and (us, us+t) = 0, then cross out the 0, or if (u1, us+t) = 

0 and (us, us+t) = ∞, then cross out the 0 of the respective places.
	 3.	 If (u1, us+t) = ∞ and (us, us+t) = ∞, then u1 and us+t will have separate 

colors.
Step 3: Implement a similar process for the elements u2 of the second row, 

then for u3, u4…um+n+r.
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Step 4: If all 0’s of the perfect HB color matrix M(H) are either assigned 
or strikethrough, then verify whether or not colors have been assigned to 
all elements. If any elements have not been assigned a color, then assign 
colors to them using previously unused colors. And if any row contains 
all ∞’s, then the corresponding elements must have different colors than 
the previous color.

8.4 � ILLUSTRATION OF THE PERFECT HB 
COLOR MATRIX METHOD

Consider the house graph H with five vertices: p, q, r, s, t, six edges a, b, c, d, e, f, 
and three regions r1, r2, and r3 (see Figure 8.3).

Step 1: Plot a PHBCM of the graph using adjacency of the elements of the 
matrix. The cell element is ∞ for adjoint elements, and 0 for non-adjoint 
elements. Consider only the upper triangular part of the matrix as this 
matrix is symmetrical, as shown in Figure 8.4.

Step 2: Consider the first row of the matrix – i.e., the row for vertex p. Now, 
search for the first 0 in this row. The first 0 is at cell (p, r). Make an 
assignment at (p, r). Assign the same color, e.g., color 1 (red), to the ver-
tices p and r. Strike out the column corresponding to r (see Figure 8.5(a)).

	 (a)	 Compare the cells (p, s) and (r, s). As (p, s) = 0 and (r, s) = ∞, 
assignment can’t be made at (p, s). Cross out the 0 at (p, s) (see 
Figure 8.5(a)).

	 (b)	 The next 0 is at (p, c), but there is no 0 at (r, c), hence no assignment 
can be made at (p, c). Cross out the 0 at (p, c) (see Figure 8.5(a)).

	 (c)	 The cells (p, d) and (r, d) have the values 0 and ∞ respectively, hence 
no assignment can be made at (p, d). Cross out the 0 at (p, d) (see 
Figure 8.5(a)).

	 (d)	 Both the cells (p, e) and (r, e) having a value of 0, hence assignment 
can be made at cell (p, e), as shown in Figure 8.5(b), which means 

r3

p

ba

t q

s

e cr2

r1

d

f

r

FIGURE 8.3  House graph H
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same (red) color can be assigned to edge e. Strike out the column 
corresponding to e (Figure 8.5(b)).

	 (e)	 Compare the cells (p, f), (r, f) and (e, f). They have the values 0, 0, 
and ∞ respectively, hence assignment can’t be made at cell (p, f). 
Cross out the 0 at (p, f) (see Figure 8.5(b)).

	 (f)	 Compare the cells (p, r2), (r, r2), and (e, r2). They have the values 0, 
∞, and ∞ respectively, hence assignment can’t be made at cell (p, 
r2). Cross out the 0 at (p, r2) (Figure 8.5(b)).

Step 3: As all 0’s of row 1 are covered, search for first the 0 in row 2. The 
first 0 in row 2 is at cell (q, s). Make an assignment at (q, s) as shown 
in Figure 8.6(a). Assign color 2 (blue) to vertices q and s. Strike out the 
column corresponding to s (Figure 8.6(a)).

	 (a)	 Both the cells (q, a) and (s, a) have the value 0, hence assignment can 
be made at cell (q, a), as shown in Figure 8.6(b), which means the 

p q r s t a b c d e f r1 r2 r3

p ¥ ¥ 0 0 ¥ ¥ ¥ 0 0 0 0 ¥ 0 ¥
q - ¥ ¥ 0 ¥ 0 ¥ ¥ 0 0 ¥ ¥ ¥ ¥
r - - ¥ ¥ 0 0 0 ¥ ¥ 0 0 0 ¥ ¥
s - - - ¥ ¥ 0 0 0 ¥ ¥ 0 0 ¥ ¥
t - - - - ¥ ¥ 0 0 0 ¥ ¥ ¥ ¥ ¥
a - - - - - ¥ ¥ 0 0 ¥ ¥ ¥ 0 ¥
b - - - - - - ¥ ¥ 0 0 ¥ ¥ 0 ¥
c - - - - - - - ¥ ¥ 0 ¥ 0 ¥ ¥
d - - - - - - - - ¥ ¥ 0 0 ¥ ¥
e - - - - - - - - - ¥ ¥ 0 ¥ ¥
f - - - - - - - - - - ¥ ¥ ¥ 0
r1 - - - - - - - - - - - ¥ ¥ ¥

- - - - - - - - - - - - ¥ ¥r2

- - - - - - - - - - - - - ¥r3

M(H) = 

FIGURE 8.4  Upper triangular perfect HB color matrix for house graph H

FIGURE 8.5  Assignment in first row of PHBCM of house graph H
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same (blue) color can be assigned to edge a. Strike out the column 
corresponding to a (see Figure 8.6(b)).

	 (b)	 The next 0 is at (q, d).Compare the cells (q, d), (s, d), and (a, d). They 
have the values 0, ∞, and 0 respectively, hence assignment can’t be 
made at cell (q, d). Cross out the 0at (q, d) (see Figure 8.6(b)).

Step 4: As the colors are assigned to vertices r and s, cross out all the 0’s 
of the rows corresponding to r and s and directly consider the row cor-
responding to vertex t.

	 (a)	 Make an assignment at (t, b). Give color 3 (green) to vertex t and 
edge b. Strike out the column corresponding to b (see Figure 8.7(a)).

	 (b)	 The cells (t, c) and (b, c) have the values 0 and ∞ respectively, hence 
no assignment can be made at (t, c). Cross out the 0 at (t, c) (see 
Figure 8.7(a)).

	 (c)	 Compare the cells (t, d) and (b, d). Both these cells have values of 0, 
so assignment can be made at cell (t, d), as shown in Figure 8.7(b), 
which means the same (green) color can be assigned to edge d. 
Strike out the column corresponding to b (see Figure 8.7(b)).

	 (d)	 As the assignments have been made for edges a and b, cross out the 
remaining 0’s of the rows corresponding to a and b and consider the 
row corresponding to c for further assignments.

FIGURE 8.6  Assignment in second row of PHBCM For house graph H

FIGURE 8.7  Assignment in fifth row of PHBCM for house graph H
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	 (e)	 Make an assignment at (c, r1) (see Figure 8.8(a)). The same color, 
color 4 (yellow), is assigned to edge c and region r1. Strike out the 
column corresponding to r1 (see Figure 8.8(a)).

	 (f)	 Skip the rows with edges d and e as colors are already assigned 
to them, and cross out the 0’s in rows d and e (see Figure 8.8(b)). 
Consider the first 0 of the row corresponding to edge f, and make an 
assignment at cell ( f, r3) (see Figure 8.8(b)). Hence edge f and region 
r3 will have color 5 (orange).

	 (g)	 All the 0’s of column r2 are all crossed out without any assignment, 
hence no color is assigned to region r2 (see Figure 8.8(b)). Assign a 
separate color to it, color 6 (pink).

The resultant graph after perfect coloring is shown in Figure 8.9. The house graph 
is having PC number 6.

FIGURE 8.8  Assignment in eighth and eleventh row of PHBCM For graph H

r3

p

b
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t q

s

e cr2

r1

d

f

r

FIGURE 8.9  House graph H after perfect coloring
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8.5 � PYTHON PROGRAM FOR GRAPH COLORING BY PHBCM

The code for the python program using the PHBCM algorithm is as follows:

i = y = 0

for _ in range(column):

lis = []

lis = input(f”enter {_} row:”).split(” “)

for x in range(y, column):

arr[_][x] = int(lis[i])

i += 1

y += 1

i = 0

# print(arr)

row = []

flag = 0

z = 2

x = 0

4
3

2
1

5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21

v

v

column = int(input(”enter the no of columns: “))

name = input(”Enter name of the graph: ”)

import numpy as np

arr = np.zeros((column, column), dtype=np.int64)

final_row =[]

while x <= column- 1:

for _ in range(x, column):

if not len(row) and not arr[x][_]:

row.append(_)

arr[x][_] = z

for c in range(_):

if arr[c][_] == 0:

arr[c][_] = 1

elif arr[x][_] == 0:

for y in row:

if arr[y][_] == 0:

arr[y][_] = 1

else:

flag = 1

23
22

24
25
26
27
28
29
30
31
32
33
34

35
36
37
38
39
40

v

v

v

v

v

v

v

v

v
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if flag == 1:

arr[x][_] = 1

else:

row.append(_)

arr[x][_] = z

for c in range(_):

if arr[c][_] == 0:

arr[c][_] = 1

flag = 0

z += 1

x += 1

for b in row:

arr[b][n + b] = 1

final_row.extend(row)

row = []

for n in range(column - b):

42
41

43
44
45
46
47
48
49
50
51
52
53
54
55

59

v
56
57
58

v

v

v

v

v

l = []

for b in range(column);

for v in range(column - b):

if b not in final_row:

if arr[b][v + b] != 1:

break

else:

else:

break

1.append(b)

for n in range(column - b):

arr[b][n + b] = z

z += 1

# print(arr)

p = 1

print(”Name of graph is {}”.format(name))

v

v

v

v

v

v

v

61
60

62
63
64
65
66
67
68
69
70
71
72
73
74

78

75
76
77



158 ﻿Graph Learning and Network Science for NLP

print("Name of graph is {}".format(name))

print("Number of vertices are {}".format(column))

for b in range(column):

no_chng = 1

j = 0

nan = ‘vertex‘

if b not in 1:

nan = ‘vertices‘

j = 1

for n in range(column - b):

print("")

if not no_chng:

p += 1

if arr[b][n + b] != 1.

if no_chng:

if j :

print("Assign colour{} to {} {}".format(p, nan,

print(' {}'.format(n + b + 1), end="")

no_chng = 0

b+1), end="")

print("Chromatic number is {}".format(p-1))

78
79
80
81
82
83
84
85
86
87
88
89
90

91
92
93
94
95
96

97
98

v

v

v

v

v

v

v

The output is shown in Figures 8.10, 8.11, and 8.12.

Name of graph is Bull Graph
Number of Elements are 12
Assign color1 to Elements 1 3 5 8
Assign color2 to Elements 2 7

Assign color3 to Elements 4 6

Assign color4 to Elements 9 10 11

Assign color5 to Element 12
Perfect Chromatic number is 5

FIGURE 8.10  Output for bull graph
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Name of graph is Cycle Graph C5
Number of Elements are 12
Assign colorl to Elements 1 3 9
Assign color2 to Elements 2 4 10

Assign color3 to Elements 5 6 8

Assign color4 to Element 7

Assign color5 to Element 11
Assign color6 to Element 12
Perfect Chromatic number is 6 

FIGURE 8.11  Output for cycle graph C5

Enter name of the graph: Wheel Graph W4
Number of Elements are 18
Assign colorl to Elements 1 3 11
Assign color2 to Elements 2 4 10

Assign color3 to Elements 5 6 8

Assign color4 to Elements 7 9 15 17

Assign color5 to Elements 12 14
Assign color6 to Elements 13 16

Assign color7 to Element 18
Perfect Chromatic number is 7

FIGURE 8.12  Output for wheel graph W4
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8.6 � THE PERFECT CHROMATIC NUMBERS FOR 
SOME STANDARD GRAPHS USING THE 
PHBCM ALGORITHM METHOD

The PC numbers of a few types of graphs calculated using the PHBCM algorithm 
method are shown in Table 8.1.

8.7 � CONCLUSION

This chapter has defined the perfect HB color matrix algorithm method to cal-
culate the perfect chromatic numbers of graphs. The method has been illustrated 
for a house graph. The PC number for the house graph is 6. The chapter also pro-
vided Python code using the PHBCM algorithm, and showed the outputs of the 
program for a bull graph, cycle graph C5, and wheel graph W4. Along with this, 
the PC numbers for a few standard graphs using the PHBCM algorithm method 
were defined.
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9.1 � INTRODUCTION

Words’ meanings vary depending on the context in which they are used. Human 
languages are also ambiguous, since many words may be understood in a variety 
of ways based on the contexts in which they appear. Word sense disambiguation 
(WSD) is the process of determining which meaning of a word is denoted by its 
use in a certain context in natural language processing (NLP). Figure 9.1 shows 
a basic WSD model. One of the first problems that every NLP system confronts 
is lexical ambiguity, whether it is syntactic or semantic. Syntactic ambiguity of 
words can be solved with high-precision part of speech (POS) taggers. The chal-
lenge of resolving semantic ambiguity, on the other hand, is called word sense 
disambiguation. It is more difficult to resolve semantic ambiguity than it is to 
resolve syntactic ambiguity.

Consider the two distinct definitions of the word “bark”:

	 1.	He heard a short bark of laughter.
	 2.	Beavers feed on leaves and the living bark of trees.

noindent
Here, “bark” has two different meanings:

	 1.	A sound made by someone laughing or coughing
	 2.	The tough protective outer sheath of a tree

noindent
If WSD can resolve the ambiguity, the correct meanings of the preceding 

phrases may be assigned. In a given context, WSD automatically attributes the 
most acceptable meaning to an uncertain term. WSD is useful in a variety of NLP 
applications where such problems arise, such as question answering, information 
retrieval, machine translation, and dialogues [1].

Large-scale lexical resources like the Oxford Advanced Learner’s Dictionary 
were available in the 1980s, and information extracted automatically from these 

Resource A

Sense
Inventry and

Lexical
Resources

C1

C2

C3

C4

T1

Text

T2
Disambiguation

Algorithm

Disambiguation
Text

Resource B

Resource C

T3

T4

FIGURE 9.1  Basic WSD model
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resources replaced hand coding; nonetheless, WSD remained dictionary-based 
or knowledge-based. WSD became a fundamental issue to which machine learn-
ing techniques with supervision might be applied when the statistical revolution 
swept across computational linguistics in the 1990s [2]. As supervised approaches 
reached the point of diminishing returns in the 2000s, researchers turned their 
focus to domain adaptation, mixed methods, coarser-grained senses, and unsu-
pervised and semi-supervised and graph-based techniques for knowledge-based 
systems.

9.2 � EVALUATION OF WSD

The following two inputs are required for WSD evaluation:

	 1.	Language dictionary – The dictionary, which is used to specify the 
senses to be disambiguated, is the initial input for WSD assessment.

	 2.	Test corpus – WSD also requires a large, well-annotated test corpus with 
the goal of defining correct senses. Test corpora can be divided into two 
categories:
	(a)	 Lexical sample is a type of corpus used in systems when the mean-

ing of a tiny sample of words has to be disambiguated.
	(b)	 All-words corpora are utilized in systems which seek to clarify all 

the words in a chunk of flowing text.

The use of all-words corpora is seen as a more realistic method of evalua-
tion. The goal of Senseval is to assess the merits and shortcomings of such 
programs in terms of various words, linguistic variations, and languages [3]. 
Senseval has five versions: Senseval_1 (released in 1998), Senseval_2 (released 
in 2001), Senseval_3 (released in 2004), SemEval_2007 (released in 2007), and 
Semeval_2010 (released in 2010).

9.2.1 �T ypes of WSD

There are four types of WSD:

•	 Classic monolingual WSD assessment tasks rely on semi-supervised/
supervised classification with sense corpora that have been manually 
annotated and employ WordNet as the sense inventory [4].

•	 Cross-lingual WSD evaluation looks at WSD in two or more languages 
at the same time. Unlike multilingual WD tasks, the sense inventory 
is generated on the basis of a concurrent corpus, such as the Europarl 
Parallel Corpus, rather than giving sense-annotated samples manually 
for each sense of a polysemous term [5].

•	 Multilingual WSD is WSD across two or more languages [6], and its 
evaluation activities use their respective sense inventories, such as 
WordNet, or a bilingual sense inventory, such as BabelNet.
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•	 Word sense induction and disambiguation is a combined task evalua-
tion in which the sense inventory is first inducted from a predetermined 
training dataset of polysemous words and the sentences in which they 
occurred, then the sense inventory is inducted from the sentences in 
which they appeared, and then WSD is conducted on a separate testing 
dataset [7].

9.2.2 �D ifficulties in Word Sense Disambiguation

This chapter discusses the typical and conventional description of WSD, defined 
as an explicit and separate disambiguation procedure for a dataset of word senses. 
In lexical semantics, words are generally believed to have a different and finite 
collection of senses, and there is a significant reduction in the complexity of word 
meanings. WSD is difficult for a variety of reasons, some of which we will now 
address.

9.2.2.1 � Differences between Dictionaries
One issue with word sense disambiguation is defining individual words’ senses, 
because various thesauruses and dictionaries differ in how they divide words into 
distinct meanings. Some academics have proposed utilizing a specific lexicon and 
its set of senses to address this problem. In general, however, study findings based 
on broad sense differences have outperformed those based on limited ones [8]. The 
majority of researchers are still working on fine-grained WSD. The most common 
method of study regarding WSD is to use WordNet as an English sense inven-
tory resource. WordNet is a computer lexicon which uses sets of synonyms for 
encoding. Roget’s Thesaurus and Wikipedia are two more resources utilized for 
disambiguation. For multilingual WSD, BabelNet has recently been employed [9].

9.2.2.2 � Part of Speech Tagging
In tests, sense tagging and POS tagging have been shown to be inextricably 
linked, with one possibly constraining the other. The topic of whether these tasks 
should be addressed together or separated remains unresolved, although scientists 
are increasingly inclined to deploy them independently (e.g., to disambiguate text 
in the SemEval/Senseval challenges, chunks of speech are given as input). Both 
disambiguating and tagging with words are involved in WSM POS tagging.

9.2.2.3 � Inter-judge Variance
WSD systems are typically tested by having them perform a particular task, then 
comparing their performance to that of a human. Assigning parts of speech to 
text is very simple, but teaching individuals to tag sensations is considerably more 
complex.

9.2.2.4 � Pragmatics
Few artificial intelligence (AI) researchers claim that parsing meanings out of 
words is impossible without commonsense ontology. Pragmatics is the term for 



167Cross-lingual Word Sense Disambiguation﻿

this language problem. According to experts, knowing commonsense informa-
tion is required to detect word senses correctly. Furthermore, when cataphoras 
or anaphoras are present in a text, it is often necessary to use common sense to 
decipher terms such as pronouns.

9.2.2.5 � Sense Inventories and Task-dependent Algorithms
A sense inventory that is task-independent is not a logical concept. Every activity 
necessitates the self-categorization of a word’s meaning into task-relevant senses. 
Furthermore, various applications may require totally different algorithms. The 
difficulty of selecting target words arises in machine translation. The “senses” 
are terms in the target language that frequently correlate to major sense/mean-
ing disparities in the native/source language (e.g., “bank” might be translated as 
“finance bank” or as “river’s edge”).

9.2.2.6 � Sense Discreteness
Finally, the concept of “word sense” is nebulous and contentious. The majority of 
people can agree about coarse-grained homograph discrepancies (e.g., “pen” as 
enclosure or writing device). However, when it comes to fine-grained polysemy, 
there are disputes. In principle, word sense is indefinitely changeable and context-
dependent. It is difficult to break down into separate or distinctive sub-meanings. 
This is known as the discreteness of sense.

9.3 � APPROACHES TO WORD SENSE DISAMBIGUATION

Deep approaches and shallow methods are the two primary approaches to WSD:

•	 Deep methods imply access to a vast corpus of global information. 
Outside relatively narrow fields, computer-readable versions of such cor-
pora of knowledge do not exist. Therefore, these techniques are typically 
not regarded to be particularly effective in practice [10].

•	 Shallow methods focus on the surrounding words rather than trying to 
grasp the content. By using a training corpus of words labeled with their 
respective senses, a computer can mechanically generate these rules. 
WSD is usually approached in major four ways:

	 1.	 Dictionary- and knowledge-based methods
	 2.	 Semi-supervised or minimally supervised methods
	 3.	 Unsupervised methods
	 4.	 Supervised methods

9.3.1 �D ictionary and Knowledge-based Methods

These approaches rely on knowledge resources such as WordNet, thesau-
ruses, and machine-readable dictionaries (MRDs). For disambiguation, they 
may utilize grammatical rules and/or hand-coded rules. Many dictionaries, 
such as the Collins Dictionary, Oxford English Dictionary, thesauruses that 
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include synonymy information (such as Roget’s Thesaurus), and the Longman 
Dictionary of Ordinary Contemporary English, have been made accessible in 
MRD format in recent years [11]. MRD formats provide a collection of defi-
nitions, meanings, and typical use examples, but a thesaurus offers a detailed 
guide to synonymy between the semantic network and most word meanings [12]. 
A dictionary-based method, the Lesk algorithm, is considered fundamental. The 
foundation of Lesk is the concept that words in a text are linked to one another, 
and that this relationship can be observed in the meanings and definitions of the 
terms. The dictionary senses of pairs of words that highly overlap in their mean-
ings are used to disambiguate two (or more) terms. When disambiguating “pine 
cone,” for example, the related senses include “tree” and “evergreen” (at least 
according to one dictionary) [11].

9.3.2 �S upervised Methods

The premise behind supervised techniques is that the context can give enough 
data to disambiguate words on its own, and as a result, logic and common sense 
are regarded as superfluous. WSD has probably been subjected to every machine 
learning algorithm known to man, and related approaches such as ensemble 
learning have proven to be very effective techniques so far, owing to their abil-
ity to cope with the feature space’s high dimensionality. However, because these 
supervised techniques rely on large quantities of manual sense-labeled corpora 
for use in training, which are time-consuming and costly to generate, they face 
a new knowledge acquisition bottleneck [13]. These techniques include the naïve 
Bayesian classifiers method, the decision tree and decision list method, the sup-
port vector machine method, and the neural network method [14, 15].

9.3.3 �S emi-Supervised Methods

In Semi-supervised methods employ a secondary source of information as seed 
data. Most WSD methods employ semi-supervised learning that permits both 
labeled and unlabeled input due to a lack of training data. For word sense disam-
biguation, this approach employs human languages’ “one sense per discourse” 
and “one sense per collocation” characteristics. Words in most discourses and 
collocations tend to have only one sense based on observation.

9.3.4 �U nsupervised Methods

These use raw, unannotated corpora, avoiding (nearly entirely) external informa-
tion. For WSD researchers, the most difficult problem is unsupervised learning. 
The fundamental premise is that the same meaning occurs in the same situations 
[16]. Therefore, senses may be inferred from a text by grouping occurrences of 
words according to some measure of context similarity, a process known as word 
sense discrimination or induction. The nearest inducted clusters/senses can then 
be categorized as new instances of a term.
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9.4 � GRAPH-BASED CROSS-LINGUAL WORD 
SENSE DISAMBIGUATION

Parallel corpora offer a novel way to integrate the benefits of unsupervised and 
supervised methods, as well as a way to make use of textual translation corre-
spondences. WSD methods that are cross-lingual disambiguate by labeling target 
terms with the correct translation to clear up any ambiguity.

Graph Learning is useful in the case of languages with scarce resources [17]. 
Graph learning is a successful upgrade to current meta-learning methods that 
allows for better and more stable learning, as well as setting a new state of the art 
for certain languages while performing on a par with others, using just a small 
quantity of labeled data [18]. Graph learning is a new multidisciplinary area that 
combines graph analytics with deep learning.

9.4.1 � MultiMirror Model

A model developed by Luigi Procopio et al. [10], MultiMirror is a multilingual 
WSD sense projection approach to word alignment based on a new neural dis-
criminative model. This model is capable of jointly aligning all source and target 
tokens with each other at the same time, beating its competitors across multiple 
language combinations when given a pair of parallel phrases as input. It utilizes 
pre-trained contextual embedding, specifically multilingual BERT [19], to create 
continuous representations of each token. It then concatenates the two phrases 
using a special token, [SEP], to separate them and two additional tokens, [CLS] 
and [SEP], to surround the entire sequence. It further divides the input tokens 
into subwords to fit the mBERT input structure. Using this method, subwords 
can interact with one another and produce a representation that is contextualized 
not just in the sentence in which they appear, but also in the translation. Finally, 
to allow token-level contextualization, MultiMirror uses an extra six-layer trans-
former encoder that closely resembles the design of mBERT1. Essentially, it takes 
the existing representations of each token as input and outputs of a series of 
token_level_out huI having l + k vectors of dimension 768 each. It then categorizes 
each potential alignment individually now that each token has a fully contextual-
ized representation. It begins by computing the tensor, H∈ Rl*k*768, where Hij is the 
vector generated by the element-wise product of hui and hvj. Following that, the 
word alignment matrix A∈ Rl*k is generated, with Aij representing the probability 
of aligning ui to vj: here, matrices W1 and W2 ∈ R768×768, while W3 ∈ R768×1.

9.4.2 �UHD  Model

Silberer et al. [20] have presented a graph-based method for cross-lingual WSD. 
They begin by creating a multilingual co-occurrence graph for each target word 
based on matching instances identified in parallel corpora for the target term. 
Translation edges, labeled with the target word’s interpretations as observed in 
relevant situations, connect multilingual nodes. They next calculate the Minimum 
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Spanning Tree, which is used to choose the most relevant words in context to 
disambiguate a particular test instance, using a modified PageRank method to 
identify the nodes that reflect the target word’s multiple meanings. Finally, the 
incoming translation edges of the selected context words provide translations.

9.4.3 �C o-occurrence Graphs for WSD in the Biomedical Domain

Any system attempting to handle documents in the field of biology faces chal-
lenges. To address them, Duque et al. [21] offer a novel unsupervised graph-based 
approach. The technique given here uses a co-occurrence graph relying on the 
notion that there are consistent documents – i.e., there is a strong tendency for 
ideas in a text to be connected together. Because this is not always true for all 
of the concepts in a text, statistical analysis is employed to identify those that do 
not meet this hypothesis. This approach to building a co-occurrence graph has 
been successfully used in a variety of WSD applications, including cross-lingual 
WSD [22], suggesting that a similar approach might produce useful outcomes 
in domain-specific word sense disambiguation as well. The method may also be 
used to investigate the consequences of adding the latest potential beneficial ele-
ments to WSD tasks in the field of biology, such as multilingual [23]. In this paper, 
the co-occurrence graphs utilized in the disambiguation procedure now include 
information from multilingual corpora in order to see if smaller multilingual 
corpora may achieve similar results to those obtained with large monolingual 
corpora.

9.4.4 � WSD Based on Word Similarity Calculation Using 
Weighted Voronoi Regions from a Knowledge Graph

Dongsuk et al. [24] present a novel WSD approach that uses the similarity 
between a term in the input document and an ambiguous word to produce the 
context of an ambiguous word. They also offer a novel word similarity computa-
tion technique built on BabelNet’s semantic network structure to complement the 
WSD method. They have tested the suggested techniques on the English WSD 
datasets SemEval-2015 and SemEval-2013. According to experimental data, the 
suggested WSD approach considerably outperforms the baseline WSD method. 
Furthermore, in the Semeval-13 dataset, this WSD system beats the previous best 
WSD systems and the current best unsupervised knowledge WSD system.

9.4.5 �G raph Convolutional Networks for WSD

Discriminative characteristics, words, parts of speech, and semantic categories 
from all left and right units around the ambiguous word are used in Zhang et al.’s 
[25] WSD approach based on graph convolutional networks (GCNs). Words, com-
ponents of speech, semantic categories, and sentences are represented as nodes in 
the WSD network. Edges are inserted between words, parts of speech, semantic 
classes, and sentences, in that order. The WSD graph is processed using GCN, and 
the semantic class of an unclear word is determined using the softmax function. 
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Figure 9.2 shows a graph convolutional network WSD model. Experimental find-
ings demonstrate that GCN outperforms Long Short-Term Memory (LSTM), 
Convolutional Neural Network (CNN), CNN + BiDirectional Long Short-Term 
Memory (BiLSTM), and CNN + LSTM in WSD. GCN can improve information 
transmission between WSD graph nodes and extract disambiguation information 
more efficiently. It can provide higher WSD accuracy by using minimal convolu-
tional layers, thus reducing the amount of computation required.

9.4.6 �T he Context Expansion Approach in Graph WSD

Abdalgader et al. [26] propose an improved version of a famous unsupervised 
graph-based WSD method that leverages all possible semantic information from 
a lexical resource to enhance graph–semantic connections in order to identify the 
anticipated meanings of words.

9.4.7 � WSD Using WordNet Knowledge Graphs

Sequential contextual similarity matrix multiplication (SCSMM) is a unique 
knowledge-based WSD technique developed by Abdalgader, K., and Al Shibli, 
A. [26]. To utilize the benefits of human understanding about terms, a document’s 
primary theme in disambiguating terms, and local context between successive 
terms, the SCSMM algorithm chains document context, semantic similarity, and 
heuristic knowledge.

9.5 � APPLICATIONS OF WSD

Word sense disambiguation [18] is used in nearly every language technology 
application, such as:

•	 Machine translation – The most obvious use of WSD is machine trans-
lation, often known as MT. The lexical choice for words with various 
translations for different meanings is handled by WSD in MT. In the 
target language, the emotions in MT are represented as words.
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•	 Information retrieval (IR) – IR technology essentially aids users in 
locating the information they seek, but it does not directly deliver the 
answers to questions. WSD is used to address ambiguities in an IR sys-
tem’s inquiries [17].

•	 Text mining and information extraction – WSD is used in most applica-
tions to carry out accurate text analysis, for example to aid intelligence 
collecting systems in correctly flagging terms.

•	 Lexicography – Because contemporary lexicography is based on cor-
pora, lexicography and WSD can function in tandem. WSD provides 
rough empirical sense classifications as well as statistically significant 
contextual markers of sense through lexicography.

9.6 � CONCLUSIONS AND FUTURE SCOPE

Artificial intelligence is a burgeoning and crucial field in computer science. Its use 
and applicability may be seen not just in computer science and its applications, 
but also in a wide range of other fields, including engineering, fundamental sci-
ences, literature, and social studies. It has the potential to transform the research 
process completely. WSD is an indispensable field in AI. Words with many mean-
ings/senses exist in all human languages, and picking the correct/intended mean-
ing of a phrase is critical for accurate text comprehension. WSD methods are used 
to accomplish this. WSD is now used in a variety of fields, including information 
retrieval, automated answering machines, information extraction, speech recon-
struction, and machine translation, adopting a variety of approaches.

Techniques are shifting towards automatic learning. The majority of the work 
that has been done in WSD has focused on English through supervised, knowl-
edge-based, and semi supervised approaches. Future work in this field will be 
able to focus on other languages, such as Gujarati, Marathi, or Hindi.
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Lung Cancer
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10.1 � INTRODUCTION

Lung malignancy is a principal cause of death globally. Lung abnormalities 
are a very dangerous issue in humans. Early detection of lung abnormalities 
is critical for reducing risk and enabling quick and successful treatment. For 
lung cancer diagnosis, chest X-rays, computer tomography (CT), magnetic 
resonance imaging (MRI), and positron emission tomography (PET) scans 
are the most common tests.
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These tests help to examine a doubtful region that may be cancerous. A major 
sign of lung cancer is introverted pulmonary nodules. These nodules are round, 
and reside in the lung parenchyma. There are two types of nodules: cancerous and 
non-cancerous.

For pulmonary nodule detection, a CT scan is the best and most accurate tech-
nique compared to other techniques. CT scanning arranges several 2D slices to 
obtain a 3D chest image. For radiologists, reading these numerous CT slices man-
ually is a big challenge because this task is time- and effort-consuming.

Medical staging of lung cancer is critical for determining a diagnosis and 
building therapy judgments. In today’s medical care, doctors usually define the 
clinical stage of lung tumors. Clinical staging differs from pathological staging 
despite the adoption of various modern diagnostic techniques with excellent sen-
sitivity and specificity. Improper lung cancer medical staging can lead to unsatis-
factory treatment decisions and, as a result, poor outcomes.

Computer tomography is a significant examination technique for lung can-
cer patients because it offers valuable information about prime cancer sites 
and lymph nodes. In addition, the reports provide radiologists with readings on 
the CT images. Natural language processing (NLP) offers beneficial tools and 
approaches for communicating this essential information in clinical situations. 
The free-text nature of the scanning data creates issues when examining it for 
research and quality enhancement. Similarly, obtaining this data manually wastes 
time and money.

Because it has better specificity and sensitivity than other techniques, CT 
scanning is the best method for detecting lung nodules. CT scanning employs 
multiple detectors to generate a number of 2D slices that may be arranged to cre-
ate a 3D chest image. The time and effort involved in manually reading these are 
among the main reasons for the development of computer-assisted automatic lung 
cancer detection systems.

The major goal of this scanning is to define various types of nodule mar-
gins, because margin characteristics are the most important elements in assess-
ing cancer risk. The system suggested in this chapter can assist radiologists 
in quickly and accurately classifying nodule margin types, which aids in the 
determination of tumor, nodes, and metastases (TNM) stage and patient life 
expectancy.

We aimed to use NLP approaches to construct an information extraction sys-
tem that would automatically extract valuable information from CT reports to 
improve clinical staging.

10.2 � RATIONALE AND SIGNIFICANCE OF THE STUDY

•	 Lung cancer is a primary cause of death globally.
•	 The initial stage of detection is important because it is easier to treat 

abnormal tissue at that point.
•	 Initial diagnosis of cancer focuses on identifying symptomatic patients 

so that they can receive effective treatment.
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•	 If cancer is detected in later stages, the chances of survival are less, the 
problems associated with treatment will be exacerbated, and the cost of 
care will be higher.

•	 Cancer cannot be treated effectively when it is in the advanced stages, 
since there are very few treatments that can completely cure cancer.

•	 When lung cancer is in its early stages, it is extremely difficult to detect.
•	 Utilizing a machine learning (ML) approach for early lung cancer diag-

nosis makes it easier to detect near-imperceptible changes.
•	 For radiologists, manually reading multiple CT slices is a big challenge 

because the task is time and effort-consuming.
•	 For these reasons, there is a need for the development of accurate tech-

niques for early-stage lung cancer detection.

10.3 � MOTIVATION

Keeping track of developments in the course of the disease makes it easier to spot 
them on later occasions and reduces the odds of making errors.

This is where technology and our system come into play. It uses machine 
learning techniques to detect early-stage lung cancer, which it makes it easier to 
teach the computer to detect near-imperceptible changes. Our approach is entirely 
based on data exploration of various cancer cases, ranging from early-stage to 
late-stage lung cancer.

10.4 � LEARNING TECHNIQUES

For the detection of lung cancer in the earliest stages, several machine learning 
processes were applied, including neural networks and the naive Bayes, k-nearest 
neighbors (KNN), support vector machine (SVM), adaptive boosting (AdaBoost), 
and random forest algorithms. Machine learning is a form of data analysis that 
uses artificial intelligence (AI) to create analytical models. It is based on the prin-
ciple that machines can learn from data, recognize patterns, and make decisions 
with little or no human participation.

Machine learning is a branch of AI defined as the ability of a machine to 
mimic smart human behavior. AI methods are used to support humans in carry-
ing out complicated tasks and solving complex problems.

In the real world, image recognition is a popular application of machine learn-
ing. Machine learning is used in search engines, to tailor recommendations on 
websites, for email spam filters, to enable banking software to detect suspicious 
transactions, etc.

Machine learning is classified into three types: supervised ML, unsupervised 
ML, and reinforcement ML. In supervised ML, algorithm is trained on labeled 
data. Unsupervised ML uses unlabeled data, which means that no human work is 
required to make the dataset machine-readable, enabling the program to work on 
much larger datasets. Reinforcement ML is based on the way people study facts 
in their day-to-day lives.
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Deep learning is an ML technique that is modeled after how humans learn. 
Various deep learning procedures such as mask regions with convolutional neural 
networks (R-CNN), U-Net, Faster R-CNN, visual geometry group (VGG), and 
you only look once (YOLO) were used to train the convolutional neural networks 
to find lung nodules.

The entities and relationships in CT reports were annotated initially as the gold 
standard method for improving the information extraction (IE) system. Three 
main parts of the IE system were then developed and evaluated using the anno-
tated CT reports.

10.4.1 �D ata Annotation

In medical practice, doctors generally stage patients using the TNM staging sys-
tem, which is currently in its eighth edition. The staging system includes precise 
criteria for three features of lung cancer: tumor (T), nodule (N), and metastases 
(M). A CT scan can’t possibly offer all of the information needed to stage lung 
cancer. Other diagnostic methods used by clinicians to stage patients include PET 
and MRI scans, and biopsies. The clinicians identified 19 questions to answer 
based on the CT results. In addition, there were three questions about the tumors’ 
form, density, and size. All 22 questions are shown in Table 10.1.

10.4.2 � Word Embedding

Word embedding is an unsupervised technique that maps words to real-valued 
vectors to extract semantic and grammatical information from a corpus. We used 
word2vec [1] to apply the word embedding method to the Chinese Wikipedia cor-
pus for convolution neural network (CNN) and recurrent neural network (RNN) 
models in this investigation.

10.4.3 �NER  Process

Named-entity recognition (NER) is a crucial technique for determining the forms 
and bounds of the entities under scrutiny, which may then be used to drive other 
NLP activities. Deep learning NER methods that have recently been developed 
outperform older methods without the need for tedious feature engineering.

10.4.4 �R elation Classification Process

The task of establishing semantic connections among pairs of entities, which 
can then be used to assemble the relevant things organized to produce bet-
ter off semantics, is known as relation classification (RC). Although classic RC 
approaches have delivered satisfactory results, deep learning RC methods have 
provided more effective solutions to the problem of hand-crafting features.

 We can easily incorporate entity-to-entity relation criteria into the model 
using these strategies to boost prediction performance.
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TABLE 10.1
Lung Cancer Diagnostic and Staging Questions

Question Type of Answer Stage

1 Is it possible to see the tumor via bronchoscopy? Yes/No TX

2 What’s the tumor’s largest dimension? Numerical T1–4

3 Is there any evidence that the tumor has spread to the 
bronchus?

Yes/No T1

4 Is there any evidence that the tumor has spread to the 
pleura?

Yes/No T2

5 Is there an atelectasis or obstructive pneumonitis that 
spreads to the hilar area, affecting either a portion of the 
lung or the entire lung?

Yes/No T2

6 Is there a second tumor nodule connected with the 
primary tumor in the same lobe?

Yes/No T3

7 Is the tumor invading the major blood vessels? Yes/No T4

8 Is there any evidence that the tumor has spread to the 
vertebral body?

Yes/No T4

9 Is there a secondary tumor nodule (s) in a different 
ipsilateral lobe to the original tumor?

Yes/No T4

10 Are there any lymph node metastases in the region? Yes/No N0

11 Are there metastases in the ipsilateral hilar lymph nodes, 
including direct extension involvement?

Yes/No N1

12 Are there metastases in the mediastinal lymph nodes on 
the ipsilateral side?

Yes/No N2

13 Is there any indication of metastases in the subcarinal 
lymph nodes?

Yes/No N2

14 Are there metastases in the mediastinal lymph nodes on 
the other side?

Yes/No N3

15 Are there metastases in the hilar lymph nodes on the 
contralateral side?

Yes/No N3

16 Is there any evidence of metastases in the lymph nodes 
of the supraclavicular region?

Yes/No N3

17 Is there a distinct tumor nodule in the opposite lobe? Yes/No M1a

18 Is the tumor accompanied by pleural nodules? Yes/No M1a

19 Is there a pleural or pericardial effusion that is 
malignant?

Yes/No M1a

20 What’s the tumor’s shape like? Text NA

21 What is the tumor’s density like? Text NA

22 What is the extent of the tumor’s enhancement? Text NA
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10.4.5 � Prediction Performance Step

It is not sufficient to use the mined triples to acquire the solutions to the ques-
tions posed in Table 10.1: further analysis is required. To reply to the question of 
whether there is metastasis in ipsilateral mediastinal lymph nodes, for example, 
we must first ascertain whether the patient has a prime tumor and a mediastinal 
lymph node metastasis, and then determine their relative positions.

10.5 � RELATED WORK

The book Automatic Extraction of Lung Cancer Staging Information from 
Computed Tomography Reports: Deep Learning Approach by Hu et al. (2021) 
described an IE system that can mine information about cancer staging from 
CT reports efficiently and accurately [1]. PhuPaing et al. (2020) proposed an 
automated nodule detection approach using a 3D chain coding algorithm and 
an optimized random forest algorithm. Their paper presented a region growing 
algorithm, a 3D chain code algorithm, and an optimized random forest classifier 
[2]. Marcelo et al. (2020) described their small pulmonary nodules classification, 
which mined 3D texture and margin sharpness features from the Lung Image 
Database Consortium (LIDC) using machine learning algorithms [3]. Amer 
et al. (2019) proposed a computer-aided design (CAD) system using CT scan 
images comprising a two-level thresholding technique, morphological opera-
tions, a neural network, and SVM [4]. A paper by Johora et al. (2018), “Lung 
Cancer Detection Using Marker Controlled Watershed with SVM,” used the 
gray level co-occurrence matrix to mine features from lung CT scans [5]. The 
papers “A Novel Approach to CAD System for the Detection of Lung Nodules 
in CT Images” by Javaid et al. (2016) and “Auto Diagnostics of Lung Nodules 
Using Nominal Features Extraction Technique” by Peña et al. (2016) described 
efficient and accurate detection carried out by extending the 2D approach into 
3D [6, 7].

Mekali and Girijamma (2016) suggested pulmonary nodule classification 
based on the size and volume of the nodules using a chain code algorithm for 
border reconstruction [8].

Peña et al. (2016) presented a neuro-fuzzy classifier for finding lung nodules 
in CT scans using thresholding and morphological operations for nodule seg-
mentation [7]. Jin et al. (2016) proposed a convolution neural network for nodule 
detection [9] Aggarwal et al. (2015) described the abstraction of features and 
classification of lung nodules in CT scans using thresholding and morphological 
operations for nodule segmentation and an artificial neural network (ANN) for 
classification [10]. Punithavathy et al. (2015) proposed a method for the automatic 
detection of lung cancer by analyzing statistical texture features using threshold-
ing and morphological operations for nodule segmentation and morphological 
closing for border reconstruction [11]. Kaur et al. (2015) proposed a CAD sys-
tem using a back-propagation network and an ANN [12]. Kulkarni and Panditrao 
(2014) described the classification of lung cancer stages by means of image 
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processing techniques [13]. Chen et al. (2014) proposed a rolling ball algorithm 
for border reconstruction [14].

Shan and Rezaei (2021) proposed a lung cancer diagnosis method by means 
of an ANN optimized by the improved thermal exchange optimization (ITEO) 
algorithm using mathematical morphology for segmentation, the ITEO algorithm 
to optimize feature selection, and an ANN optimized by ITEO for picture classi-
fication [15, 16]. Venkatesan et al. (2021) described nodule discovery with a CNN 
using Apache Spark and graphics processing unit (GPU) frameworks to imple-
ment a Gaussian noise removal technique and a deep model trained by means 
of the CNN Apache Spark environment [17]. Li et al. (2020) described the use 
of multi-resolution CNNs to find lung nodules in X-ray images Their method 
used lung field segmentation for pre-processing and multi-resolution patch-based 
CNNs trained to find lung nodules [18].

The paper by Heng et al. (2020), “Deep Learning Assisted predict Of Lung 
Cancer On Computed Tomography Images Using The Adaptive Hierarchical 
Heuristic Mathematical Model (AHHMM),” described the use of deep learning-
assisted AHHMM and a modified k-means algorithm [19]. In “Deep-learning 
Framework to Detect Lung Abnormality – a Study with Chest X-ray and Lung 
CT Scan images,” Bhandary et al. (2020) used morphological and watershed seg-
mentation for nodule segmentation and an ensemble feature technique to catego-
rize lung CT scans [20]. Shakeel et al. (2020) proposed a method for “Automatic 
Lung Cancer Detection from CT Image Using Improved Deep Neural Network and 
Ensemble Classifier” [21]. In their paper “Lung Cancer Detection from CT Image 
Using Improved Profuse Clustering and Deep Learning Instantaneously Trained 
Neural Networks,” Shakeel et al. (2019) described the use of the weighted mean his-
togram equalization approach for noise removal and the improved profuse cluster-
ing technique for segmentation [22]. Reddy et al. (2019) described “Recognition of 
Lung Cancer Using Machine Learning Mechanisms with Fuzzy Neural Networks” 
[23]. Bhatia et al. (2019) described a method for detecting lung cancer using deep 
learning methods, along with XGBoost and random forest for classification [24].

Makaju et al. (2018) described a lung cancer detection method using CT 
images where pre-processing was carried out using median and Gaussian filters, 
detection used watershed segmentation, and classification of nodules as cancer-
ous or non-cancerous was accomplished using SVM [25]. The paper by Faisal et 
al. (2018), “An Evaluation of Machine Learning Classifiers and Ensembles for 
Early-stage Prediction of Lung Cancer,” described the implementation of pre-
processing for data cleaning using different classifiers such as neural networks, 
instance decision trees, gradient boosted trees, the naive Bayes algorithm, and 
SVM [26]. The study by Singh and Gupta (2018), “Performance Analysis of 
Various Machine Learning Based Approaches for Detection and Classification of 
Lung Cancer in Humans,” discussed various denoising and thresholding methods 
[27]. The paper by Alam and Hossan (2018), “Multi-stage Lung Cancer Detection 
and prediction using multi-class SVM Classifier,” described the enhancement and 
segmentation of images via a multi-class SVM classifier [28]. A summary of the 
literature is given in Table 10.2.
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10.6 � DISCUSSION

The goal of these studies is to use machine learning and deep learning to detect 
lung cancer. The majority of the work has used CT images, with only a handful 
of studies using X-ray imaging, and lung cancer detection is carried out with both 
technologies using the following methods:

Image acquisition – The acquisition of images is the initial step. Images 
provide crucial data for detecting lung disease. X-rays, CT scans, his-
topathology, and sputum smear microscopy images are all examples of 
images that could be employed. This stage produces photos, which will 
be used to train the model later.

Pre-processing – Here, the image is enhanced, then image processing is 
completed using thresholding, de-noising, binarization, zero center-
ing, and normalization. Data augmentation is applied to the images to 
increase the quantity of available data. Feature extraction is conducted 
using deep learning models to find important features. The output of this 
phase is a set of improved images which will be used in further training.

Training – Three aspects are evaluated in this phase: the DL algorithms 
used, transfer learning applications, and ensemble practice. Deep belief 
networks, recurrent RNNs, and multi-layer perceptron (MLP) neural 
networks are among the deep learning techniques employed. These 
processes have quite different learning styles. “Transfer learning” is 
the process of passing information from one model to another model. 
Ensemble classification allows for the use of many models during clas-
sification. Both transfer learning and ensemble assessment are used to 
reduce training time and improve classification accuracy.

Classification – In this phase, the trained model predicts the class of an 
image – cancerous or non-cancerous – using methods including KNN, 
neural networks, SVM, gradient boosted tree, decision tree, multinomial 
random forest classifier, stochastic gradient descent, and MLP classifiers 
for classification. Work executed using deep learning methods achieves 
higher accuracy than machine learning methods.

10.7 � CONCLUSION

Early detection of lung cancer can improve effectiveness of treatment and improves 
patients’ chances of survival. This chapter has presented a comprehensive survey 
of numerous learning methods to classify lung malignancies using CT images. 
Researchers utilize a variety of classifiers, including multinomial random forest 
classifier, SVM, ensemble classifier, neural network, MLP, gradient boosted tree, 
naive Bayes, decision tree, and k-nearest neighbors. The results of the general 
survey conducted in this study show that deep learning-based approaches achieve 
more accuracy than machine learning-based approaches. To assist appropriate 
clinical staging, information extraction systems can be used routinely to extract 
relevant information from CT reports using NLP approaches.
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11.1 � INTRODUCTION

Graphs have always been an important part of natural language processing (NLP) 
applications. Graphs are used in question answering, machine translation based 
on syntax, abstract meaning illustration, etc. Graph theory, NLP, and information 
retrieval are well-studied disciplines. Conventionally, these fields have been con-
sidered to be separate, with different applications, algorithms, and end-users, but 
current study shows that they are closely connected. A large variety of NLP and 
information salvage applications achieve effective results using graphs. Natural 
language processing is incomplete without graphs and their topologies. NLP 
includes text, text construction or formation, speech or conversation, grammar 
rules, machine interpretation, and extraction of knowledge. The topologies and 
algorithms of graphs have played a vital role in modeling these sorts of problems 
and arriving at solutions.

11.1.1 �N atural Language Processing

NLP is a part of artificial intelligence (AI), where computers examine, com-
prehend, and extract meaning from human language in a useful and smart way. 
By using NLP, designers can form and build knowledge to carry out tasks such 
as translation, relationship abstraction, automatic summarization, topic subdivi-
sion, and sentiment analysis. NLP allows developers and businesses to produce 
software that can recognize and comprehend human languages. NLP can be 
used in many ways, such as for spam detection, conversational interfaces, text 
composition, sentiment analysis, question answering, automatic summarization, 
and part of speech (POS) identification. Information from text documents can be 
extracted and stored as graphs. This permits numerous use cases, such as content 
based recommendations, natural language searches, and examining document 
similarity.

11.1.2 �T ools and Libraries for NLP

Open source NLP libraries and tools provide the building blocks for many real-
world applications.

Apache OpenNLP is a machine learning (ML) toolkit that features entity 
extraction, tokenizers, part of speech tagging, parsing, coreferencing, sentence 
segmentation, etc.

Stanford NLP is a set of NLP tools to enable POS tagging, sentiment analysis, 
named entity recognition, coreference resolution systems, etc.

MALLET is a Java package offering information extraction, document clas-
sification, clustering, topic modeling, etc.

Natural Language Toolkit (NLTK) is a Python library that offers modules for 
NLP components like classification, tagging, text processing, stemming, parsing, 
tokenization, and semantic reasoning. More than one implementation is available 
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for each application, and users can select the most appropriate algorithm or pro-
cedure. It supports several languages. It is difficult to use some of its advanced 
functionality as all data is represented as strings. Compared to other tools, NLTK 
is slow. It is a good tool for testing, investigation, and for applications which 
require a specific combination of algorithms.

TextBlob is an NLTK extension that provides a simple way of accessing many 
NLTK functions. It offers functionality from its pattern library. It is a good tool 
for beginners for learning purposes. It is used in the creation of applications that 
do not need to offer very high performance. It is good for smaller projects.

PyTorch-NLP is a Python library for NLP. It is good for fast prototyping 
and is updated with current research. It comes with pre-trained embeddings, 
text encoders, dataset loaders, metrics, samplers, and neural network mod-
ules. It is open source software released under the BSD3 license. It is used in 
prototyping and preliminary construction work using the available innovative 
algorithms.

SpaCy is an open source software library for advanced NLP in the Python and 
Cython languages. It is possibly the main competitor to NLTK, being faster. It 
signifies everything as objects, which streamlines the interface for creating appli-
cations and helps to integrate it with other data science frameworks and tools. It 
supports fewer languages than NLTK. It has a simple interface and basic adop-
tions and organized credentials and several neural models for numerous compo-
nents of language processing and study.

Textacy is a Python library for executing a variety of NLP tasks with ease and 
speed. It is based on the high-performance SpaCy library, which gives it core 
NLP functionality in processing work. It is used for text pre-processing, identify-
ing keywords in context, key term extraction, quotation attribution, providing text 
and readability statistics, information extraction, topic modeling, and emotional 
valence analysis.

Retext is part of the unified Node Tools collective. It provides an interface that 
allows several tools and plug-ins to integrate and work collectively and efficiently. 
It basically uses plug-ins to simplify tasks such as correcting typography, senti-
ment detection, and spell checking.

Natural is one of the most popular Node Tools, incorporating many NLP 
functions. It supports phonetics, frequency of documents, tokenizing, stemming, 
string similarity identification, classification, WordNet, and some inflections. It is 
very similar to NLTK, but seeks to include a vast library of functions in a single 
package that is still at the development stage.

Compromise is a lightweight and fast NLP library. It has a very innate self-
learning API. It supports a wide variety of useful text parsing and management 
functionalities through a browser interface.

OpenNLP is an ML-based toolkit for NLP developed by the Apache 
Foundation. It is easy to integrate with other Apache projects, such as Apache 
Spark, NiFi, and Flink. It provides common NLP processing components, and 
it can be used as a library in another application or from its command line. It 
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supports multiple languages and NLP tasks, such as language detection, named 
entity extraction, POS tagging, tokenization, sentence segmentation, chunking, 
and parsing.

StanfordNLP is a set of tools providing deep learning NLP, statistical NLP, and 
rule-based NLP functionality. It can be used outside Java as another very power-
ful programming language. It offers a special license for commercial purposes.

CogCompNLP, developed by the University of Illinois, offers a Python library 
with analogous functionality. It is used to process text locally as well as on remote 
systems. It can eliminate a great amount of load from local devices. It delivers 
many processing functionalities, such as chunking, semantic role labeling, lem-
matization, tokenization, dependency and constituency parsing, POS tagging, etc.

11.1.3 �G raph of Words and Graph -based 
Natural Language Generation

A graphical illustration of a text item like passages, documents, or sentences is 
referred to as a text graph. It is a pre-processing step to support NLP tasks such as 
relation extraction and textual entailment.

In numerous NLP problems, objects are linked by relationships. Graphs are 
the usual way to capture connections among objects. Algorithms based on graphs 
are used in NLP in many applications such as finding objects that satisfy some 
structural properties which are different from those of other entities and finding 
optimal solutions for given relations among entities.

Graphs are all-pervasive in NLP, and are very powerful illustration tools. In 
any of the sentence/paragraph, it is possibly the utmost seeming representation of 
words based on graph. A graph consists of nodes and edges. Edges between nodes 
represent relationships between them. Several graph procedures are NP-hard. 
They are not scaled to present data sizes. Scalability is an important feature for 
algorithms, because they often process large amounts of data. This problem is 
significant in computational NLP methods, e.g., streaming graphs which change 
over time, such as graphs constructed from social media inputs. For example, on 
Twitter, networks represent users and their tweets, and the relationships among 
them alter quickly.

11.4 � GRAPH EMBEDDING IN NLP

Embedding is the most important research area in NLP. Initially, embedding 
techniques were applied to words, but later they were also used in graph struc-
tures. Types of embeddings include word, sentence, document, and graph embed-
ding. Graph embedding is the main technique in NLP.

11.4.1 �N ode Embeddings

Graph embedding methods based on nodes are divided into three types: matrix 
factorization methods, graph neural networks, and random walk-based algorithms.
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11.4.1.1 � Matrix Factorization Methods
Node representation techniques rely on removing a set of pair wise same infor-
mation for vertices using dimensionality reduction. Dimensionality reduction is 
used to compress word vectors into lesser dimensions. Analogous statistical mea-
sures are used for approximating vertex likeness in graphs. For example an edge 
between two vertices shows their similarity, so an adjacency matrix in a graph 
can be used to determine pairwise similarities between vertices. This technique 
is called matrix factorization (MF), as it signifies graph properties as a matrix 
and calculates embeddings for each vertex by factorizing the matrix. MF methods 
are encouraged by dimensionality reduction techniques like Laplacian eigenmaps 
(Belkin & Niyogi, 2003), locality preserving projections and principal component 
analysis.

11.4.1.2 � Graph Neural Network Methods
Node embedding techniques based on neural networks are called graph neural 
networks (GNNs). This is a wide field that either directly uses deep learning mod-
els like auto encoders for vertex illustration, or concepts taken from deep learning 
such as convolution operations. GNN-based models are classified into two key 
classes: auto encoder-based techniques and graph convolution networks (GCNs).

11.4.1.2.1 � Auto Encoder-based Models
Auto encoders are the primary option for neural network architectures for dimen-
sionality reduction. A given representation is encoded into a dense embedding in 
an unsupervised manner. From this, the same input can be reconstructed. Due to 
this property, auto encoders are suitable candidates to replace matrix factorization 
techniques. Auto encoder-based node embedding has two phases. The first stage 
examines the network structure and extracts a context vector for each vertex to 
represent their local or higher-order neighborhood. The second stage uses an auto 
encoder to compress the context vector into a dense, low-dimensional embedding.

11.4.1.2.2 � Convolution-based Models
Convolution methods resolve the scalability and generalizability problems of ear-
lier practices by resorting to local neighborhoods. It combines embeddings of 
neighboring nodes to build a target embedding. It is similar to the convolutional 
method. For computing the target node embedding, neighboring node embed-
dings are used. The neighboring vertices are inline embedded using their neigh-
bors. This procedure is completed in an iterative manner. The total number of 
iterations is called the depth.

Embeddings of neighboring nodes are combined in each iteration for a target 
node t. The aggregation is simply element-wise, as in GCNs. This is then com-
bined with the prior approximation of its embedding in the previous iteration. 
GCNs use a weighted sum to draw the graph. Thus convolutional methods can 
address both generalizability and scalability issues. New node embedding is com-
puted using learned aggregation and combination functions and by looking up the 
present embeddings for neighboring nodes.
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11.4.1.3 � Random Walk (RW) Methods
In the matrix factorization method, the measure of node resemblance used is 
deterministic as it depends on a set of fixed statistical features. For very large 
networks, vast matrices need to be built, so MF is usually not scalable. RW-based 
methods use a stochastic method for determining similarity. In this way, they are 
different from matrix factorization methods. A sequence of truncated random 
walks is performed on the graph. During each walk, sampling of vertices is car-
ried out to change the structure of the graph into a group of paths. These paths 
are regarded as artificial sentences which supply data about similar (topologically 
related) nodes in the graph. It is similar to natural language, where semantically 
alike words tend to co-occur recurrently.

Earlier methods took the direct normalized visit probabilities as vectors. These 
RW-based node depictions outperform conventional deterministic graph analy-
sis methods such as the normalized graph distance used for encoding semantic 
networks in lexical semantic applications (Pilehvar & Navigli, 2015). However, 
the main constraint on conservative RW-based procedures is their high dimen-
sionality. For this reason, newer RW-based techniques employ neural networks to 
address the dimensionality problem. DeepWalk (Perozzi et al., 2014) and node-
2vec (Grover & Leskovec, 2016) are the two main techniques. Word2vec algo-
rithms are efficient for node illustration. Another technique, LINE (Tang et. al., 
2015), is not strictly RW-based, but is very closely connected. LINE combines 
two dissimilar objectives to learn node embeddings: first- and second-order.

11.4.1.4 � Applications of Node Embedding
Node embedding evaluation revolves around the idea of similarity between node 
embeddings. Here are some of the applications.

Node classification is one of the main applications. Labels are assigned to ver-
tices depending on the instructions learned from the considered subset vertices. 
This process is called label propagation. It is the first choice for evaluating node 
embeddings due to its supervised nature and ease of evaluation. For example, in 
calculating embeddings for the vertices in a WordNet graph, the task is to label 
the unlabeled nodes.

Node clustering is the same as node classification, but the labels are not pre-
defined. It includes calculating similarities among vertices and then combining 
them depending on these similarities. One application of this approach is to lessen 
the intellect granularity of WordNet by assembling together word senses that are 
the same.

Node ranking involves recommending the top K nodes in a given target node 
according to certain criteria – e.g., finding the most semantically similar synsets 
to a given synset in WordNet. Its applications include question answering, recom-
mending friends on social networks, and personalizing advertisements, just to 
name a few.

Graph visualization involves visualizing a given graph in a low-dimensional 
space like 2D to provide a high-level outline of the elements of the graph. Various 
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categories of vertices can be shown with different colors. Node embeddings are 
of high dimensions, hence they are not directly visualizable, so dimensional-
ity reduction techniques are applied, such as t-distributed stochastic neighbor 
embedding (t-SNE) (Tang et. al., 2015) and principal component analysis (Van 
der Maaten & Hinton, 2008) on the vertex embeddings prior to visualization. 
Graph visualization provides a qualitative testbed for assessing vertex embed-
dings. Some other applications of it are in fields like biology, bioinformatics, 
social network analysis, and software engineering.

Network compression involves quantifying the capabilities of vertex embed-
ding techniques to encode structural information of a graph using reconstruction 
error. This approach uses node embeddings calculated for a graph to attempt to 
rebuild it. The difference between the original and the reconstructed graphs is the 
reconstruction error. Many researchers (e.g., Wang et al., 2016; Ou et. al., 2016) 
have shown that typical graphs can be rebuilt with good precision from their 
vertex embeddings.

11.4.2 �R elation Embedding

In relation embedding, graph edges represent the associations between nodes.

11.4.2.1 � Knowledge-based Relation Embedding
This is a representation technique that targets concepts and named entities from 
knowledge bases. Knowledge graphs or semantic networks are used to make rep-
resentations of entities and relations. These are precisely embattled to the knowl-
edge base completion task. A technique for embedding both entities and relations 
is given in Bordes et al. (2013).

11.4.2.2 � Unsupervised Relation Embedding
Relations are stored in knowledge resources, as described earlier, but the distinct 
nature of these relations has inspired a novel field that examines their depiction as 
parts of constant vector spaces. Many methods have attempted to add continuity 
to discrete knowledge sources, but it appears that the complex nature of relations 
in the real world requires using fully continuous models of relations instead of 
joining continuity onto fundamentally discrete models of relations. An alternative 
method to model these relationships among ideas is by using a text corpus, as in 
word embeddings. Two main standards are co-occurrence and predictive models 
to learn relation embeddings.

11.4.2.3 � Applications of Relation Embedding
Link prediction is the main application of relation embedding. The productivity 
of relations in a fundamental semantic network has a direct effect on the perfor-
mance of a model using that source (Agirre et al., 2009). By observing interac-
tions between nodes, relations in networks are constructed. Missing edges in a 
graph are predicted using link prediction. Applications of link prediction include 
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biological network analysis (Pilehvar et al., 2013) and friend suggestions on social 
network sites. The main application of unsupervised relation embeddings is to 
model relationships between pairs of words.

11.5 � GRAPH TOPOLOGIES FOR NLP APPLICATIONS

Graph topologies are utilized in numerous applications of NLP, such as finding 
answers for the given relations between elements.

11.5.1 �C ritical Analysis of Graph Architectures for NLP Applications

Construction of graph topologies is a crucial aspect of NLP as the architecture 
must develop the data appropriately. Graph representation plays an important role 
in resolving issues of NLP in a better computational manner with reference to 
time and memory space. For these reasons, a critical analysis of graph topologies 
is required, addressing issues such as text structure, discourse, generation, nor-
malization, summarization, syntactic parsing, tagging, and machine translation. 
This section will analyze some issues of graph topologies or architectures such as 
heterogeneous graphs, multi-layered graphs, hypergraphs, and more complicated 
issues with graph data or embedding to improve computational procedures.

11.5.1.1 � Text Formation, Conversation, and Generation
Altered messages and expanding sums lead to the requirement for message stan-
dardization and grammatical mistake revision to supply clean information to NLP 
procedures down the handling chain. This part reviews two or three strategies 
that address the issues with chart based strategies. At the point when an ideal text 
is procured, a plausible ensuing stage is inciting its development, to distinguish 
semantically sensible parts (14 Nastase et al., 2015).

11.5.1.1.1 � Data Normalization
The vocabulary of web-based media is extremely powerful and elective spell-
ings for words subject to extemporaneous or changed shortenings, phonetic 
substitutions or work related conversation language are continually made.Text 
standardization can be utilized to assist with tasks such as machine translation, 
text-to-speech, and information extraction.

11.5.1.1.2 � Text Formation
This methodology decides the positioning of key phrases that can be utilized to 
depict the document. The subsequent stage is to use this data to fabricate. The 
main activity is to bunch sentences. The weight of the links between sentences 
relies upon the quantity and weight of the key phrases they share. Recognizing 
that the order in which sentences appear is important, the weight of the edge has 
an additional factor  which is added when two sentences ‘are near-by’ or not. (14 
Nastase et al., 2015). To bunch the sentences, explicit grouping is applied to the 
occurrence framework of the sentence chart to deliver a progressive bunching of 
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sentences. Contingent upon the degree of rundown, groups at various levels can 
be utilized and then agent sentences are chosen from each bunch.

11.5.1.1.3 � Language Production
Mapping between the syntactic trees and dependency diagram is necessary for 
interpretation. Lattices of words can be used to identify shared traits of compara-
tive sentences (Barzilay & Lee, 2003). They then recognize sets of grids from 
various corpora that are paraphrases of one another - the distinguishing proof 
interaction checks whether the cross sections take comparative contentions; given 
an input sentence to be summarized, they match it to a lattice and utilize an para-
phrase from the matched lattice’s mate to produce a result sentence.The syntax 
or grammar of the resultant sentence words are encoded and determined as a 
hypergraph with their weights.

11.5.1.1.4 � Communication
Another issue of communication is deciding which discussion string of every 
expression belongs to a similar discussion. The first step of artificial intelligence 
is to anticipate probabilities for sets of sentences as having a place with a similar 
discussion string rather than lexical, timing and communication. A graph is built 
with a vertex for each sentence and edges between sentences.

11.5.1.2 � Language Rules and Classification
Labeling is used to label words or sentences in a collection of data. Graph 
approaches are very useful to provide a correlated view of data in the entire data-
set. Consistent labeling is introduced to label the initial set of nodes by using 
supervised or unsupervised learning (14 Nastase et al., 2015).

11.5.1.2.1 � Syntactic Parsing
Dependent relations in a statement produce an acyclic graph. This perspective can 
be utilized to project the dependency issues in a maximum spanning tree (MST). 
The MST is used to observe the most noteworthy scoring subgraph of a graph 
that fulfills the tree limitations over the arrangement of vertices. Diagram writing 
gives different algorithms for deciding the MST of a linked graph. Picking an 
algorithm relies upon qualities of the dependent diagram (Eisner, 1997).

11.5.1.2.2 � Classification
Utilizing graph strategies for labeling relies on the principle that comparable ele-
ments should have similar tags. The nodes in the graph are used to address words 
or expressions and the weights are assigned to edges according to the similarity 
adjacent matric. A graph structure covers connected anchor texts of hyperlinks 
in organized partitions in Wikipedia editorials specifically records and tables. A 
CRF variety is utilized to classify vertices in the diagram as one of the twelve 
Named Entity types (Watanabe et al., 2007). Three sorts of connections are char-
acterized between attach texts, in view of their connections in the organized parts 
of the text kin, cousins, and family members.
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11.5.1.3 � Context
In the area of lexical and message semantics, the most well-known portrayal is 
a graph having words as nodes. The manner in which boundaries are drawn and 
weighted differs a lot depending upon the assignment. It can depict directed/undi-
rected relations, and might be obtained from different networks (e.g., as compara-
bility/gap from WordNet) (Nastase et al., 2015).

11.5.1.3.1 � Dictionary and Communication Models
One of the major graph architectures was developed by Widdows and Dorow 
(2002) to assist in NLP tasks. Their purpose is to assemble semantic classes by 
separating from crude corpora each of the components having a place with a 
specific semantic classification. The strategy first builds a huge graph comprising 
the multitude of elements in an enormous corpus, connected by the combination 
AND OR.

11.5.1.3.2 � Similarity Measures
A huge class of techniques for syntactic likeness comprises measurements deter-
mined on existing semantic networks like WordNet and Roget, by applying the 
dijkstra algorithm (shortest path algorithm) that recognizes the nearest semantic 
connection between two information ideas. A Page Rank algorithm is used to 
ascertain the fixed appropriation of the vertices in the WordNet chart (Watanabe 
et al., 2007). When evaluated on standard word relatedness data sets, the method 
was found to improve significantly over previously proposed algorithms for 
semantic relatedness.

11.5.1.3.3 � Word Significance Orientation
An outline of graph based techniques effectively used to handle the assignments 
by demonstrating the associations between expression of the words. A graph com-
prising the multitude of labeled and unlabeled models can be accommodated in 
a questionable word. A min-cut algorithm can be applied on a graph constructed 
over the sentences in a text, which is used to separate subjective from objective 
sentences. (Nastase et al., 2015).

11.5.1.3.4 � Opinion Analysis and Social Networks
Opinion and subjectivity analysis is a region identified with both semantics and 
pragmatics. A methodology dependent on a min-cut graph algorithm can be 
viably applied to construct abstract concentrates of film reviews. A graph is 
developed by adding every person’s sentences in a review as nodes, and by 
sketching boundaries dependent on sentence closeness. A minimum-cut algo-
rithm is used to remove the irrelevant sentences from the goal ones. The graph 
that wraps the networks of tweeters and tweets connected on content similitude, 
incorporates extra edges that relocates and re-tweet data (Yan et al., 2012).
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11.5.1.4 � Machine Translation
The objective of the machine translation algorithm is to process delicate names 
for unlabeled vertices from the labeled vertices. The edge weight encodes (nat-
urally) the level of conviction about the similitude of the delicate naming for 
the associated vertices. In this configuration, the procedure can be applied to 
machine interpretation, especially to energize smooth interpretation probabilities 
for comparable data sources. To assemble a graph consisting of training and test-
ing information (word strings) associated through edges that encode pair-wise 
likenesses between tests (Nastase et al., 2015).

11.5.1.5 � Knowledge Mining and Demonstration
Data extraction and portrayal is a complex issue, and this is reflected in the range 
of graph-based methodologies proposed. One characteristic of knowledge min-
ing that makes it especially suitable for a graph approach is the fact that similar 
sorts of data can appear in various settings or structures (Coursey & Mihalcea, 
2009). A well known way to deal with data mining is bootstrapping initiated with 
a couple of seed connection models or designs, and iteratively grow the set of 
relations and patterns based on occurrence in a large corpus. This perspective on 
bootstrapping as a shared reliance among examples and connection cases can be 
displayed through a bipartite chart.

11.6 � CONCLUSION AND FUTURE WORK

NLP is a growing technology that enables systems to examine, recognize, and 
extract meaning from individual languages in a clever and effective way. This 
chapter has offered a detailed review of NLP tools, libraries, and graph- and 
node-based embeddings for natural language generation. Node embeddings were 
classified into three types and discussed in detail, along with applications of node 
embedding and relation embedding.

Character embeddings are deficient in semantic information, and word embed-
dings are deficient in morphological information. The grouping of characters and 
word entrenching can establish better vector depictions. Sentence embeddings 
are absolutely a step forward in allowing transfer learning for various NLP tasks. 
Word expression and graph implanting techniques can be used to tie together 
conditions and relations in the Unified Modeling Language to calculate semantic 
linking between concepts.
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12 Graph-based Text 
Document Extractive 
Summarization

Sheetal Sonawane

12.1 � INTRODUCTION

On a daily basis, millions of web pages are being created, so there is a huge 
demand for condensing text documents. Text document summarization [1] is 
an important application in document classification, question answering sys-
tems, etc.

In the past two decades, much more attention has been paid to the problem of 
summarization, for example of web pages, research paper abstracts, and item/
product review summaries are examples of document summaries. The text docu-
ment is defined as below

Let D be the document corpus:

	 D d d dN= ¼{ }1 2, , 	 (Equation 12.1)

Graph Learning and Network Science for NLP Graph-based Text Document Extractive Summarization

CONTENTS

12.1	 Introduction.............................................................................................. 201
12.2	 Extractive Summarization........................................................................ 204

12.2.1	 Commonly used Features in Extractive Summarization  
Method.......................................................................................... 204

12.2.2	 Summary Length.......................................................................... 205
12.3	 Graph-based Methods for Extractive Summarization.............................. 205

12.3.1	 Graph-based Ranking Algorithm................................................. 206
12.3.2	 Weighted/unweighted Simple Graph............................................ 206
12.3.3	 Heterogeneous Graph Model........................................................ 207
12.3.4	 Correlation Graph Model.............................................................. 208
12.3.5	 Semantic Graph Model................................................................. 208
12.3.6	 Hypergraph Model........................................................................ 209

12.3.6.1	 Hypergraph Construction................................................210
12.3.7	 Semigraph Model..........................................................................211

12.4	 Conclusion................................................................................................ 213
References.......................................................................................................... 213

DOI:  10.1201/9781003272649-12

10.1201/9781003272649-12

https://dx.doi.org/10.1201/9781003272649-12


202 ﻿Graph Learning and Network Science for NLP

where N is the total number of documents and d1, d2 are documents. Document d 
is defined as a collection of paragraphs. A paragraph is a collection of sentences, 
and a sentence is defined as a set of terms in a document:

	 d pi
k i

k=
=å

number of paragraphs ina document

	 (Equation 12.2)

	 p si
k i

k=
=å

number of sentences ina paragraph

	 (Equation 12.3)

	 s ti
k i

k=
=å

number of terms ina sentence

	 (Equation 12.4)

A text document summary is generated by selecting prominent sentences from 
a document in single-document summarization and from many documents in 
multi-document summarization.

The following are the key aspects of document summary [2]:

	 1.	The theme of the document or documents should be preserved in a 
summary.

	 2.	Summaries can be produced from a single document or multiple 
documents.

	 3.	A brief and concise summary should be produced.

Based on need and use, summarization algorithms are divided into the following 
types:

	 1.	  Based on generation of summary: extractive and abstractive summa-
rization – Extractive summarization is the extraction of high-quality 
sentences, paragraphs, etc. from the source document(s). The sentence 
quality is decided based on linguistic and statistical features of the 
sentences. Abstractive summarization extracts useful concepts from 
the document and constructs sentences using natural language pro-
cessing (NLP).

		  The following are the important factors that need to be considered for 
extractive summarization:
	(a)	 Important sentences are spread across the entire document
	(b)	 Size of the summary document
	(c)	 Order of the sentences
	(d)	 Lack of coreference resolution
	(e)	 Preserving the style of the writer
	(f)	 Possibility of inconsistency and redundancy in the text

		  The following are the important factors that need to be considered for 
abstractive summarization:
	(a)	 Representing concepts from document
	(b)	 Generating sentences using NLP
	(c)	 The summary is dense and is presented in a conventional style
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	 2.	Based on the dimension: single-document or multi-document summa-
rization – A summary generated from a single document is known as a 
single-document summarization, for example a webpage summary or 
research paper summary. In multi-document summarization, the sum-
mary is generated from multiple documents, for example news headlines 
from multiple related news feeds.

	 3.	Based on the context: query-specific or independent – The extraction 
of a brief summary based on a query provides sentences/terms that are 
most similar to the query terms. An independent summary is gener-
ated based on the document sentences and their correlations with other 
sentences.

	 4.	Based on the application: critical or information – The critical points 
from a document/documents are generated based on their importance 
and correlation with other elements, for example in the medical domain, 
a critical summary is used.

The summary generation workflow is described in Figure 12.1. The first step is 
identifying the type of summary based on the requirements and expected out-
come. The contents are identified depending on the summary type. For example, 
if the summary type is query-based, the input query is taken from the user and the 
most similar sentences to the query are identified in the second step. The content 
ordering and relationships are calculated in the third step. According to the length 
of the summary expected, the top sentences are generated in the final step.

Deep learning approaches to summary generation have recently shown 
improvements over traditional approaches. Bidirectional encoder representation 
[3] is used for summarization, using a stack of transformer encoders pre-trained 
to understand text data.

This chapter will describe an unsupervised approach using graph-based meth-
ods for extractive summarization.

Identification of summary type

Identification of contents

Organisation the contents

Summary generation

FIGURE 12.1  The workflow of summary generation
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12.2 � EXTRACTIVE SUMMARIZATION

The important consideration behind using extraction-based summary is the 
extraction of a set of sentences that present all the key ideas, or at least the major-
ity of them, in the text. Hence, the main objective is to identify the parameters 
which reflect the importance of a sentence. The next step is to extract important 
sentences based on syntactic and semantic analysis of the text. The features used 
for extractive summarization will be explained in Section 12.2.1, and the sum-
mary length calculation methods will be explained in Section 12.2.2.

12.2.1 �C ommonly used Features in Extractive Summarization Method

Several features are commonly used in the extractive summarization process [4], 
some of which include:

•	 Title sentence – These are included in the summary.
•	 Position of the sentence – Sentences are extracted based on their posi-

tion in the document.
•	 Sentence length – Lengthy and short sentences are generally avoided in 

the summary.
•	 Proper noun feature – Sentences that contain proper nouns are more 

likely to be included in the summary.
•	 Cue phrase feature – Sentences containing cue phrases (e.g., “in conclu-

sion”) are most likely to be included in the summary.
•	 Font – Changes in font in sentences can be important, hence sentences 

featuring this are included in the summary.
•	 Frequent words – The frequency of words in the document is considered 

to compute the sentence score.
•	 Discourse relation – The sentence relation should be considered and 

included in the summary.

These features are essential in order to extract a summary from a document. They 
cover the statistical and linguistic characteristics of a language.

Generally, methods for automatic extractive summarization can be classified 
into rule-based and statistical-based approaches.

In a typical rule-based approach, sentences matching the rules are extracted. 
The rules are constructed based on the importance of sentences, for example: 
sentence as headings, sentences containing title words, sentences containing noun 
terms, sentences containing frequent words, sentences highly similar to other 
sentences, etc. The rules generated are dependent on the system domain.

In statistical-based approaches, the ratio of important words/sentences in a 
document is calculated, and high-scoring sentences are selected for the summary. 
The traditional way of finding representative words is the bag of words approach. 
The term frequency and inverse document frequency (TF-IDF) scores are calcu-
lated, and sentences with high TF-IDF scores [5] are chosen.
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The summarization problem is essentially a classification problem. Sentences 
are labelled as summary- or non-summary-based on their features.

The latent semantic analysis method [5] is used to find key terms and related 
sentences in documents. This method is useful to determine the context-based 
similarity of sentences.

The context of sentences is also identified by using the knowledge-based sys-
tem of fuzzy logic. Knowledge sources like web data, Wikipedia, and WordNet 
are used to arrive at a contextual summary of the document.

12.2.2 �S ummary Length

The summary length depends on the application. For example, in a news summary, 
the summary length is generally 25% of the full item. In existing approaches, the 
summary length is specified by the user or decided implicitly by the algorithm. 
The summary size generally depends on the size of the document(s) and can be 
decided at runtime. This dynamic approach is very challenging, and is still an 
unexplored area.

The following methods are used for determining the length of a summary:

	 1.	Threshold – The length of the summary is decided by user input.
	 2.	Oracle – The number of sentences in the summary is considered to be 

the same as the total number of sentences in the system summary.
	 3.	Fixed number of sentences – The static length is considered for all the 

documents in the collection.
	 4.	Summary function – The summary length is proportional to the length 

of the input document(s).
	 5.	Size of summary – Sentences of less than five words may not be consid-

ered in the summary. Similarly, longer ones may not be included.

12.3 � GRAPH-BASED METHODS FOR 
EXTRACTIVE SUMMARIZATION

A graph can be described in the form G = (V, E), where V represents the vertex or 
node and E is the edge between vertices.

Features [6] like terms/concept/context/sentences are considered as vertices, 
and the associations between them are described as edges. The associations 
between the features can be based on lexical, semantic, or contextual similarity.

For extractive document summarization, a vertex is a sentence, and an edge 
is a similarity between sentences. An example of a graph is given in Figure 12.2. 
V is a set of three sentences, and association is a similarity between sentences.

Graph G is defined as,

	 G V E= ( ), 	 (Equation 12.5)
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	 V s s s sn= ¼{ }1 2 3, , , . 	 (Equation 12.6)

	 E e e e en n= ¼{ }1 2 3, , , . * 	 (Equation 12.7)

In extractive document summarization, sentences are extracted based on their 
importance in the document. The following steps are carried out:

	 1.	 Identify features from the document, and represent them using vertices.
	 2.	Use edges to define the relationships between features.
	 3.	Assign a score to each vertex by applying a ranking algorithm iteratively.
	 4.	High-scoring vertices denote the important sentences. Extract these 

vertices.

12.3.1 �G raph-based Ranking Algorithm

The centroid-based summarization method [7] is used where terms are extracted 
which have a TF-IDF score above a threshold value. The sentences containing 
these terms are extracted in a summary. The LexRank [7​] method applies social 
network measures such as eigenvector centrality and degree centrality to select 
sentences.

An example input document is given in Figure 12.2. The graph generated is 
shown in Figure 12.3. The associations between sentences are computed using 
cosine similarity, as shown in Table 12.1.

The TextRank algorithm [8, 9] is a graph-based approach for extractive docu-
ment summarization. The iterative PageRank algorithm is used to compute 
the weights of the vertices. The high-weight vertices are selected as summary 
sentences.

12.3.2 � Weighted/unweighted Simple Graph

A basic way of describing the relationships between sentences is to use a simple 
graph [10]. Edge scores are computed by applying a similarity measure, and 
vertices are ranked based on their associations with other vertices. The highest-
ranking vertices are then extracted. An example of such a graph is given in 
Figures 12.3 and 12.4.

S1

S2 S3

FIGURE 12.2  Graph example
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12.3.3 �H eterogeneous Graph Model

The heterogeneous graph model [4] shows the relationships between elements of 
text documents such as sentences, words, and topics. The document is modelled 
as heterogenous graph. The sentence score is calculated by using cosine similar-
ity with other sentences, topics, and words.

Figure 12.5 shows the similarity between topic, sentence, and word.

1. Information retrieval (IR) in computing and information science is the process of
    obtaining information system resources that are relevant to an information need
    from a collection of those resources.

2. Searches can be based on full-text or other content-based indexing. Information
    retrieval is the science of searching for information in a document, searching for
    documents themselves, and also searching for the metadata that describes data,
    and for databases of texts, images or sounds.

3. Automated information retrieval systems are used to reduce what has been
    called information overload.

4. An IR system is a software system that provides access to books, journals and
    other documents; stores and manages those documents. Web search engines are
    the most visible IR applications.

FIGURE 12.3  Sample document

TABLE 12.1
Edge Scores of the Sample Document in Figure 12.3

Sentences 1 2 3 4

1 — 0.47 0.46 0.40

2 0.47 — 0.39 0.42

3 0.46 0.39 — 0.39

4 0.40 0.42 0.39 —

S1

S3

S2

S4

FIGURE 12.4  Graph representation of the sample document in Figure 12.3
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12.3.4 �C orrelation Graph Model

Correlation Graph Model is an interesting association-based approach [2] that is 
used to compute edge scores. The popular method of association rule mining is 
used to find correlations between sentences. The PageRank algorithm is used to 
compute the ranks of vertices. The semantic and syntactic relationships among 
the sentences are utilized to select the ranked sentences.

Figure 12.6 shows the four steps of graph-based summarization:

	 1.	Text processing – Pre-processing steps such as tokenization, sentence 
splitting, and lemmatization are applied.

	 2.	Correlation graph mining – Frequently occurring item sets in docu-
ments are identified, and relations among the terms are combined with a 
graph-based model.

	 3.	Graph indexing – The PageRank algorithm is applied to nodes, and their 
relevance is calculated.

	 4.	Sentence selection – A subset of sentences that providess an indexed 
graph is constructed.

12.3.5 �S emantic Graph Model

In this approach, semantic and statistical relationships [11] between sentences 
are used to summarize text. The semantic relationships can be computed using 
WordNet or Wikipedia.

This approach helps to compute meaningful similarities, hence problems of 
ambiguity and redundancy can be avoided. The vertex scores are computed by 
applying the PageRank algorithm.

Topic Sentence

Word

W

T S

FIGURE 12.5  Heterogenous relationship graph
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Query-based summarization [12] is where the query terms are expanded and 
integrated into an existing summarization framework.

12.3.6 �H ypergraph Model

An advanced type of graph, the hypergraph [13, 14], is widely used nowadays in 
solving NLP problems. The additional and advanced methods it offers help to 
make document processing effective and efficient. A set of documents with the 
user-defined query q are taken as the input.

Figure 12.7 shows the detailed steps. Pre-processing is carried out in step 1, 
then the topic detection algorithm is applied and the theme is generated. Each 
sentence is tagged with multiple topics.

Document
Collection

Text processing

Sentence1: Term1, Term2,....

Sentence2: Term1, Term2,....

Sentence3: Term1, Term2,....

Correlation graph
Mining

Graph Indexing

Itemset

Term3
Term3

Term4 Term5

Term2

Term1

Term1 0.21

0.35

Score

0.7

0.2
2015

15

d1

d2

Summary

FIGURE 12.6  The GraphSum summarizer
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A hypergraph is built based on the theme where hyperedge weight is calcu-
lated based on its importance in the corpus and its similarity to the query.

Maximum budgeted hypergraph transversal is used to obtain a summary com-
plying with the target summary length. Minimal soft hypergraph transversal is 
used to obtain a summary complying with the target coverage.

12.3.6.1 � Hypergraph Construction
A hypergraph is defined as (V, E, φ, w), where V is a set of nodes, E ⊆ 2V is a set of 
hyperedges, φ is positive node weight, and w is positive hyperedge weight.

In a sentence-based hypergraph, nodes represent sentences and hyperedges 
define connecte or associated sentences. The φ of node weight is the length of a 
sentence.

V = {1,2,…,N} and φ i = Li
E = {e1,e2,e3,…,ek} ⊆ 2V

el = Tl

Corpus D Query q

Preprocessing

Tokenisation

Them Generation

Based on topic
detection and

sentence tagging

Sentence
Generation

For Target Coverage:
Generation of minimal

soft hypergraph
traversal

For Target Length:
Generation of

maximal budgeted
Hypergraph
Transversal

Hypergraph
ConstructionStemming

Stopword Removal

FIGURE 12.7  Summarization using a hypergraph stepwise chart
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The hyperedge weight is calculated as:

	 w sim T D sim T ql l l= -( ) ( ) + ( ) ( )1 l l, , 	 (Equation 12.8)

where λ = [0,1] is a parameter, D is the corpus, and q is the query, sim(Tl, D) is 
sentence similarity in theme Tl with the entire corpus, and Sim(Tl, q) refers to the 
similarity of the theme with the user-defined query q.

12.3.7 �S emigraph Model

Semigraph [15] is another advanced graph type that is used to produce document 
summaries. Feature-wise similarity can be handled easily using this approach, 
which computes features’ associations with other features of other sentences.

A semigraph is defined as an ordered pair of two sets V and X. V is a set of ver-
tices, and X is an edge connecting more than two vertices where two edges have 
at most one vertex in common.

Figure 12.8 shows the workflow. Pre-processing is applied in the first step. 
Then the features are calculated based on the proper noun (NP), thematic words, 
title words, and term frequency (TF) scores. These features representing each 
sentence are connected to other sentences using semi-edges. The association 
scores are calculated based on the weights of each feature.

Vertex

Corpus D

Preprocessing

Tokenisation

Stemming

Stopword Removal

Compute semantic
similarity score

Hypergraph
Construction

Compute
sentence

score

Select
sentence

Wikipedia

Edge

Summary

TF Score

NNP Score Thematic
Score

Title Score

FIGURE 12.8  Summarization using a semigraph stepwise chart
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12.4 � CONCLUSION

The graph-based method [16] for summarization is very popular, and is widely 
used by researchers. The advantages of graph-based summarization include the 
following:

	 1.	Graph-based methods are easily portable to other domains, genres, or 
languages.

	 2.	The graph model does not make use of language-dependent corpora for 
training.

	 3.	Deep linguistic knowledge is not necessary to model using graph 
methods

	 4.	Advanced operations can easily be carried out by applying different 
methods.

In recent years, various summarization applications have been developed for 
news, email thread, medical information, research articles, voice conversa-
tions, broadcast news, and video and meeting recordings. A few Android 
applications such as Squash and SumIt have even been developed to sum-
marize text. The extractive summarization of text document is carried out 
on the basis of entity or event describing sentences. Therefore, summariza-
tion can give concise information about what happened with/about/around 
an entity within a particular time frame. A graph is a mathematical structure 
that defines associations between entities using vertices and edges. Extractive 
summarization is an important NLP task where important sentences are 
extracted. The sentences are selected based on their context/content/theme 
scores, which are easy and efficient to calculate using graphs. Advanced data 
graph types like semigraph and hypergraph have recently been used to solve 
the problem of extractive summarization. Dynamic generation of Summary 
length can be explored more in the future. Various graph types and their 
applications are listed in Table 12.2.
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13 Applications of 
Graphical Natural 
Language Processing
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13.1 � GRAPH THEORY IN NATURAL LANGUAGE PROCESSING

Graph theory is a mainstream discipline, just like the areas of natural language 
processing (NLP) and information retrieval. Conventionally, these fields have 
been seen as distinct, with diverse algorithms, a wide range of applications, and 
numerous types of end-users. But in fact these disciplines are closely connected, 
in that applications for NLP and information retrieval relevant use graph-theoretic 
frameworks to arrive at solutions. In an organized text, language units such as 
words, phrases, or even entire sentences are linked through several relationships, 
providing contributions to the total meaning and thereby sustaining the consistent 
structure and the related discourse unity of the input text. From the initial devel-
opment phases of artificial intelligence, semantic or associative networks have 
been anticipated as representations that enable such language components and 
their interrelationships to be identified and stored, which enable diverse inference 
as well as reasoning methods to simulate functionalities pertaining to the human 
mind. The wide range of symbolic structures that arise from such representations 
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naturally conform with graphs, wherein text units are characterized as vertices 
and their interrelationships are represented by edges. Several text processing 
applications have the potential to be modeled with the help of graphs. Such data 
structures are capable of inherently encoding the structure and significance of 
a specific cohesive text and following up the Semantic or Associative Memory 
representations closely [4, 5].

This chapter intends to give an insight into lexical semantics, text mining, 
text summarization, classification of input text, construction of ontology, and sub-
sequently information retrieval that are interlinked by the generic fundamental 
concept of employing graph-theoretic techniques for text and information pro-
cessing tasks. The use of graph-centered algorithms and representations in NLP 
and information retrieval has seen enormous growth. The applications of graph 
theory to NLP encompass graph -based text summarization, topic identification, 
keyword extraction employing random walk language models, graph partitioning 
using normalized cut criteria for text segmentation, encoding discourse relation-
ships with graph structures, use of word graphs to decode machine translations as 
well as in speech processing tasks, selection of translations, multilingual informa-
tion retrieval using random walk methods, graph-oriented patterns and represen-
tations for extraction of information, and user question answering. Text graphs 
are used to represent texts on the basis of semantic relatedness or co-occurrences 
of words [14, 15]. The TextRank technique for the extraction of key phrases 
as well as summarization is possibly the most significant graph-oriented NLP 
method, and the algorithm is a chief component of NLP packages. Its basic idea 
is very simple. A text graph is built, then a centrality measure such as PageRank 
is used to determine the most significant words, phrases, or sentences. With cur-
rent enhancements in the algorithm, text graphs are built from sentence or word 
embeddings. This method is one of the best unsupervised keyword extraction and 
extractive summarization tools currently available.

13.2 � TEXT SUMMARIZATION

The graph-centered method for text summarization offers an unsupervised 
approach where sentences or words are ranked on the basis of a graph. The 
main objective of the graphical approach is to extract more significant sentences 
from a document. Essentially, we use it to find the rank of a vertex in a graph. 
Undirected and weighted graphs are used for text-oriented ranking. Sentences or 
documents are signified by nodes, and edges link any two nodes with shared com-
mon information. Sentence scoring is carried out by the attribution of weights to 
the graph nodes. The computed weights of a specific node word are oriented on 
the word-frequency, apart from the incidence of the word within keywords, title, 
proper nouns and domain-specific or predisposed lists. PageRank, LexRank, and 
TextRank are some of the important graph-based methods adopted for text sum-
marization. Text graph creation methods parse the input text to build a model of 
the text graph. For every sentence, nouns are represented by graph nodes, an edge 
exists between every two resultant nodes, the edges are labeled using non-noun 
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words among these nodes, and (c) starting and ending nodes exist for all the sen-
tences signified by the text graph [5, 8].

The method thus comprises three major phases: document depiction, cluster-
ing of concepts, and selection of sentences. In order to construct a concept graph 
signifying the document, a fundamental task is to divide the text into multiple 
sentences and eliminate generic as well as highly frequent terms. After the sen-
tences are isolated, the terms in every sentence are translated into suitable con-
cepts based on various measures of relatedness as well as semantic similarity 
with disambiguation of word sense. This is carried out by assessing the semantic 
similarities among a word and its respective neighbors. The resultant concepts 
extracted from the common nouns are further extended using their superordi-
nates, constructing a hierarchical form for every sentence in the input document, 
wherein edges signify the semantic relations that are unlabeled temporally, and a 
single node is created for every distinct concept within the text. This means that 
if two unidentical terms in a sentence represent the same concept, only one node 
is added to the graph to represent both the terms. Adverbs, verbs, adjectives, and 
proper nouns are not considered in this step. Then the sentence-related graphs are 
combined into an individual graph representing the entire document. This graph 
can be further extended using various more particular semantic relations among 
the vertices. Concept sets that are relevant to meaning are then constructed [9, 
12]. It is assumed that every set signifies a sub-theme within the document and the 
most dominant concepts within a cluster provide the essential information con-
nected to its sub-theme. After the concept clusters are formed, every sentence is 
allotted to a cluster. Hence, it is necessary to describe similarity measures among 
sentence graphs as well as clusters. Since the two illustrations are very dissimilar 
in size, conventional metrics of graph similarity are not suitable and hence, a vote 
mechanism is adopted. The final step is selection of the most important sentences 
for summary on the basis of the similarities among sentences as well as clus-
ters. The similarity between two sentences, Sentence1 and Sentence2, is measured 
using the following mathematical model
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(Equation 13.1)

where each sentence is represented with l number of terms in a -dimensional 
space, and wik and wjk are the components reflecting the weights of a correspond-
ing term within a sentence.

The main objective is the extraction of the most significant sentences from 
the primary input document by first creating a semantic graph representing the 
document, then utilizing the document as well as graph structures to derive the 
document summary. It is necessary to pre-process the entire dataset prior to using 
it for text summarization. Verbs and nouns in the document are denoted by nodes 
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and edges in the graph. Hence, the semantic representation developed in the graph 
is initially oriented toward the subject-verb-object triplet. Nodes are connected 
on the basis of associations among words. This is followed by the removal from 
the graph of nodes referring to the same entities. This step is also called the pro-
cessing stage. Words are allocated to nodes according to their grammatical and 
semantic and significance. Subsequently to further simplify the graph, an estab-
lished set of heuristic rules is applied using mapping and normalization.

Thus, the pre-processing stage uses a variety of NLP methods, such as sen-
tence segmentation, part of speech (POS) tagging, word tokenization, lemmati-
zation, and stemming. Scored are allocated to the sentences to allow them to be 
ranked. The heuristic reduction approach identifies nodes – subject–noun (SN), 
object–noun (ON), and main verb (MV). All the inappropriate words are removed. 
The processing stage therefore consists of sub-stages such as the creation of text 
representations to simplify ranking as well as analysis of the text, sentence rank-
ing to reflect their significance, followed by the ordering of sentences from the 
highest to the lowest ranking, and extraction of high-scoring sentences from the 
document for the output summary to comply with the user’s length requirements 
specified as a compression ratio, number of words, number of sentences, etc. The 
stabilization of candidate summary generation takes place as soon as the derived 
summary length cannot be further reduced with the subsequent iterations.

The final stage produces a logical graph with the help of the identified triplets 
wherein the associated nodes comprise subjects as well as objects. Sentences that 
have the highest scores are chosen for the eventual reduced graph. In the case of a 
significant semantic graph, the nodes have the text semantics stored dissimilar to 
the conventional semantic graphs that are unable to comprehend the sense of the 
sentences. The post-processing phase involves application of refinement methods 
to the summary sentences, followed by their concatenation to generate the final 
summary. Thus, within an input text the sentences are linked to one other. This 
feature of interconnection can be comprehended as lexical overlapping. In spe-
cific lexical connectivity notion, two sentences with shared lexis are linked to one 
other. This idea is utilized in computation of sentence significance within an input 
text. For the sole reason that a sentence significance within the input text is related 
with other different sentences within the same input text. Hence, graphs offer an 
appropriate method to represent the relationships as well as to compute the com-
parative significance of sentences through the analysis of the graph’s structure. In 
order to implement this, the text must be represented as a completely connected 
graph with a set of a nodes and edges. The sentences form the graph nodes, while 
the graph edges signify the lexical similarities among the pairs of input sentences. 
After the completely connected graph is built, edge reduction methods can be 
used to minimize the graph so it is comprised of only significant edges. The most 
significant edge reduction method is the threshold method, which removes an 
edge when its weight goes beyond certain thresholds.

The algorithm for graph-based text summarization is illustrated by the flow-
chart in Figure 13.1. The process derives the eventual summary from the input 
document in several iterations, and involves the steps of text graph generation, 
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search graph generation, and obtaining the candidate summary. The iterations 
accomplish the summary length requested by the user in terms of maximum word 
count.

Extractive text summarization is a technique to identify crucial sentences in 
the text and then add those sentences to the summary. The summary generated 
consists of unaltered sentences present in the original text. Abstractive text sum-
marization is an advanced technique to determine significant sections in the text, 
followed by interpretation of the context, then reproducing the text in a differ-
ent way. This ensures that the main information is conveyed using the possible 
shortest text. The sentences in the summary are created by the model, and not 
just taken from the original data [16, 17]. The random walk summarization tech-
nique can be used to summarize single documents as well as multiple ones, since 
a graph can be constructed based on the information obtained from the input 
document(s).

13.3 � KEYWORD EXTRACTION

An important feature of text summarization is keyword extraction, which deter-
mines what information within a text is crucial. Instead of using whole sentences, 
as in automatic summarization, keyword extraction chooses phrases or words that 
better reflect the details of a document. The keywords may establish valuable 
entries to build an automatic index for a specific document set, and can be utilized 
for classifying a text, or can act as a brief summary for a document. For example, 
keywords in research-oriented papers are often listed by their authors in order 
to assist in searching or browsing. Likewise, books are frequently provided with 
citations of keywords as an index in their endmatter, and this can be utilized as an 

FIGURE 13.1  Graph-based text summarization framework
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outline of the chief concepts detailed in the book. On the Internet, image or blog 
repositories also employ important phrases in order to tag as well as identify the 
content. Keywords can also be utilized for terminology extraction, and for con-
structing domain-relevant dictionaries. For these purposes, random walk methods 
provide better performance than supervised techniques [2, 3].

Keyword extraction hence signifies the identification of the most pertinent 
terms and expressions in a provided text in an appropriate manner. During this 
period of information explosion, keyword extraction has received increased atten-
tion. The significance of keyword extraction across text summarization, com-
parisons, as well as documents categorization stressed on the importance of 
graph-oriented keyword extraction methods since they have the potential to infer 
better structural related information in comparison with other traditional methods 
for text analysis. The fundamental principle in graph-oriented keyword extraction 
is the estimation and identification the most significant nodes (words) on the basis 
of the information obtained from the structures of the text graphs. Such nodes can 
be identified using vertex centrality measures, such as degree, closeness central-
ity, PageRank as well as k-degeneracy measures. But keyword extraction methods 
differ in accordance with text graph creation methods, that influence the ranking 
of the potential candidate key phrases. Most of the prevailing graph-oriented key-
word extraction methods rely on word co-occurrences, hence they do not essen-
tially produce a collection of keywords that encompass the major topics covered 
in the text. Furthermore, most prevailing graph-oriented keyword extraction tech-
niques need user parameters.

Graph-oriented approaches create a graph of relevant terms from the input 
document(s). A graph, for instance, interlinks terms which co-occur in the input 
text. These methods employ graph ranking techniques that consider the graph 
structure in order to score the vertex significance. TextRank is one method for the 
extraction of identifying keywords or relevant sentences.

Figure 13.2, illustrates the TextRank process. The first step is text tokeniza-
tion and annotation with relevant POS tags. This is followed by construction of 
a word co-occurrence graph where the vertices represent words with the chosen 
POS tags. Two vertices are interlinked with an edge if they are present within the 

FIGURE 13.2  Graph-based TextRank keyword extraction
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space of N words within the text. The graph formed is unweighted and undirected. 
The score of every vertex is then fixed to 1, and the ranking algorithm is deployed 
on the graph. The weight S(Vi) of a particular vertex Vi is assessed by taking 
into consideration the weights of vertices interlinked to Vi. Inb(Vi) signifies the 
inbound links to the vertex, while Outb(Vj) represents the outbound links from 
the vertex. Since this is an undirected graph, the inbound links and outbound 
links of the vertex are identical. The algorithm is executed on every node in mul-
tiple iterations until the weights of the vertices converge.

The vertices which denote words are ranked from the highest- to the lowest-
scoring. The algorithm then chooses the first one-third of the words. In this step, 
words chosen in the previous stage are combined into multi-word keywords if 
they occur in the text together. For instance, consider the sentence “It is a beauti-
ful world.” If both “beautiful” and “world” are chosen as keywords, the algorithm 
outputs “beautiful world” as a keyword. The score of the newly built keywords 
represents the sum of the scores of the words. The algorithm is executed on each 
document separately, and does not require a body of documents to accomplish 
keyword extraction. The TextRank method is said to be language-independent.

Rapid automatic keyword extraction relies on the observation that keywords 
are regularly composed of several words and typically do not include punctuation 
or stopwords.

Figure 13.3 shows the keyword extraction process. The first step is candidate 
keyword extraction, wherein the text is fragmented into keyword candidates on 
the basis of the stopwords and phrase delimiters. A keyword candidate is a phrase 
which occurs between two phrase delimiters, such as punctuation characters or 
stopwords. This is followed by the graph construction comprised of the keywords. 
Here, the graph vertices are denoted by the words. They are interlinked if they 
are present together within candidate keywords. Also, the graph is weighted such 
that the weight signifies the number of instances where linked words are present 
together. The graph also comprises the connections to the node itself – every word 
appears within a candidate keyword along with itself.

The step that follows is word scoring – every word present in the graph is 
scored as follows: (1) word degree – degree(w) – represents the number of words 

FIGURE 13.3  Graph-based automatic keyword extraction
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that word w co-exists with (the sum of edge weights inclusive of an edge pointing 
to the vertex itself). The degree is inclined towards the words that appear fre-
quently as well as lengthier keywords. (2) Word frequency – frequency(w) – repre-
sents the number of instances where a word is present in any candidate keyword. 
The frequency is inclined towards the words that are present more frequently. (3) 
The ratio of degree to frequency – degree(w)/frequency(w) – represents the metric 
that is towards the words that chiefly occur in the lengthier candidate keywords. It 
is recommended to use either the ratio of degree to frequency or the word degree. 
In this way, shorter keywords are favored.

The next step is the scoring of candidate keywords, wherein the score of every 
candidate keyword is represented by the sum of the scores of its member words. 
The connecting keywords are then established, where the candidate keywords 
are not comprised of stopwords. Since stopwords are sometimes part of a key-
word, they are included in this specific step. The algorithm establishes pairs of 
keywords interconnected with a stopword within a text and includes them in the 
collection of prevailing stopwords. They must be present at least twice within 
the text to be included. The sum of the member keywords represents the score of 
the new keyword. Finally, one-third of the best-scoring keywords are identified 
through keyword extraction.

To give an example, keyword extraction is accomplished during web search 
performance optimization by attributing weights to every element of documents 
that are hyperlinked, thereby identifying the importance of every page. Two 
scores for the outgoing and incoming hyperlinks are determined for every node 
of the graph pertaining to the semantic or lexical graphs derived from the input 
text documents:

	 Score ( ) Score ( )Outgoing incomingN Ni

Nj Out Ni
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å 	 (Equation 13.2)
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Eigenvectors as well as structural holes serve as the prevalent centralities deter-
mined in the most pertinent features by the feature selection methods. Because 
certain centralities have higher computational costs compared to others, eigenvec-
tor, degree, and structural hole centralities can be chosen as the subset of features. 
This is because these centralities hold the top position in the feature selection 
techniques. The degree centrality has a higher correlation to several determined 
measures, such as betweenness, PageRank, and clustering. An additional signifi-
cant aspect is that degree holds the lowest value of computational cost among all 
the measures mentioned. Furthermore, structural holes, degrees, and eigenvectors 
represent intermediate, local, and global graph-related measures, respectively. In 
this way, a complete perspective is obtained for the graph of words.

After the best set of features is identified, it is utilized as the input for the 
feature selection approach, merging the connection assortment of keywords 
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from every pairwise centralities, namely eigenvector, degree, as well as struc-
tural holes, as a solitary set. The performance of every centrality measure is 
then evaluated using recall, precision, and the F1-score for every input docu-
ment and mean is obtained at the dataset extent. Higher values of precision 
signify that the method has returned more related results than irrelevant ones; 
on the other hand, higher values of recall imply that the method has returned 
the maximum of relevant outcomes. Candidate as well as reference keywords 
are then stemmed in order to reduce the number of mismatches. In certain 
datasets, keywords have been independently selected by individual coders 
using abstractive means, and some of them in reality are not available within 
the original input text. This renders it incredible to achieve a higher recall 
using extractive approaches. Taking into account, the same count of keywords 
humans being able to determine using the centrality measures about half of the 
coder-described keywords.

We can perform a statistical analysis of the keyword extraction results to gain 
a better understanding of the ranking and possible significant differences. To do 
this, we execute Nemenyi post-hoc grouping by datasets. On the top of the dia-
grams is the critical difference (CD), and on the axis are plotted the average ranks 
of the methods, where the lowest (best) positions are on the left side. When sets 
of methods have no significant differences, they are connected by a black line in 
the diagram. In order to understand the structure of our underlying data and to 
examine whether the centrality measures are good separators for clustering, we 
present the mean values found for each attribute – i.e., the centrality measures 
of the words in the full dataset and in the clustering algorithms, respectively, in 
Table 8. When used with text data, clustering can provide an alternative way to 
organize the thousands of words in a document.

Deep learning-based methods chiefly identify a list of potential candidate 
keywords. They subsequently have the document as well as candidate keywords 
embedded within the same space, and features such as cosine similarity are 
measured between the embeddings of the document as well as the keywords. 
Keywords that are most identical to the document text are selected based on the 
similarity measure.

13.4 � GRAPH -ORIENTED TOPIC ANALYSIS

Graph-based techniques for topic identification enable automatic extraction of 
meanings from input text by identifying recurrent topics or themes. The approach 
of topic identification extends beyond keyword extraction because related top-
ics are not required to be specified within the document, but rather have to be 
attained from certain sources of external knowledge. The task also differs from 
text classification because the topics are unknown in advance or are furnished as a 
controlled variant of vocabulary with multitude of entries, hence no classification 
is performed. In its place, with topic identification we aim to identify categories 
or topics pertaining to the available document to enhance its content with related 
external sources of knowledge [1, 4].
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For dynamic ranking of topics relevance, external knowledge from an ency-
clopedia can be utilized to determine the related topics for a provided document. 
The approach comprises two major steps [7, 14]. In initial step, a knowledge graph 
containing encyclopedic perceptions on the basis of Wikipedia is constructed, 
wherein the vertices in the graph are signified by the categories and entities 
defined within the encyclopedia. The edges among the nodes are denoted by their 
relation of closeness within the specific Wikipedia articles. The graph is con-
structed once, and subsequently it is saved offline in such a way that it can be used 
to identify topics within new documents.

In the next step, for every input document the major encyclopedic concepts 
within the text are identified, and links are created between the external ency-
clopedic graph and the content of the document. A biased graph-based centrality 
algorithm is then applied to the complete graph such that all the vertices within 
the repository of external knowledge are ranked on the basis of their significance 
to the input document. Graph-oriented ranking techniques such as PageRank are 
fundamentally a method of determining the position of a node within a graph on 
the basis of repeatedly drawn global information from the complete graph. One 
construction is represented by the lines of a random walk over a directed graph. 
This involves visiting the vertices of the graph, and has a certain probability of 
hopping to a certain other vertex of the graph at random. The rank of a specific 
node is a sign of the likelihood that one would place the random walker at that 
particular node at a specific time.

Two major parameters need to be set for topic identification. First, the set of 
preliminary nodes utilized as bias within the ranking comprise (1) the prelimi-
nary collection of articles interconnected by original primary document, (2) the 
topics that are specified in the articles interlinked by the primary document, and 
(3) both the preliminary articles and the topics listed by the primary document. 
The dynamic ranking technique can be executed via dissemination on an ency-
clopedic graph that consists of entire articles from external knowledge source, all 
the topics from an external repository, or all the categories and articles from an 
external source.

Thus, a weighted graph is built to signify the relations between words. The 
relations chiefly consist of two characteristics: entity–centroid relation and depen-
dency relation. Topic identification is considered as a graph partitioning problem 
addressed by the spectral clustering method. Hence, a graph-oriented model is 
first constructed, followed by the specification of an algorithm to model the docu-
ments in the form of a weighted graph.

13.5 � TOPIC SEGMENTATION

Expertise in automatic summarization of documents is growing, and has the 
potential to offer solutions to the problems arising from information overload. 
These days, document summarization has a crucial role in aspects of informa-
tion retrieval. With larger extent of documents, that present a summary of every 
document the user, importantly enables the work of identifying the required 
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documents. Document summarization serves as a method of constructing auto-
matically a condensed version of a document that offers beneficial information 
to end users, and multiple-document summarization aims to create a summary 
furnishing most of the information content in a collection of documents concern-
ing an implicit or explicit main topic. Topic segmentation can be accomplished by 
various means, depending on the aim, such as (1) to derive linear topic segmenta-
tion (i.e., detection of the sequence of various segments within a text), or (2) to 
derive hierarchical topic segmentation (i.e., definition of a structure of sub-topics 
among the segments detected).

After the related topics are determined within a text, the next step is to divide 
the text into segments Topic segmentation aims to divide the text into coherent 
chunks on the basis of the topics it addresses. For example, for an article that 
encompasses three news stories, the aim would be to automatically determine 
the stories and outline their boundaries. The partitioning of a text as topics can 
be achieved at various degrees of granularity, ranging from dividing a book into 
chapters to identifying subtopics within a single-page article. Several applica-
tions can benefit from topic segmentation, including text summarization, keyword 
extraction, question answering, and information retrieval.

The volume of data is a crucial factor in selecting supervised versus unsuper-
vised modeling frameworks. Supervised models usually address shortcomings of 
unsupervised models – primarily by employing binary classification to merge all 
the significant aspects and similarity functions as well as decisions made using 
other models requiring a very restricted volume of labeled information, and then 
creating a complete graph to take into account all pairs inter-sentence relations.

A meaningful graph for text segmentation can be built by adding all the sen-
tences within a text as vertices in the graph and creating weighted edges reflect-
ing pairwise similarity for sentences. Sentence similarity can be computed using 
metrics such as cosine similarity or to measure text-to-text similarity. A graph 
method that can be utilized to divide a text into segments is the normalized cut 
criteria approach, which can assess both the dissimilarities between various seg-
ments and the similarities within them. In this way, unlike earlier segmentation 
methods that relied fundamentally on local consistency within a segment, simi-
larity relationships among several segments in the input text can be identified and 
then minimized. Thus, a graph-oriented method aims to apprehend semantic sim-
ilarities among segments, rather than approximating using topical similarities. 
Every node of the resulting graph represents a sentence, and the edges are formed 
of pairs pertaining to semantically relevant sentences. Comprehensible segments 
are then established by identifying maximal groups in the relevancy graph.

First, the text is pre-processed and stopwords are eliminated. Then the stems of 
the words are determined and the relevant parts of speech are identified using tag-
ging. Only verbs and nouns are utilized within the text. The method commences 
from the start of the key text, and words are taken from the knowledge repository 
to provide a two-tier tree where the root of a specific word is a similar word, and 
the children of the tree are words that are relevant to the specific target word. The 
children of the target word within the input text are then examined to construct a 
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graph utilizing the target word as well as the words that represent both children 
in the earlier step tree and the input text. Thus, text segmentation consists of two 
stages. First, a two-tier tree is created from the connections of the abstract of the 
word, followed by creation of a graph from this earlier phase, then the selection of 
crucial segments that were identified using the graph created earlier.

The integration of external knowledge repositories dependably includes ben-
eficial information as compared to the baselines which exclusively depend on the 
available text. The graph-oriented centrality method provides a way to produce 
topics ranked dynamically across a framework and offer the potential to use heu-
ristics or knowledge from other resources such as encyclopedias which are then 
converted into a graph representation.

To summarize, all the sentences within a text are represented by the verti-
ces of the relatedness graph. Semantic similarities are computed among all the 
pairs of sentences within the input document. For every pair of sentences whose 
semantic relatedness is higher than a certain threshold value, an edge is added 
among the equivalent nodes of the graph. The set of all potential maximal cliques 
in the graph is then computed. A preliminary set of segments is obtained by 
merging the adjacent sentences identified in minimum of single maximal clique 
for the graph. In the next step, the adjacent segments that have one clique at the 
minimum holding single sentence at bare minimum from each adjacent segment. 
For the specified minimal segment size, the adjacent segments are merged with 
sentences having a segment size less than the maximum value along with those 
which are more highly semantically related among the two adjoining segments. 
The relatedness between the two adjoining segments is calculated as the mean 
relatedness in their corresponding sentence.

13.6 � DISCOURSE RELATIONSHIPS

Text segments, whether or not they belong to different topics, are normally 
linked using discourse relationships. Identifying them in a text is vital for vari-
ous text processing applications, such as question answering, text summariza-
tion, and topic segmentation. Discourse relationships are usually characterized 
using conjunctions or various content-oriented words that contribute toward the 
consistency of the text. For example, words like “before” and “after” designate a 
temporal sequence involving two specific statements, as in the sentence, “Before 
he wrote the article, John visited the library.” Similarly, “because” specifies a 
cause-and-effect relationship, as in the sentence, “Travel was delayed because 
of technical reasons.” “Furthermore” or “also” precede an elaboration, as in the 
sentences, “Additional edges are included in the graph. A weight is also computed 
and later assigned to every edge.” On the other hand, “however” or “but” desig-
nate a contrasting statement, as in “Mary liked the latest novel, but Tom had no 
interest in it.”

To obtain discourse-oriented information in order to answer logical ques-
tions, first the elementary discourse units are encoded, followed by a module 
for reasoning of graphs, then a model to predict the answers. For a specific say 
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jth option in the choices of answer for a question, a graph Gi = (Vi, Ei) is con-
structed with vj ϵ V, where the node vj relates to the corresponding discourse 
unit ej. After propagation of messages with relevant weights, the representations 
in a specific vertex vi are updated with vertex embeddings and message repre-
sentations using:

	 v ReLU v bias weightj
u uupdated

message= + +( ) 	 (Equation 13.4)

The updated vertex representation is utilized to improve the token embeddings 
contextually through summation of relevant vertex positions, with biasu and 
weightu representing the bias and weight. The probabilities of answer options are 
then derived by feeding discourse-improved token embeddings to the answer pre-
diction component. The model is entirely trained with cross entropy relevant loss. 
The high- and low-level discourse token characteristics are merged, resulting in 
singular individual feature vectors. The features can be concatenated and input as 
a new vector to obtain the output features for further classification.

The data structures that are normally utilized to detail discourse relationships 
are tree structures, which are easier to derive and formalize and can encode the 
text segments within a relationship along with their respective discourse con-
nectors. However, recent research has shown that graphs are more appropriate 
than other methods for discourse representation since they show cross-depen-
dencies between statements. Graph structures are useful representations for such 
discourse relationships, and offer the capability to encode richer collections of 
dependencies to compared to alternative forms of tree structures. Discourse rela-
tion graphs are built on the basis of dependency-oriented discourse relations 
among utterances that are intertwined. Modeling the relations among such utter-
ances in conversations explicitly can enable models to recognize major key con-
tents for concise and useful summarization.

13.7 � MACHINE TRANSLATION

Machine translation is a vital emerging field in NLP, aiming to automatically 
translate texts from one natural language to another. Earlier methods of machine 
translation mainly comprised rule-oriented systems that despite being precise in 
their abilities to create translations held very low level of coverage and were not 
transportable across the domains. Such disadvantages have been addressed by 
current statistical approaches that depend on larger parallel input texts in order 
to automatically learn the translation models, which then can be applied to the 
translation of new texts. Generally, statistical-led machine translation creates the 
best translation for an input text, but there are some applications where it is neces-
sary to have access to a greater number of potential alternate translations, ranging 
from several hundreds to several thousands, thus leading to storage and process-
ing challenges. A potential solution for the sophisticated representation of a col-
lection of candidate translations is the utilization of word graphs, which avoid the 
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redundancies most frequently identified among the candidate translations. For 
example, candidates may exist that vary by just a single word.

A word graph is comprised of an acyclic graph that is directed and has one 
selected root vertex. The edges are labeled with the words, and a path across a 
translation graph represents a candidate translation. As an option, the graph can 
also be comprised of scores associated to the words on the graph edges, which 
can be utilized to compute the score for a specific translation path. The main dif-
ferences between word- and phrase-level translations involve three further steps. 
The first step is to include phrases in the graph by introducing new edges among 
words. Such edges can be considered as shortcuts which link all the words per-
taining to a phrase. The second step is to translate phrases within the graph by 
introducing an additional edge for every potential phrase translation. The third 
step adapts the phrase-to-word edge labels by replacing the phrase edges with a 
sequence of one-word edges.

13.8 � MULTILINGUAL RETRIEVAL OF 
INFORMATION BASED ON GRAPHS

The two main techniques conventionally used for multi-language information 
retrieval are: (1) automatic translation of input documents into the language in 
which the query was posed query, and (2) automatic translation of the query into 
the language of the input documents. Of these two methods, translation of the 
input query is used most frequently since it takes less time and does not require 
the re-indexing of the input document collection. In order to create a transla-
tion of a specific query, the commonest method is the use of a bilingual diction-
ary. Although machine translation and translation based on parallel texts are also 
potential methods, they normally need the availability of greater parallel systems, 
and these exist only for a few languages [13]. On the other hand, bilingual diction-
aries are available for a number of languages, and can be used to translate input 
query words into the language of the objective documents. Graph-oriented repre-
sentation can be used effectively to determine the correct translations by utilizing 
random walks across a co-occurrence graph. To build the co-occurrence graph, 
potential candidate translations are included as vertices connected by weighted 
edges taking into account the link strength identified by a larger system in the 
target language.

13.9 � INFORMATION RETRIEVAL USING GRAPHS

Information retrieval applications’ results normally return complete documents 
that are related to the query posed. When the information required is more spe-
cific, it is usually more useful to use an information extraction system. Information 
extraction is used to identify knowledge in unstructured, raw forms of text. An 
efficient scheme to handle this is mutual reinforcement, which is based on the 
concept that ideal patterns produce good instances, and good instances are fol-
lowed by good patterns. Such reinforcement may be naturally modeled using 
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bipartite graphs that are coupled by a centrality algorithm. In such a representa-
tion, patterns and instances are signified as nodes in the graph, while the edges 
reflect creation links among instances and patterns. Once the graph is built, a 
centrality measure is deployed iteratively to identify a score for every node. This 
score serves as a confidence level for both patterns and seeds that may be utilized 
as a filter to avoid introducing errors within the bootstrapping procedure. Hence, 
the choice of patterns and instances at every bootstrapping step is determined on 
the basis of global information repeatedly inferred from the whole graph of pat-
terns as well as seeds, instead of local information determining the quality of the 
immediate seeds they produce.

13.10 � GRAPH -BASED QUESTION ANSWERING

Overlapping with both information retrieval and information extraction, graph-
based question answering is the task of automatically answering a question posed 
in natural language [6, 7]. In graph matching, question–answer graphs that are 
learned from training data are utilized to construct graph rules that may find 
answers to new questions. In this technique, a set of questions and answers is 
annotated manually, then rules are automatically learned by matching their 
respective graphs. The graphs are built using the output of a specific dependency 
parser, capturing the syntactic relationships among the words as well as their 
associated roles [10, 11]. Despite not having overall performance in question-
answering approach oriented on graphs, with no competency in comparison with 
the prevailing methods, the approach is worthy of attention since it is easily por-
table to newer domains does not require a different question classification phase, 
and does not use entity recognizers that may not be readily available for lan-
guages other than English.
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14.1 � INTRODUCTION

In recent years, a major focus in the areas of medical science and imaging has been 
tumor identification. Tumor detection is still considered to be a hugely challeng-
ing area of research in medical science. The primary motive of medical imaging 
analysis is to detect brain tumors accurately so that proper and timely treatment 
can be provided for those suffering from them. In identifying tumors, magnetic 
resonance imaging (MRI) is used to provide an input image source. Any unusual 
growth in brain cells and tissues is called a brain tumor. Brain tumors can occur 
in any age.

Brain tumors’ symptoms depend on their size, type, and location. The symp-
toms may include vomiting, headaches, vision problems, mental changes, diffi-
culty in walking, changes in speaking, and hearing and memory changes. In 2016, 
the American Brain Tumor Association found that nearly 80,000 men, women, 
and children in the USA had been diagnosed with brain tumors.

The research described in this chapter used wavelet transformation to process 
the MRI images, then reduction of the dimensions of the features detected was 
carried out by principal component analysis (PCA). Binary classification of the 
medical images was carried out using the support vector machine (SVM) method. 
A kernel support vector machine (KSVM) with four kernels was used for accurate 
measurement using radial basis functions, linear functions, polygonal functions, 
and quadratic functions. Many techniques were applied, such as standard devia-
tion, energy, mean, variance, entropy, root mean square (RMS), inverse differ-
ence moment (IDM), kurtosis, contrast, smoothness, correlation, and skewness.

14.1.1 �O verview

The brain is an essential organ in the body’s nervous system which receives input 
from sensory organs and sends output to muscles. The human brain is divided 
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into two hemispheres, the left brain and the right brain, which are connected 
together. Brain tumors can cause critical or severe disease due to unrestrained 
growth of unusual tissues.

Brain tumors, can be divided in benign and malignant tumors. Benign tumors 
are not cancerous, do not spread, and remains in their current form, while malignant 
tumors are cancerous, and spread and grow. Generally, benign tumors are not danger-
ous for human health, but malignant tumors are very dangerous and can lead to death 
because they can grow and spread rapidly into surrounding tissues. Malignant tumors 
have the ability to increase the amount of abnormal brain tissue uncontrollably.

Many imaging techniques are used to diagnose brain tumor, but MRI is very 
popular because it provides high-definition images showing the internal structure 
of the brain and provides a variety of useful information that can be used in medi-
cal diagnosis and biomedical research.

When searching and browsing image data, image features (essential data pat-
terns) such as color, texture, and shape enable the recognition of an image com-
plying with a user query. In the method proposed in this chapter, medical images 
were targeted for search in a database. Because most of the images have simi-
lar colors and textures [1], edge detection can be helpful in finding appropriate 
images in the database, so this study explores a variety of edge detection tech-
niques in order to design a new and enhanced methodology.

14.1.2 � Motivation

Research has found that many people have died due to inaccurate detection of 
brain tumors. The work in this chapter was motivated by an article by Selvakumar 
et al. [2] which described how the k-means algorithm was applied to noise-free 
MRI images to extract the tumor data more accurately then apply the fuzzy 
C-means algorithm to identify the features that needed to be extracted.

Tumors vary greatly, and every type of tumor has a different treatment. Many 
scanning techniques are available to identify tumors, such as computer tomog-
raphy (CT), positron emission tomography (PET), and MRI, but MRI scanning 
is the most accurate. It can be very difficult to identify relevant features among 
those isolated and decide which technique is best suited for brain tumor imaging, 
and we found that PCA was a frequently chosen technique for finding patterns in 
high dimensions and was very widely used in analyzing the data [3].

14.1.3 �O bjective

The primary aim of this study is to detect brain tumors using appropriate seg-
mentation techniques to identify various features, and then apply a classification 
process using support vector machines with different kernel functions.

14.1.3.1 � Study of Different Segmentation Techniques
In this section of study, we will study various image processing and viewing 
them on computers. In this the elementary step is to identifying an object, 
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understanding the image, image processing. Some researchers start with the 
image segmentation like threshold strategies, Otsu’s technique, primarily 
graph-based strategies, contour technique, primarily region-based strategies, 
edge detection strategies, clustering strategies, and various hybrid techniques. 
Histogram or bar graph methods don’t work well for images whose histograms 
are nearly unimodal. For multifaceted and noise-based data, primarily edge-
based techniques are not appropriate they concentrate on detecting pixel on the 
edges of objects. In region growing techniques, over-segmentation and under-
segmentation are important problems. Graph-based strategies are highly com-
plex processes [4]. Because of its simplicity, Otsu’s technique is used.

14.1.3.2 � Selection for Appropriate Features
To select the appropriate features to identify, wavelet transformation was applied 
to compute a coefficient matrix with the help of discrete wavelet transforma-
tion (DWT). DWT can be used to selected the features. This method degrades 
the input image into a chain of sub-band images. These are then passed through 
PCA to reduce the features, then go through gray level co-occurrence matrix 
(GLCM) processing to calculate features such as energy, contrast, correlation, 
and homogeneity.

14.1.3.3 � Performance and Classification of the Proposed Model
After implementation of the chosen classification technique, using SVM and vari-
ous kernel functions, the system is evaluated and the results are summarized.

14.1.4 �E xpected Outcomes

After successful implementation, the following results were obtained from the 
study:

•	 A rich collection of literature on image segmentation techniques – 
Literature on various image segmentation techniques was studied, and 
Otsu’s technique was selected based on the expected outcomes.

•	 A feature detection technique – The final implementation produced an 
efficient feature identification technique which can help to calculate var-
ious texture-based and statistical-based features.

•	 Analysis of the performance of the technique – The performance of the 
algorithm designed was evaluated using SVM techniques with numer-
ous kernel functions, which are suitable for binary classification tasks.

14.2 � LITERATURE SURVEY

Aslam, Daxiang, and Cui suggested that the system is going to be used for the 
intensity of brightness from its gray scale image. Thresholding can be used to 
detect diseased tissues. A series of filters such as mathematician, linear and aver-
age, were used to get rid of noise [5].
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Zhang and Wu suggested the technique in which they have discussed about 
the tool which will distinguish the normal and abnormal brain and identify the 
Gaussian Radial Basis (GRB) kernel. This brain imaging classification system 
supported by PCA and KSVM could probably be a valuable tool to be employed 
in computer-aided clinical identification [6].

Panigrahi et al. concluded that tumor detection benefited from the assistance 
of fuzzy C-means clustering applied repeatedly to genetic formula parameters. 
This method is divided into pre-processing and post-processing stages. The pro-
posed system of the author is applied to various sizes and intensities of primary 
and secondary varieties of abnormal images [7].

Kohir and Karaddi proposed a new approach to brain cancer classification for 
astrocytoma kind brain recognition that may be a part of image process exploita-
tion GLCM. Astrocytoma is the kind of brain tumor which begins from the brain 
or the spinal cord [8].

Tirpude and Welekar suggested that the gray level distribution of the image 
pixels was not sufficiently distinct, so the employment of a distinct, comprehen-
sive threshold value was not a good choice to segment the entire image, including 
the tumor itself, and concluded that global thresholding techniques provide poor 
results when attempting to section MRI images of tumor-bearing brains [9].

Malik and Baharudin concluded that the experimental comparative analysis 
of the applied math quantized bar chart texture characteristics for the effective 
image retrieval in terms of exactness and recall within the discrete cosine trans-
form (DCT) domain supported the median and Laplacian filters. Then the applied 
mathematical texture options like kurtosis, smoothness, energy, skewness, mean, 
standard deviation, and entropy were calculated by intensity levels in the bar chart 
bins of all blocks. The results of the quantized bar chart texture options supported 
Laplacian filters, median with edge extraction and median that provide the sim-
plest performance in terms of image retrieval in a vary DCT domain [10].

Hassan and Aboshgifa suggested that programs with graphical user interfaces 
(GUIs) give far superior results than the traditional techniques for tumor detection 
as they permit users to change parameters easily [11].

Thiagarajan and Bremananth proposed a unique algorithm rule supported the 
mixture of conditional random filed and changed artificial bee colony improve-
ment with changed fuzzy chance c means is employed, conditional random field 
may be a widely used technique for image segmentation. The mixture of changed 
Artifical Bee Colony (ABC) optimization algorithm rule with Fuzzy Possibility 
C-Means (FPCM) is employed to search out the best label that minimizes the 
posterior energy operate to segment the image. This provides important results 
for the applied mathematics parameters taken for thought and it outperforms 
the prevailing approaches like the exiting approach and Markov Random Fields 
Artificial Bee Colony (MRFABC) [12].

Reddy et al. proposed a perspective for distinguishing the growth of tumor size 
and bone cancer stage victimization region growing algorithmic rule. This tech-
nique segmented the region of interest by victimization region growing algorith-
mic rule. Tumor size is mathematically calculated consistent with the amount of 
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pixels within the selected tumor part. Rely on the entire pixel worth cancer stage 
is discovered. Choice of seed point depends on the image and it is troublesome to 
pick out accurately [13].

Asuntha et al. proposed a system for detecting bone cancer from MRI scan 
images. Features extracted from images enable details to be understood. The 
main motive for extracting these characteristics is to make the process simpler 
and more accurate [14].

Jeevitha and Narendran proposed a segmentation approach that enables users 
to quickly and efficiently segment tumors in MRI images of the brain. Their 
approach uses the Otsu thresholding technique to improve efficiency [15].

Borole et al. concluded that digital image processing techniques are neces-
sary for tumor detection in MRI images. The pre-processing techniques “embody 
completely different ways like Filtering, Contrast enhancement, Edge detection is 
employed for image smoothing” [16].

Reddy et al. concluded that the classification techniques are measure rising 
because the key factors for the diagnosis of carcinoma sickness Breast cancer 
disease. SVM model using radial basis function (RBF) and polynomial kernel 
functions with variable arguments such as RBF sigma, BoxConstraint, and poly-
order. SVM kernel functions like RBF and polynomial (non-linear) are measure 
applied to come up with the hyper plane. The SVM model is used to test the data 
and classify tumors as benign or malignant [17].

Yogamangalam and Karthikeyan advised that segmentation is completed 
to estimate the surfaces. Segmentation may be used to any form of image. 
Examination to different techniques thresholding is the simplest and computa-
tionally quick. Depending on the application technique varies [18].

14.3 � THE PROBLEM DOMAIN AND PROPOSED SOLUTION

This section will give a detailed description of the problem domain and propose 
our functional model as a solution.

14.3.1 �D omain Description

Image processing uses mathematical models to improve image quality. Nowadays, 
these techniques are highly involved in real-world applications for object rec-
ognition, information extraction, and search engines. There are various image 
retrieval and extraction models available that promise to be efficient and effective. 
These models frequently employ methods for feature extraction and calculation to 
retrieve more accurate results. Basically, during a search, an image is compared to 
another image. If both images are similar then the image is returned as a search 
result. Searching for similar images is a complex process, therefore content-based 
image extraction is used [19].

In the last 20 years, a variety of useful algorithms have been developed for the 
segmentation of medical images, each with its own set of characteristics. Daily 
growth of medical knowledge volume guided in uplift human mistakes in their 
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manual analysis and increases the requests to explore mechanically. The study 
and analysis of the brain could be a major interest because of its capability for 
learning early development patterns and morphologic changes within the tumor 
method. Segmentation of structural regions of the brain is that the basic downside 
in medical image analysis [20].

A mass of tissue originating from development of abnormal cells is termed 
a tumor. Ordinarily, in our body the cells age and die, then new cells develop 
to replace them. However, in the case of and cancers, this death–rebirth cycle is 
disrupted, often resulting in tumor formation [21].

Tumor cells grow unceasingly, and don’t expire. The tumors keep on add-
ing more and more tissue to the mass, which grows into a cyst. Tumors are 
classified into primary and secondary tumors [22]. Once the tumors going out-
side from the tissues of the brain itself area unit state to be primary tumors. 
Secondary brain tumors are caused by cancer that spreads from a different 
part of the body. In this context, shape, texture, and color analysis help to 
identify the relevant images in huge databases. Therefore, this study aims to 
find an optimum method for feature calculation for medical databases. In the 
medical domain, most of the tumor image data available has similar color and 
texture features, so shape features are helpful for distinguishing the images 
more effectively [23].

Li (2012) suggested that texture can be defined as a recurrent pattern of 
arrangement of structures with constant intervals. In general, texture refers to 
surface characteristics associate degree look of an object given by the form, con-
centration, size, arrangement and proportion of its straightforward components. 
A fundamental step in gathering such characteristics is texture feature extrac-
tion, which is helpful in numerous image processing applications, such as medical 
imaging, remote sensing, and content-based image retrieval [24].

14.3.2 �P roblem domain

The medical domain and image search approaches are faced by some fundamen-
tal issues that our proposed model seeks to address. The following issues need to 
be resolved:

•	 Images are defined using color, shape, and texture – For this reason, 
these features need to be focused on when searching medical databases 
to find accurate image matches.

•	 Choice of image segmentation method – This is a fundamental step in 
object identification, image reclamation, and image understanding [25].

•	 Selection of appropriate features – Feature extraction is one of the main 
processes in a texture classification system. The main purpose of this 
process is to extract useful information to explain or represent a texture 
in the input image. Feature extraction is also required as a prior step 
for the classification process. Texture images which belong to the same 
group should provide similar texture features.
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•	 Selection of an appropriate feature reduction tool – Many mathemati-
cal tools are working successfully in the field of image processing. The 
main problem with graphical authentication mechanisms is that the 
images tend to be large, therefore processing is slow. In image compres-
sion and recognition PCA method is effectively applied [26]. Principal 
component analysis is useful to improve security and compress huge 
amounts of data. The motive for using PCA is to decrease the number of 
observed variables i.e., dimensionality of the data to independent vari-
ables i.e., smaller spontaneous dimensionality of characteristic, which 
are necessary to explain the data cost effectively. The deed that PCA 
might do is redundancy confiscation, data compression, prediction, fea-
ture extraction, etc. [27].

•	 Gauging performance and classification of the proposed model – After 
implementation of the chosen technique, the performance of the system 
needs to be evaluated and the results summarized [28].

A brain tumor dataset was provided by the Institute of Oncology, University 
Medical Centre Ljubljana, Yugoslavia. This dataset specifies two categories of 
tumors – benign and malignant. Otsu’s technique was employed in MRI data for 
segmentation the divided knowledge used SVM as learning algorithms with four 
kernel functions [29].

14.3.3 �S olution Domain

The structure of tumor recognition systems usually consists of the following 
features:

•	 Image acquisition – This is the initial stage of image processing. In 
this area of medical science, brain MRI images can be acquired from 
databases.

•	 Image pre-processing – This step involves segmenting the required 
image into its constituent regions. The foremost objective of this step is 
improve the quality of the image data and decrease the effects of noise.

•	 Feature reduction – Processing and storing large amounts of feature 
data increases calculation time and memory requirements, so principal 
component analysis is used to reduce the number of features.

•	 Classification – This process assigns class levels to the data and exam-
ines whether any fresh data fits into these levels.

•	 Accuracy assessment – The accuracy of the system can be gauged by 
applying a wide variety of techniques and algorithms.

14.3.4 �A lgorithms Used in the Study

This section describes the algorithms utilized in implementation of our model.
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14.3.4.1 � Otsu’s Method
In image processing, Otsu’s technique, named after Nobuyuki Otsu, is used to 
mechanically implement the thresholding of clustering based image, the dearth 
of a gray level image into a binary image. This system be of the opinion that the 
image put up with two categories of pixels following bimodal bar chart fore-
ground and background pixels their combined intra class variance is stripped 
down, or equivalently (because the total of pair wise square distances is constant), 
in order that their inter class variance is peak. For this reason, Otsu’s technique 
is mostly a one dimensional, separate analog of Fisher’s discriminant analysis.

14.3.4.2 � Wavelet Transformation
14.3.4.2.1 � Wavelet Transform
Wavelet transform has the power to analyze an image by factoring it into a series 
of sub-band images. These sub-band images can be thought about as one form of 
wavelet coefficients where texture features are calculated [30]. Any function can 
be considered a wavelet function Ψ (t) if it satisfies the following conditions:

•	 The wavelet function’s square integral is finite – The wavelet must have 
(a small amount of) finite energy:

	 | ( ) |
-¥

+¥
Ùò < ¥Y t dt2 	 (Equation 14.1)

•	 The integral of wavelet function Ψ (t) = 0 – The function must be oscil-
latory (a wave):

	 Y
-¥

+¥

ò =( )t dt 0 	 (Equation 14.2)

14.3.4.2.2 � Continuous Wavelet Transform (CWT)
CWT computes wavelet coefficients at each achievable range and location, has made 
plenty of computing influence and moment in time. To create wavelet transform to 
become additional economical efficient and sensible in real world applications.

14.3.4.2.3 � Discrete Wavelet Transform
DWT is accomplished by iteratively filter an indication or likeness from begin-
ning to end the high pass and low pass filters, and later down sampling the fil-
tered information by two. This procedure can decompose the input image into 
a series of sub-band images. Figure 14.1 illustrates associate example of DWT, 
whereas the image with a down arrow within a circle represents the downsam-
pling operation.

In Figure 14.1, an image S at resolution level it was decomposed into four 
sub-band images after going through one stage of decomposition process. The 
approximation image is concretely the low frequency module of the original 
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image S. The output of a decomposed image using wavelet transform is shown in 
Figure 14.2.

Every detail image comprises the information of specific orientation and scale. 
This implement that the spatial information is also hold on within the sub-band 
images.

The sub-band images acquired through the low-pass and high-pass filters can 
be calculated by using the following equations:
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	 (Equation 14.3)

where S represents the original input image, and ↓ represents the downsampling 
operator.

Therefore, downsampling is a procedure to remove redundant filtered samples 
from the sub-band images in the decomposition process.

14.3.4.2.4 � Discrete Wavelet Frame Transform (DWFT)
Some investigators have suggested the DWFT method of texture classification. 
DWFT is similar to the traditional DWT method. The only difference between them 
is that DWFT does not implement downsampling operations, and hence create a 
translation invariant property for the decomposition results, as shown in Figure 14.3.

Si
LL

S (A)i+1
LL

D (H)i+1
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FIGURE 14.1  Example of DWT

S
A H

V D

FIGURE 14.2  Output of a decomposed image using wavelet transform
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14.3.4.3 � Principal Component Analysis
PCA is a mathematical system that uses an orthogonal variation to convert a set of 
observations of possibly connected variables into a set of values of linearly unre-
lated variables known as principal components. PCA was originated in 1901 by 
Karl Pearson. PCA is principally used as a data analysis tool and for creating prog-
nostic models. The number of principal components is a smaller amount or ade-
quate smaller of the quantity of original variables or the quantity of considerations.

The results of PCA are typically in the form of component scores, known as 
factor scores, and PCA is that the simplest of the true eigenvector-based variable 
analyses. Frequently, its operation will be thought of as manifest the inner struc-
ture of the information in an exceeding approach that best illuminate the variance 
within the data. If a variable dataset is envisioned as a collection of coordinates in 
an exceedingly high dimensional data, PCA is closely associated with correlation 
analysis. Correlation analysis generally covers additional space specific assump-
tions concerning the underlying structure and solves eigenvectors of a rather com-
pletely different matrix.

14.3.4.4 � Gray Level Co-occurrence Matrix
The GLCM serves as a robust foundation for texture classification. Many textural 
parameters matrix facilitates comprehend the small print concerning the image
content. Texture includes vital data concerning the structural preparation of sur-
faces. The textural characteristics supported gray tone abstraction dependencies 
have a general relevancy in image classification. The three essential framework 
components utilized in human importance of pictures are contextual, textural and 
spectral characteristics. Textural property contains data concerning the abstrac-
tion distribution of tonal variations inside a band. Feature Extraction could be a 
technique of capturing visual content of pictures for categorization & retrieval. 
Primitive or low level image option will be either general options, like taking out 
options of form, texture and color or space specific.
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DWT DWFT

Image
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HH
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FIGURE 14.3  A translation-invariant property for the decomposition results
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14.3.4.5 � Support Vector Machine
SVM is a useful method for data classification, which usually involves separat-
ing data into training and testing sets. The goal of the SVM method is to create a 
model supporting the training data that predicts the target values of the test data 
attributes. SVM demands that every information instance is delineated as a vector 
of real numbers.

14.3.5 �O ur Proposed Algorithm

The steps involved in this process are shown below:

	 1.	Read the input image.
	 2.	Convert the image to black and white using Otsu binarization.
	 3.	Apply discrete wavelet transform. This allows analyzing of images at 

various levels of resolution.
	 4.	Extract the useful features using principal component analysis.
	 5.	Apply the GLCM to determine the homogeneity, mean standard devia-

tion, variance, smoothness energy, entropy, RMS, contrast, correlation, 
kurtosis, skewness, IDM, mean square error, etc. utilized for the perfor-
mance evaluation.

These algorithm steps are shown in Figure 14.4.

Read Input Image

Apply Otsu Binarization

Apply Discrete
Wavelength Transform

Extracting Features by
using Principal

Component Analysis

Apply GLCM

Apply SVM using Kernel
for training and
classification

FIGURE 14.4  Block diagram of the proposed algorithm
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The algorithm determines which pixels go below foreground and which 
pixels go below background levels. An image with abundant gray levels is 
regenerated into fewer gray level pictures and comparison is completed on 
each pixel intensity with a reference value of T (threshold). If the input pic-
ture is f(x, y) and the binary version is g(x, y), then g(x, y) = 1 if f(x, y) >= T, 
otherwise it is 0. PCA is used to reduce the number of surplus characteristic 
sets in the dataset.

14.4 � IMPLEMENTATION

This section describes the hardware and software requirements of the proposed 
system, in addition to the different functions and methods involved.

14.4.1 �T ools and Techniques

The development of the desired techniques was carried out using the following 
system configuration:

	 1.	Development environment: MATLAB® 8.1 (R2013a)
	 2.	SVM classifier with kernel functions for training the data
	 3.	DWT, GLCM, and PCA for feature extraction
	 4.	Operating system: Windows 7
	 5.	RAM: 2 GB and above
	 6.	Disk space: 9,216 MB
	 7.	Processor: Intel Core i5

14.4.2 � MATLAB

MATLAB is a high-performance language used for technical computation that 
connects visualization, programming, and computation in a user-friendly envi-
ronment. MATLAB stands for MATrix LABoratory. MATLAB features an 
application-specific family of add-on solutions called toolboxes.

Specialized technology is used by toolboxes that allows us to apply and find out 
the MATLAB, MATLAB functions which provides the collections of Toolboxes 
such as signal processing, neural networks, control systems, fuzzy logic, simula-
tion, and wavelets.

14.4.3 � Methodology

This research project used MRI brain images as inputs for the algorithms. Instead 
of different scan of the brain MRI picture provides the comprehensive informa-
tion of the brain tissues. Initially, the brain reflection is checked whether it is 
pretentious by the tumor or not. So, if the tumor constituency is extracted from 
the brain picture then the quantity of pixel for the tumor section is computed. 



244 ﻿Graph Learning and Network Science for NLP

If  the amount of pixel is zero the classification displays the brain image without 
tumor region. Otherwise, the brain image with tumor region is displayed by the 
image. If the brain image has tumor province, this image is required to try to do 
the subsequent more stepladder. Figure 14.5 shows that however we training and 
testing the data through SVM Classifier.

In the next step, filtering is employed to get rid of noise from the brain image. 
Heaps of noise is not adulterate by MRI. Thus to eliminate the noise from the 
brain image during this system average filter is employed. The regularize image is 
obtained once pre processing, and it is able to use within the next step. To handle 
quickly in the next step the regularize image is used.

Input data from the feature set is passed to the SVM classifier to divide it into 
two categories. High dimensional feature the nonlinear SVM works in a very 
great way. Kernel functions are used to enhance the margin of the classifica-
tion. It is simple to use in sensible image processing and also provides the clear 
understanding of the classification. The proposed model used strategies such as 
RBF, linear, and polygonal functions to produce the segmented image. The clas-
sification method measured many characteristics of the dataset, such as energy, 
homogeneity, correlation, mean, entropy, standard deviation, RMS, variance, 
smoothness, skewness, kurtosis, IDM, contrast, etc.

14.5 � RESULT ANALYSIS

This section evaluates the results and performance of the model.

Data Acquisition

Pre-Processing

SVM Model

Benign/Malignan

SVM Kernel
Function

Training of the 
data

FIGURE 14.5  Training and testing the data using the SVM classifier
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14.5.1 � Means

Means functions are simple methods commonly utilized in pure mathematics, 
analysis, and computation. A large range of types of means have been devel-
oped for these functions. In contest of image processing filtering through mean is 
assessed as abstraction filtering and used for noise reduction:

	 X = =å X

n

i
i

n

0 	 (Equation 14.4)

14.5.2 �S tandard Deviation

SD is a most extensively used to assess variability in statistics. In terms of image 
processing, it is used to show the proportion of variation or dispersion from a 
common value. A low SD is a sign that the data points tend to be very close to 
the mean, whereas a high SD indicates that the data points are spread out over a 
large range of values:

	 s
X X

n

i
i

n

=
-( )

-
=å 2

1

1( )
	 (Equation 14.5

14.5.3 �E ntropy

Entropy is massive once the image is not texturally uniform and plenty of GLCM 
components have terribly little values. Complicated textures tend to process high 
entropy. Entropy is physically powerful, however contrariwise related to energy:
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p 	 (Equation 14.6)

14.5.4 �R MS

RMS is the measure of the root mean square value of an image:

	 Xrms
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å 2

0 	 (Equation 14.7)

14.5.5 �V ariance

The variance could be a computation of however so much a group of numbers is 
detached. It is a variety of descriptors of a likelihood distribution, recitation how 
distant the figures lie from the mean:
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14.5.6 �S moothness

It is a measure which is a relative of region intensity.
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14.5.7 � Kurtosis

In statistics, kurtosis is an approximate of the form of the probability distribution 
of a real valued random variant. It is closely associated with the fourth moment 
of a distribution. A low kurtosis distribution has shorter, thinner tails, and some-
times an additional rounded peak.
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14.5.8 �S kewness

Skewness is a statistical measure of the dearth of equality of the distribution of a 
random variant having real value. The skewness worth may be positive or nega-
tive, or may be non specific. A negative skew shows that the tail on the left facet 
of the density operates is greater than the correct facet. Also the values (possibly 
as well as the median) which are in bulk missing from the correct of the mean. A 
positive skew indicates that the tail on the right facet is longer than the left facet 
and also the bulk of the values lie to the left of the mean.

	 Skew = -( )
=

å1
3

3

1

s
X X P i ji

X

n

i

( , )	 (Equation 14.11)

14.5.9 �ID M

IDM is determining of image texture as known as homogeneity that computes  
homogeneity of a picture. Inverse Difference Moment characteristics obtain the 
analysis of the distribution closeness of the GLCM components to the GLCM 
diagonal. IDM includes a scope of values thus on decide either the image is rough 
or non textured.
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14.5.10 �C ontrast

The contrast is an evaluation of intensity of a pixel and its neighbor over the 
image. In the visual cognition of the real world, contrast is determined by the 
difference in the color and brightness of the object and other objects within the 
equivalent ground of observation. It is the difference between the very best and 
the lowest values of a contiguous group of pixels. It calculates the quantity of 
native variations present in the picture.

	 Con i j p i j
i j

= -å | | ( , )
,

2 	 (Equation 14.13)

14.5.11 �C orrelation

Correlation evaluates the dependency of gray levels should be linear of neighbor-
ing pixels. An optical method that makes use of tracking and image registration 
methods for 2D and 3D accurate measurements of changes in digital images is 
known as digital image correlation.
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14.5.12 �E nergy

The energy characteristics compute the uniformity of the magnitude level distri-
bution. If the worth is high, then the distribution is to a little variety of intensity 
levels. It measures the textural uniformity that is pixel pair repetitions. It discov-
ers disorders in textures.

	 Energy =åp( , )
,

i j
i j

2 	 (Equation 14.15)

14.5.13 �H omogeneity

Homogeneity is that the distribution closeness of components within the GLCM. 
It is energetic animate of close to diagonal components in the GLCM. It has high-
est worth once all components within the identical image.
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	 (Equation 14.16)

Several characteristics of the dataset were measured, such as kurtosis, skewness, 
entropy, RMS, mean, homogeneity, deviation, variance, smoothness, IDM, con-
trast, correlation, energy, etc. for the classification methods (Table 14.1).

These are shown in Table 14.1, in which the benign dataset is employed and the 
parameters are calculated.

In Table 14.2, the malignant dataset is used and the calculations are performed 
on it for the different features.
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14.5.14 � Kernel Functions

To select a correct classification algorithm for image is de facto a tedious assign-
ment. Therefore the nonlinear SVM works in a very great way on high dimen-
sional characteristics sets.

In this research, some of kernel functions methods like RBF, linear, and polyg-
onal are used to locate the segmented image. Table 14.3 shows the accuracy of the 
results for different kernel functions for the benign dataset, which proves that the 
linear accuracy method gives good results. Table 14.4 shows the accuracy of the 

TABLE 14.3
Accuracy Observed Using Different Kernel Functions for Benign Dataset

Benign Tumor 
Data with 
Images

RBF Accuracy 
(%)

Linear 
Accuracy (%)

Polynomial 
Accuracy (%)

Quadratic 
Accuracy (%)

1 90 90 80 90

2 80 90 80 80

3 70 90 70 70

4 70 90 80 80

5 80 80 80 70

6 80 80 80 80

7 70 90 70 80

8 70 80 80 70

9 70 90 70 80

10 90 90 80 70

TABLE 14.4
Accuracy Observed Using Different Kernel Functions for Malignant 
Dataset

Malignant 
Tumor Data/
Image

RBF Accuracy 
(%)

Linear 
Accuracy (%)

Polynomial 
Accuracy (%)

Quadratic 
Accuracy (%)

1 90 90 80 90

2 80 90 80 80

3 70 90 70 70

4 70 90 80 80

5 80 80 80 70

6 80 80 80 80

7 80 80 80 80

8 70 90 70 70

9 90 90 90 80

10 70 80 70 80
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results for different kernel functions for the malignant dataset, which proves that 
the linear accuracy method gives good results.

14.6 � CONCLUSION AND FUTURE WORK

This chapter has presented the research work carried out for segmentation of 
different MRI brain images and their classification using machine learning tech-
niques and the SVM method.

14.6.1 �C onclusion

Nowadays, information extraction from the web and large databases is common. 
The users frequently place their queries for obtaining the results according to the 
queried data. In this presented study, the image extraction techniques and the 
features extraction techniques are learned.

The study addressed issues related to image searches in the medical domain 
and the features used to accurately distinguish images in a database. In this 
research it is observed during content based image retrieval process three main 
features are computed but two of them are not much effective due to similar color 
and texture of images in medical database.

Therefore, MRI segmentation cannot be resolved employing simple, traditional 
image processing methods. Due to the options of MRIs, evolution of machine 
driven algorithms is difficult. There is kind as a result of fragmentary volume 
impact, implicit noise and big selection of imaging parameters that have a control 
on the tissue intensities.

The brain tumor identification could be a  facilitate for the physicians and a 
privilege for the medical imaging and industries engaged on the assembly of CT 
scan and MRI imaging. MATLAB simulation was carried on totally different 
brain images, and tumors were detected using Otsu’s methodology for image seg-
mentation and optimum global thresholding.

The nonlinear SVM works on elevated dimensional characteristic sets. To 
extend the periphery of the classification, kernel functions are used. There are vari-
ous kernels utilized in SVM like linear, polynomial radial basis function etc. Kernel 
SVM provides the clear understanding of the classification and really simple to use 
in sensible image processing. During this approach some of its methods like RBF, 
linear, and polygonal are used to find the segmented image.

14.6.2 �F uture Work

Otsu’s segmentation works very well for brain MRI dataset to segment and PCA 
performed higher results for feature reduction. Specifically, we have analyzed and 
compared four of the kernel functions of SVM with a paradigm brain MRI data. 
In future we are able to use others feature reduction technique and can compare 
and realize the accuracy. The scientist also can use numerous hybridized learning 
algorithms with the of dataset.
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GOW model, 8–12
Graph embeddings, 23–24
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knowledge graph, 113
property graph, 115

Graph models, 205
correlation graph model, 208
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hypergraph model, 209
semantic graph model, 208
semigraph model, 211

Heterogeneous information network, 26–27

Information extraction, 39–41
Information retrieval, 46

K-core decomposition, 18
Keyword extraction, 36
K-truss decomposition, 18

Language modeling, 47
Lexical analysis, 2

Machine translation, 48–50

Node embedding, 192
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in node ranking, 194
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semantic formalization, 119
in information extraction, 119
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Pragmatic analysis, 3
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Relation embedding, 195
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Semantic analysis, 2
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lexical semantic analysis, 109

Semantic similarity, 10
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