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Introduction
All Hands on Deck

It was a moment of supreme geopolitical drama. Chinese presi-
dent Xi Jinping took advantage of the opening of the Winter Olympics 
in Beijing in February 2022 to greet Russian president Vladimir Putin. 
Together they declared that they would start a deeper pattern of coopera-
tion with one another with “no limits.” Even though deep mutual distrust 
persists, they have found common cause in challenging the supremacy of 
American democracy—and democracies throughout the world. Putin’s 
invasion of Ukraine and China’s brazen military pressure on Taiwan are 
the two primary manifestations of their testing of America’s alliances 
with other democracies.

But there is a deeper, perhaps even more malicious strategy afoot—
one that is much less visible. China and Russia are each exploiting cyber-
space and all the digital highways the United States has taken a lead in 
building. The interests and methods of these two authoritarian regimes 
appear to be aligning. Increasingly, they are attacking the very founda-
tions of our democracy and national security.

As Americans, we thought we had created the technology of the 
internet and therefore would dominate and control it. But these adver-
saries have learned how to penetrate American systems for espionage, 
data and intellectual property theft, and criminal gains, and how to 
position themselves for future cyberattacks against our critical infrastruc-
ture. Unlike Western democracies, which closely adhere to international 
norms in cyberspace, these adversaries understand cyberspace for what it 
truly is: a battlefield.
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The rise of the internet and social media has changed the way 
nation-states compete and altered the very definition and boundaries of 
war. As technology advances, its use generally becomes safer. But, iron-
ically, our increasing reliance on sophisticated information technology 
and communications networks has made us more vulnerable rather than 
more secure. The internet is one of the biggest technological changes in 
human history—on par with the printing press and the steam engine. 
While Americans have been excited by new possibilities, our rivals have 
been quicker to understand the total nature of the new competition the 
internet has ushered in.

This battlefield is not limited to network penetrations. Our oppo-
nents have also mastered the use of our own social media platforms to 
deepen the dangerous illusion that different sets of Americans are fight-
ing among ourselves in to-the-death struggles for ideological supremacy. 
Our adversaries have learned how to fan the flames of ethnic and racial 
tension and how to either interfere in our elections or cause us to ques-
tion their legitimacy. They use our own social media platforms to pit 
our political parties against each other and to sow confusion among our 
populace about the origins of COVID-19 or the Chinese government’s 
ethnic cleansing of its Uighur population. They cooperate in promoting 
Putin’s crazed notion that the United States and its NATO allies forced 
him to invade Ukraine to depose its “neo-Nazis.” And they do all of this 
legally. While some narratives are pushed through fake accounts and 
bots, many are propagated through the expenditure of billions of dol-
lars in advertisements on our social media platforms. Chinese entities, 
doubtlessly coordinated by the Communist Party and the state, spent 
$10 billion on Facebook advertisements in 2021 alone—a massive pro-
paganda blitz.1 The Chinese Foreign Ministry recently boasted that it has 
published more than nine thousand posts on social media outside China 
and attracted almost 500 million views.

The Chinese government, in particular, is also engaged in a mas-
sive campaign of technology theft targeting American companies and 
organizations. It relies on penetration of American telecommunication 
and computing platforms to do that in combination with old-fashioned 
human espionage. This comes in many forms—from network exploitation 



vii

﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿Introduction﻿﻿﻿﻿

by state-sponsored hackers, to predatory investment in U.S. technology 
startups, to the insertion of backdoors in technology that is “Made in 
China” and installed in our systems. Technology theft amounts to deny-
ing economic gains to the very people whose tax dollars are supporting 
advanced research in U.S. laboratories and universities. Most Americans 
do not understand that products developed in China—and the wealth 
created—accrue to the benefit of China, not the United States. China’s 
multipronged approach to reap the rewards from America’s technical 
prowess and innovation places both private-sector corporations and U.S. 
national security in peril.

Although our adversaries opt for illicit cyber activities, their strat-
egies have been carefully calibrated to prevent a forceful U.S. military 
response or cyber onslaught on their own computer systems or critical 
infrastructure. China and Russia know that if we are galvanized as a 
nation—as we were by the attack on Pearl Harbor or the terrorist attacks 
of September 11, 2001, we are capable of stunning achievements. That is 
why they pursue a long-term numbing strategy, not sudden and obvious 
assaults, such as shutting down the electrical power system of Washing-
ton, DC. If we are waiting for a cyber Pearl Harbor or a cyber 9/11, we 
are fatally misunderstanding how our adversaries wage cyber warfare.

The Russians have been willing to walk right up to the line of what 
would be considered an act of war, and the United States has caught them 
in the act. In a stunning indictment in March 2022, the U.S. Department 
of Justice accused one member of the Russian Ministry of Defense and 
three officers of Russia’s Federal Security Service of penetrating critical 
energy infrastructure in multiple countries, including a nuclear power 
plant in Kansas. There was no purpose behind this type of activity other 
than to preposition cyber weapons for a future attack. In an open conflict 
scenario, Russian hackers could turn a small town in Kansas into the next 
Chernobyl.2

These types of attacks and penetrations are not onetime occurrences. 
Simply put, our adversaries have “graduated” from the occasional assault 
targeting individual companies and agencies and now have established a 
permanent presence in America’s computers. The experts call this “per-
sistent access,” and it appears from recent software supply-chain attacks 
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that our opponents can lurk inside some of our systems for years without 
being detected. According to a defense intelligence source, “the Russians 
make more noise, which is why they get caught, but the Chinese are 
completely embedded in these systems.” The Russians seek to disrupt; the 
Chinese seek to colonize.

The combination of these different types of cyber strategies is cor-
rosive because it undermines our faith in our own institutions. It is only 
when one adds up the different threads that the overall pattern becomes 
clear. If Americans have to wait in lines for gasoline because of a ran-
somware attack against an oil pipeline company, they do not necessarily 
understand why it is happening. They just know that something in our 
society and economy is not working. At the same time, they are suf-
fering from health concerns, supply-chain disruptions, mass shootings, 
and weather-related disturbances such as wildfires. The combination has 
resulted in what the New York Times called a “national funk.” One of its 
columnists, Michelle Goldberg, suffered a near nervous breakdown in 
print, warning in the same column about “political despair,” “growing 
hopelessness,” “dystopia,” and “democratic unraveling.”

Our adversaries have studied how democracies work and have found 
their true vulnerability—their very openness. Americans fundamentally 
believe in pluralism and checks and balances among different interest 
groups. The private sector is different from government and does not 
expect to stand on the front line in a battle to protect America’s national 
security. Business leaders genuinely feel they bear no responsibility for 
national security. But the battlefield is shifting.

The way the experts have traditionally defined cyber warfare is much 
too narrow. They underestimate the impact of the theft of data—China’s 
Ministry of State Security is widely presumed to construct profiles of 
prominent Americans using health, travel, financial, and other data it has 
stolen over the years. They understand and follow the decision-making 
processes inside an unknown number of American companies and gov-
ernment agencies. The traditional definitions of cyber warfare miss the 
fact that the combination of different types of attacks and penetrations 
is aimed at subverting the very concept of democracy, which seems to be 
a central goal for both Xi and Putin. They want to make the world safe 
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for their increasingly authoritarian systems, and so long as the world’s 
democracies demonstrate that democracy can flourish, their systems are 
at risk.

For the purposes of this book, we define “cyber warfare” as follows: 
state or nonstate actors, their proxies, or criminal actors operating either 
at the behest of or with impunity within the sovereign territory of a 
nation-state, who engage in cyber-enabled malicious activities at or 
below the level of armed conflict with the strategic aim of inflicting 
harm to the government or private sector of another nation. This type 
of cyber-enabled malicious activity has clear political, psychological, and 
societal impact meant to render democracies less capable of managing 
their own internal affairs or projecting power internationally.

The recent ransomware blitz is merely the latest manifestation of our 
adversaries’ broad campaigns. Under traditional definitions, ransomware 
groups acting in concert to target organizations would not necessarily 
qualify as cyber warfare. Does that make Russia’s enabling of ransomware 
actors any less a potent weapon in its cyber arsenal to destabilize the 
United States? Obviously not.

One thing is clear: We are at war—a new kind of war we have been 
slow to comprehend.

In this war, the battle space is limitless. Combatant and noncom-
batant status is irrelevant. If you operate a network connected to the 
internet, you are on the cyber battlefield. And we, as a nation, are actually 
increasing our vulnerability by expanding the interconnectivity of our 
networked devices and relying increasingly on cloud computing. Without 
a significant change of course, the coming Internet of Things, which will 
connect millions of new devices to the internet, combined with 5G and 
6G wireless communications, virtual reality and artificial intelligence, and 
the metaverse, will create vulnerabilities that touch every part of our lives.

There is plenty of blame to go around for this sad state of affairs. 
Even though the evidence has mounted that China, in particular, is 
turning the digital tables on us, our own companies continue to enable it 
because short-term quarterly profits drive decision making. Major com-
panies such as Microsoft and Amazon Web Services gave away access to 
their systems to operate in China3 and have become part of the Chinese 
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party-state’s influence and penetration operations. Apple is also at risk 
because the vast majority of its products are manufactured in China, 
including a large facility in Zhengzhou that was shut by a COVID 
lockdown.4 American tech companies have continued to pretend that 
cloud computing—in which companies such as Microsoft, IBM, and 
Amazon Web Services manage a client company’s IT systems, data, and 
software—is some sort of cybersecurity panacea. Yet cloud computing is 
far from impenetrable.

The U.S. government, for its part, has been slow, poorly organized, 
and at times outright naive. President Obama made an agreement with 
President Xi not to conduct cyber intrusions into U.S. commercial net-
works. But Xi soon violated that agreement. Obama was naive to trust 
him. The Trump administration believed in “naming and shaming,” hold-
ing press conferences to reveal pictures of suspected Chinese hackers. The 
assumption was that going public with the information would somehow 
change Chinese behavior. That was naive as well. And under the Biden 
administration, officials have identified Russian criminal ransomware 
groups and appealed to the Russian government to act against them. That 
is also naive—the Russian government recently shut down one, but on 
balance it wants ransomware groups to disrupt American infrastructure.

Simply put, the American government has not yet organized itself 
for the internet era. “The digital environment around us has changed so 
dramatically in the last 25 years, while our government hasn’t kept up,” 
former director of the Cybersecurity and Infrastructure Security Agency 
Chris Krebs told a conference in August 2022. “It’s time to rethink the 
way government interacts with technology.”

Individual Americans are also part of the problem. They continue 
to click on phishing emails, allowing attackers to enter their personal 
computers and their companies’ networks. They have intermingled 
corporate and personal devices, increasing security risks for their com-
panies—particularly in the COVID-induced era of more widely distrib-
uted workforces. They have flocked to Zoom and TikTok even though 
those applications were written in China, and the data they generate is, 
by law, accessible to China’s authoritarian party-state. In addition, most 
Americans have not sufficiently educated themselves about the power of 
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their data. “If you allow another country to gain access to really critical 
data about your society, over time that will erode your sovereignty,” says 
Richard Moore, the head of Britain’s highly secretive intelligence agency, 
MI6.5

So far, the discussion about all these issues has just been the experts 
talking to other experts, but we aim in this book to explain the issues in 
language every reader can understand. It has been nearly impossible for 
Americans and our allies to put these issues in context, partly because 
cyber threats are largely invisible to the public. People cannot see the 
attacks, and companies are reluctant to report them. We’ve had Ameri-
cans ask us, “Is all this really hurting us?” Our answer is emphatically yes. 
The very foundations of our democracy and national security are being 
eroded.

What is the way forward? In the second half of this book, we will 
attempt to help Americans chart a path out of this digital morass.

The United States has never found itself in a confrontation like the 
one it faces today. In our entire history, we have never before simultane-
ously competed against adversaries like China, a technologically advanced 
power of 1.4 billion people, and Russia, a nuclear-armed regime bent on 
combining eighteenth-century geopolitics with the weapons of modern 
warfare. The Chinese government has operationalized a conflict and 
cooperation pattern that we have never before witnessed. “The supreme 
art of war,” Sun Tzu wrote in his famous book The Art of War, “is to defeat 
the enemy without fighting.” Because they have such a long history, con-
sisting of five thousand years of written history, the Chinese are masters 
of subtle, long-term conflict. Russia, as well as North Korea and Iran, is 
part of the autocratic alliance of convenience, with China as the driving 
force. Cyberspace, our adversaries have come to recognize, is at the center 
of this struggle.

What this means is that we and our allies have to shift our thinking 
in truly historic ways. We must galvanize ourselves to respond. Many 
Americans have believed that our values and democratic ideals are uni-
versal and that it was only a matter of time before the peoples of China, 
Russia, and other autocratic states recognized that. We believed that 
the internet would, by definition, expand freedom in China. Millions 



xii

﻿﻿﻿﻿﻿﻿Introduction﻿﻿﻿﻿

of Chinese did seem to enjoy the freedoms they won throughout the 
decades following their opening to the world in 1979. But under Presi-
dent Xi, they have been forced to conform to his rigidly Marxist, nation-
alistic vision of the future. He has imposed Communist Party control 
over almost every aspect of life in China, creating the world’s first digital 
dictatorship and installing himself as emperor for life.

We will say some things that may seem radical—for instance, in the 
face of pervasive threats, we need to expand the internet and our infor-
mation ecosystem, rather than seeking to retreat from open engagement 
with the world. There are some signs that the internet is becoming the 
“splinternet,” with Russia and China both building their own digital 
walls.6 That’s bad for the good guys. We must find ways to better protect 
our internet and the computing and communications platforms it sup-
ports rather than seeking to shutter them from the world—an incredibly 
difficult balancing act.

Corporate leaders also need to rethink their traditional notions of 
globalization, where they have historically borne no responsibility for U.S. 
national security or technological strength. Entire generations of CEOs 
have fervently believed that they were stateless and owed no responsibil-
ity to the preservation of U.S. national security or its democracy. Their 
sole responsibility has been to seek to increase their earnings each quarter, 
as University of Chicago economist Milton Friedman prophesized and 
celebrated by President Ronald Reagan. The profit motive is one of the 
most powerful engines of the American system, but it may have to be 
moderated or rechanneled. That alone is a huge ideological and political 
fight, with obvious consequences for the markets and the economy. But 
geopolitics is clearly colliding with business interests—look no further 
than the Chinese government’s threats to launch military action when 
House Speaker Nancy Pelosi visited Taiwan in August 2022 and then 
sending live ballistic missiles over the island, some landing in waters 
claimed by Japan. That had to send chills down the spine of any CEO 
doing business in or with China.

America’s social media giants—the likes of YouTube, Facebook, 
Twitter, LinkedIn, and others—also must become part of the solution, 
not part of the problem. They are making billions of dollars from their 
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platforms that our adversaries have effectively hijacked to our national 
detriment. We agree with Emily de La Bruyère, a fast-rising China 
analyst who produced a report for the National Bureau of Asia Research 
called “A New Type of Geopolitical Power: China’s Competitive Strat-
egy for the Digital Revolution,” published in March 2022. “We live in a 
world of absolutely inter-tangled markets,” she told us. “The entire U.S. 
private sector is exposed to China in some way, shape or form, whether 
they depend on Beijing for production or depend on it for markets or 
both. If the United States is going to compete, it’s going to need a strong, 
more patriotic tech sector to lead the process.”

We do not argue that it is necessary to “decouple” from China, 
because the two economies have essentially been integrated. It is impos-
sible to put the genie back in the bottle. We think a better goal is to 
“rebalance,” meaning easing our dependence on manufacturing in China 
and easing our dependence on the Chinese market so that American 
companies and institutions can maintain critical distance from Beijing 
and cease being platforms that the Communist Party seeks to exploit.

We have to push for stronger cooperation among our European 
and Asian allies who are strong in technological fields, the so-called 
techno-democracies. We need a collective strategy to safeguard our tech-
nological advantages, particularly in the semiconductor industry, while 
seeking to minimize China’s digital intrusions and technology theft. If 
we cannot make progress in that direction, we will be picked apart. The 
Chinese are masters at playing one nation-state against another.

We need to learn from the Europeans, who have enacted privacy 
and antitrust laws and established models for how large internet-based 
platforms should be managed. Some countries also are enacting laws 
that allow authorities to examine the algorithms that social media giants 
have created. We also need to rethink how we write software and how we 
configure the architecture of our computing systems.

For its part, the U.S. government has made some progress by 
appointing a national cyber director for the first time and is seeking to 
statutorily require companies to report cyber intrusions. The creation of 
the Cybersecurity and Infrastructure Security Agency (CISA) within the 
Department of Homeland Security was also a positive step, but much 
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more work remains to be done. The government has not yet created a 
full-fledged, integrated approach to cybersecurity challenges. To this end, 
a Department of Digital Services must be established at the cabinet level. 
Just as the 9/11 attacks spurred creation of the Department of Home-
land Security, the development of the internet and associated systems is 
an epochal event that demands a similar response. In general, govern-
ment agencies must work better together rather than compete with one 
another. We have not yet established mechanisms that would allow the 
military, the intelligence community, homeland security officials, and 
law enforcement agencies such as the Federal Bureau of Investigation to 
rapidly and fully share cyber threat information with each other, much 
less share it with the civilian sector. We have not yet established sufficient 
coordination between the government and the private-sector companies 
that own and control much of the nation’s critical infrastructure, such as 
electricity grids, banking systems, food distribution systems, and the like. 
We also have to overcome persistent gaps in trust between the military 
and the civilian sector.

Elsewhere, we need our universities to generate the best ideas and 
the necessary skill sets to prevail in this competition rather than simply 
accepting tuition money from hundreds of thousands of Chinese stu-
dents. We need a stand-alone Cyber Force modeled on the Coast Guard, 
with a reserve component available to state governors that can coordinate 
cyber assistance for both federal agencies and state governments. And 
we need changes to the international legal framework governing cyber 
warfare.

It has now become a cliché to argue that a “whole of government” 
or “whole of society” response is necessary to respond to this crisis, but 
that concept has never been more important. It will take many years and 
billions of dollars to even begin to secure our IT systems and prevent the 
slow rot that is destroying America. We wish to educate Americans about 
what has happened and inspire them to seek solutions.

We need all hands on deck.
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We Are at War
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Chapter 1

Cyber Warfare
The Enemy inside the Gates

One of the first identifiable acts of cyber warfare by a nation 
was executed by the United States and Israel. In 2010, the Stuxnet worm 
attacked a computer network at the Iranian nuclear enrichment facility 
at Natanz—a windswept desert town two hundred miles south of Tehran. 
A fully digital assault launched from half a world away caused significant 
damage to the facility and temporarily halted Iran’s nuclear weapons 
program. In the end, Stuxnet resulted in the total loss of nearly a third of 
the six thousand centrifuges then in operation at Natanz.

The hallmark of the Stuxnet attack was the method by which the 
worm was able to penetrate the network, which was not connected to the 
internet, and covertly strike its target with exacting precision. Centrifuges 
inside a nuclear enrichment facility spin at extremely precise speeds—
between seventy and one hundred thousand revolutions per minute—
and for extremely specific periods of time. Any alteration in speeds or 
durations can cause these precision instruments to burn out, resulting in 
unusable fissile material. This is not something that can be monitored and 
maintained by humans, which is why the centrifuges are controlled by 
computers. At Natanz, these systems—called programmable logic con-
trollers—used computers running Microsoft Windows–based operating 
systems and software made by Siemens, the German industrial giant.

Importantly, the Iranian systems were not connected to the inter-
net—or any outside network. To compromise this isolated network, 
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American and Israeli intelligence agencies targeted the software supply 
chain that provided updates to these systems. This is an important con-
cept and bears some explanation, as this early software supply-chain 
attack was a harbinger of the tactics used in modern cyber warfare. When 
software companies issue their software, it is rarely perfect. Because 
software developers often “borrow” code from multiple publicly available 
online repositories, when the final program—possibly consisting of mil-
lions of lines of code—is issued commercially, it will frequently contain 
vulnerabilities. The software companies must periodically issue updates, 
called patches, to their software as vulnerabilities are discovered or as new 
threats are identified. Software developers also issue updates when they 
feel they have made improvements. Once developed, these patches are 
then signed by the manufacturer using unique certificates for authentica-
tion and delivered to customers.

The first victory for Stuxnet’s creators was to compromise the cer-
tificate authority used by the targeted software developer. Certificate 
authorities are critical to the functioning of the internet because they 
manage and issue the digital certificates required to encrypt and authen-
ticate communications. These certificates are small packets of data that 
contain the identity credentials necessary for authenticating users, web-
sites, and manufacturers online. By compromising a certificate authority, 
cyber actors are able to masquerade as a software manufacturer and 
deliver malware packaged as legitimate software. This is the digital equiv-
alent of lacing Tylenol with cyanide, replacing the tinfoil safety seal on 
the bottles, and placing them back on the drugstore shelf. In other words, 
the recipient of such a software package would inherently trust the code 
because it had signed certificates.

But the Stuxnet creators went further. Stuxnet relied on a “zero-day” 
exploit to compromise the network—meaning there was no known 
fix for the vulnerabilities it targeted. The people who defend computer 
systems constantly scan their networks looking for unauthorized or 
malicious software, or malware. But zero-day exploits defeat these scans 
because the software that network defenders use to identify and block 
malware does not recognize the exploit as a malicious program. In other 
words, because Stuxnet was brand new, there was no way for an Iranian 
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network defender to identify it as malicious. This zero-day was covertly 
inserted into a legitimate software update before being saved to a thumb 
drive and delivered to the Natanz facility.

At no point as the worm was snaking its way through the Iranian 
network during the initial compromise was it discovered. According to 
one report, Stuxnet even programmed the centrifuges to communicate 
to the operators that they were functioning smoothly. Only when the 
Stuxnet operators ramped up their operation and significantly altered the 
speeds, causing the centrifuges to fail at an alarming rate did the techni-
cians and International Atomic Energy Agency inspectors suspect foul 
play. In terms of damage, this covert operation—which likely constituted 
an act of war under international law—set the Iranian nuclear weapons 
program back at least two years.1

Fast-forward.
In late June 2017, cyber actors working for the Russian government 

unleashed upon the world the most destructive cyberattack in history.2 
Initially taking aim at targets inside Ukraine, the malware rapidly became 
a global digital pandemic.3 The goal of this attack was to inflict signif-
icant damage on Ukrainian computer systems on the eve of Ukraine’s 
Constitution Day, which commemorates the establishment of a dem-
ocratic Ukraine free from Moscow’s rule.4 Combining multiple potent 
cyber weapons—including an open-source tool that steals usernames and 
passwords, ransomware that both renders the victim’s system inaccessible 
and infects connected devices, and a highly sophisticated zero-day exploit 
stolen from the National Security Agency (NSA)—the Russian malware, 
dubbed “NotPetya,” rapidly spread worldwide.5 Neither recognizing 
geographic borders nor distinguishing between government and civilian 
targets, NotPetya brought the country of Ukraine and some of the largest 
companies in global commerce to a standstill.6 Like Stuxnet, NotPetya 
began with a compromise of the software supply chain.

On the outskirts of Ukraine is a small software company called 
Linkos Group, which develops and maintains a tax software called 
M.E.Docs. M.E.Docs is similar to the American accounting software 
tool TurboTax. Everyone who does business in Ukraine uses M.E.Docs 
to file their taxes. Amid the ongoing crisis in Ukraine, Russian military 
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hackers compromised Linkos Group’s update servers and installed 
backdoors into thousands of computers that had M.E.Docs installed. 
Through this backdoor, the Russians deployed NotPetya, which quickly 
spread worldwide, encrypting data and destroying computers with an 
ultimate result of more than $10 billion in damages.

Fast-forward again.
In the spring of 2020, U.S. software developer SolarWinds issued an 

update for its Orion software to more than eighteen thousand of its cus-
tomers. Orion is a network-monitoring tool that allows IT departments 
to look on one screen and monitor activity across their whole network. 
It provides unfettered access and visibility to the entire system. However, 
this update had been modified by Russian hackers to compromise the 
Orion platform loaded onto the affected systems. Similar to Stuxnet, the 
compromise occurred before SolarWinds signed the digital certificates for 
the Orion software. Thus, when SolarWinds issued its update containing 
the malicious code, the recipients inherently trusted the update.

As a result, cyber actors assigned to Russia’s foreign intelligence 
service, or SVR, obtained access to the networks of thousands of Solar-
Winds’ customers, including Microsoft, Intel, and Cisco, as well as the 
U.S. Departments of Defense, Treasury, Justice, and Energy. For nine 
months, Russian hackers were able to comb through these networks, 
likely establishing a permanent presence and potentially modifying 
other software destined for critical infrastructure and military weapon 
systems. To this day, no one knows the full extent of the compromise 
or the damage to national security. One likely goal of this supply-chain 
attack was to establish persistent access to critical infrastructure for future 
cyberattacks.7

There are myriad examples of cyber operations that could constitute 
cyber warfare. For instance, partly in response to Stuxnet, Iran targeted 
the U.S. financial sector multiple times from 2011 to 2013 using dis-
tributed denial-of-service (DDoS) attacks. DDoS attacks involve vic-
tims’ servers being targeted with such high volumes of traffic from so 
many “distributed” computers that the servers crash. North Korea offers 
another example. In response to the impending release of the comedy film 
The Interview in 2017, North Korean hackers attacked Sony Pictures to 
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prevent the film’s showing and caused millions of dollars in physical and 
reputational damage in the process. These examples form the traditional 
notion of cyber warfare—stand-alone cyberattacks by one nation-state 
against another nation-state as a tool of geopolitics.

Software supply-chain attacks are something different. In addition to 
being far more potent—as evidenced by SolarWinds and NotPetya—this 
type of attack is designed to look like espionage or criminal activity. This 
serves the dual purpose of creating access for future destructive cyber-
attacks as well as injecting ambiguity into the legal analysis of victims. 
While targeting a nuclear enrichment facility or an electric grid with a 
destructive attack may be an act of war, merely accessing a network to 
steal data is not.

Russia and China have evolved their cyber warfare capabilities to 
be executed almost exclusively in the digital gray zone of international 
law—the area where traditional rules and principles do not apply clearly. 
By conducting operations below the level of armed conflict, China and 
Russia brush against the boundary of international law without clearly 
breaking it. Victim states may fail to respond because they fear that any 
countermeasures or use of force in self-defense might itself be viewed as 
a violation. It is in this zone that the vast majority of cyber conflicts now 
occur, precisely because it prevents an effective response.

That is, until a conflict goes hot and the access achieved through 
gray-zone activities is used to launch attacks that shut down systems 
critical to national security.

This is the new face of cyber warfare.

Russia
In 2013, General Valery Gerasimov, chief of the Russian General Staff, 
published an article in a little-known Russian trade paper that went on 
to serve as the basis for the doctrine that bears his name. The Gerasimov 
doctrine describes Russia’s particular brand of warfare: a hybrid model 
that combines statecraft, spy craft, cyberspace operations, and covert 
military action to asymmetrically advance the goals of the Russian 
government. To Russia, these activities fall on a spectrum—on the left 
is propaganda, followed by fake news, publication of stolen documents, 
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and manipulated election results, with damage or destruction of physical 
infrastructure on the far right.

Russia’s military and intelligence services conduct complementary 
operations across this spectrum to achieve a single goal: to undermine 
the internal affairs of and sow fear in their targets. For example, in 2015, 
as part of Russia’s ongoing open conflict in Ukraine, Russian cyber 
actors penetrated the networks of three Ukrainian energy distribution 
companies and disrupted the power supply for 225,000 customers. 
David Sanger, chief Washington correspondent for the New York Times, 
described Russia’s cyber operations in Ukraine in his 2020 book The Per-
fect Weapon: “This attack was about sending a message and sowing fear. 
. . . [It] demonstrated in the cyber realm what the Russians had already 
demonstrated in the physical world[:] they could get away with a lot, as 
long as they used subtle, short of war tactics.” Sanger continued: “What 
happened in Ukraine confirmed the corollary to the Gerasimov doctrine: 
As long as cyber-induced paralysis was hard to see, and left little blood, 
it was difficult for any country to muster a robust response.”8

Firing at the heart of Ukraine’s critical infrastructure, Russian cyber 
actors deployed the destructive malware BlackEnergy, KillDisk, and 
Industroyer against companies in Ukraine’s energy sector, its Ministry of 
Finance, and the State Treasury Service. But Russia’s premier destructive 
cyber operations team that targeted Ukraine’s power grid and election 
system did not limit its operations to within the borders of Ukraine. 
Self-styled after the colossal wormlike creatures in Frank Herbert’s Dune 
novels, the elite Russian military intelligence cyber team, dubbed “Sand-
worm,” has executed a campaign of malicious cyber activities targeting 
the Hillary Clinton presidential campaign (hack and leak), the country 
of Georgia (defacement of fifteen thousand websites), France’s elections 
(interference and malign influence), and the 2018 Winter Olympics 
(hack on Olympic IT infrastructure).9

More recently, in the hours before Russian forces launched their inva-
sion of Ukraine in February 2022, Russia’s military intelligence agency, or 
GRU, launched a cyberattack that took down Ukraine’s satellite commu-
nications in an attempt to sever the country’s ability to control its armed 
forces.10 While the U.S. and European governments reported the attack 
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without attributing it to any specific actor, other sources told the New 
York Times that responsibility lay with the GRU. The malware used in the 
attack, known as AcidRain, is a tool previously associated with Russian 
military intelligence and has been used to great effect. In this instance, 
Russian hackers exploited the land-based modems maintained by the 
California satellite company ViaSat, which operates satellite-based inter-
net in parts of Ukraine. While the attack did not spill over to American 
targets, it nonetheless frightened American defense strategists, because it 
suggests what the Russians could do to communications systems inside 
the United States.

Outside of strictly government actors, Russia also incorporates its 
criminal enterprises into its strategic cyber warfare campaigns. Some of 
the most notorious hacking groups in the world are criminal organiza-
tions that have connections with Russia’s three intelligence agencies—
albeit while maintaining a certain degree of autonomy (and plausible 
deniability for the Kremlin). On the whole, Russian hackers are far 
more prolific than those from any other nation. In 2021, 58 percent of 
cyberattacks worldwide—at least the ones that can be seen—originated 
in Russia. Further, the vast majority of ransomware attacks originate in 
Russia or former Soviet republics.

To understand how Russia employs its cyber underworld, it is helpful 
to draw an analogy. In the sixteenth century, England and France issued 
letters of “marque and reprisal” to enterprising private sea captains as a 
way to augment their nations’ foundering navies in the face of a much 
better resourced and equipped Spanish fleet. Letters of marque were the 
legal mechanism authorizing private vessels to target and capture ships 
of a named foreign country. Letters of reprisal authorized those private 
vessels to take the captured ships back home for a reward. Combined, let-
ters of marque and reprisal converted pirate vessels into naval auxiliaries, 
authorized to engage in acts of war on behalf of the sponsoring country.

While Spain plundered immeasurable wealth from the New World, 
English, Dutch, and French privateers attacked Spanish ships transport-
ing treasure back to Spain from the Americas. By the end of the seven-
teenth century, Spain was no longer an unrivaled sea power. England 
and France developed world-class navies while Spain battled privateers. 
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Though privateering on the high seas was largely abolished by interna-
tional law in the mid-nineteenth century, cyberspace bears no such pro-
hibition. Cyberspace offers America’s adversaries the ability to destabilize 
and inflict significant economic and sociopolitical damage on the United 
States with few repercussions, because international law has not evolved 
sufficiently to address this modality of combat.

Despite both sanctions by the U.S. government and public attri-
bution by the United Kingdom, Canada, New Zealand, and Australia, 
malicious cyber activities conducted by actors both tightly and loosely 
affiliated with the Russian government have continued unabated. While 
individual operations executed by Russian cyber forces or proxies may 
be strategically framed to stop short of an “act of aggression,” “use of 
force,” or “armed attack” under international law, the consequences of the 
totality of Russia’s cyber campaigns have had far-reaching effects on the 
peace and security of the international community. Russia’s continuous 
and concerted campaign has undermined the political institutions of 
global democratic states, created societal discord, and interfered with the 
governmental functions of other nations.

Like the United States, global victims of such cyber-enabled malicious 
activities have struggled to identify an effective extraterritorial response 
using existing rubrics of international law. While these low-intensity 
cyber operations may be in violation of a victim state’s domestic laws—
and may violate the traditional rule of state sovereignty—they do not 
inherently violate international law. This is the primary challenge to 
waging effective cyber warfare: The United States struggles to effectively 
defend itself and deter adversary aggression without itself violating 
international law. And this is precisely the gap America’s adversaries are 
exploiting.

China
During the past decade, China has developed a particularly sophisticated 
digital footprint. This is a direct result of President Xi Jinping’s method-
ical reorganization of the country’s military and intelligence cyber forces 
to support his ambitions. Beginning in 2012, Xi began reducing the size 
of China’s land army—a huge force China has for decades held out to the 
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world as a strategic deterrent. In the process, China established within 
the People’s Liberation Army a new Strategic Support Force, which 
focuses on cyber, space, and electronic warfare. “This reorganization has 
accelerated a shift in military posture from land-based territorial pro-
tection to extended power projection, with joint forces and technology 
as key enablers,” Winnona DeSombre, a research fellow at the Atlantic 
Council, testified before the U.S.–China Economic and Security Review 
Commission in February 2022. “The CCP [Chinese Communist Party] 
believes that the U.S. is more vulnerable in cyberspace, and that they can 
develop asymmetric capabilities that would give them a distinct wartime 
advantage.”11

Before Xi consolidated power in 2012 and 2013, the Chinese were 
not particularly skilled at penetrating the world’s communications and 
computing infrastructure. “Back in the early 2000s, their hackers were so 
noisy. They were so loud,” Mandiant principal analyst Scott Henderson 
told us. “Their footprint was just massive. We could see them recycling 
aliases that had been exposed in previous operations to register new 
operational infrastructure. They would list their cities. They had no recog-
nition that they should be avoiding attribution.” Attribution is the word 
used to describe how cybersecurity firms such as Mandiant or govern-
ment agencies seek to make a positive identification of hacking groups. 
Now after years of effort, Henderson adds, “the Chinese have become 
masters of the game.”12

While many policy papers refer to China as a “near-peer” competitor 
in terms of military capabilities, China’s sprint in cyberspace has raised its 
capabilities to be on par with the United States. “The country’s offensive 
cyber capabilities rival or exceed those of the United States, and its cyber 
defensive capabilities are able to detect many U.S. operations—in some 
cases turning our own tools against us,” DeSombre testified. Moreover, 
Chinese cyber actors are not constrained by the many self-imposed 
restrictions the United States and other Western nations place on their 
cyber operations. Where the U.S. intelligence community is prohibited 
from using its considerable collection capabilities to steal intellectual 
property and economic data for the benefit of U.S. companies, the Chi-
nese government openly encourages and rewards such activities. The 
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U.S. Department of Defense sees the fruits of China’s efforts in the near 
carbon copies of U.S. defense technologies being fielded by the Chinese 
military, as we will describe in chapter 8. “I like to think of this as being 
part of the historical cycles of war,” Henderson’s fellow principal ana-
lyst, Cristiana Kittner, told us. “A lot of the activity we see is traditional 
espionage, but it’s conducted over the internet. It’s not unprecedented 
intelligence gathering. It’s just a different means of getting it.”13

China also rewards the front-end development of cyber weap-
ons. For instance, each year, the Chinese government hosts a series of 
hack-a-thons—competitions wherein hackers use tools they have devel-
oped to exploit unknown vulnerabilities in networks for cash prizes. But 
instead of reporting these vulnerabilities to the software developers to 
fix them, the Chinese government stockpiles the newly acquired cyber 
weapons for use by its cyber actors against the world. Though these 
weapons have not yet been used in destructive cyberattacks, the U.S. 
intelligence community assesses that China “possesses substantial cyber-
attack capabilities . . . [and] can launch cyberattacks that, at a minimum, 
can cause localized, temporary disruption to critical infrastructure within 
the United States.”14

In general, the visible way that nation-states attack one another is 
through sophisticated hacking groups identified by the cybersecurity 
industry as advanced persistent threats (APTs). But the connections 
between APTs and their government sponsors are rarely clear cut. In 
China’s case, most of the identified APTs are affiliated either with the 
Ministry of State Security (MSS), which is China’s equivalent of the U.S. 
Central Intelligence Agency, or with the Strategic Support Force within 
the People’s Liberation Army. In 2021, Mandiant was tracking thirty-six 
of these individual Chinese entities conducting cyber operations world-
wide. But the number of Chinese APTs likely far exceeds Mandiant’s 
count.

This is due to the nature of China’s cyber activities. Though China 
employs a significant number of hackers throughout its military and 
intelligence services, it also leverages contractors with more tenuous ties 
to the state. According to Mandiant, many more of the recently estab-
lished Chinese assailants appear to be hybrids—hackers who work on 
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one set of targets on behalf of the Chinese government during business 
hours but then at night use their tools to target others, seeking personal 
financial gain. This creates challenges for victims because these actors, 
like the ransomware groups supporting the Russian government, inject 
further ambiguity, thus slowing down the ability of a victim to respond.

China’s cyber operations have become so sophisticated that in some 
cases its hackers are able to maintain access to a network for years. For 
instance, an advanced piece of malware called Daxin gave Chinese 
hackers a backdoor into government networks throughout the world for 
more than a decade before it was identified in 2022 by the cybersecurity 
firm Symantec. “The newly discovered malware is no one-off,” the MIT 
Technology Review concluded. “It’s yet another sign that a decade-long 
quest to become a cyber superpower is paying off for China. While Bei-
jing’s hackers were once known for simple smash-and-grab operations, 
the country is now among the best in the world thanks to a strategy of 
tightened control, big spending, and an infrastructure for feeding hacking 
tools to the government that is unlike anything else in the world.”15

Chinese efforts to swamp U.S. systems have been obvious. In Sep-
tember 2020, the U.S. Cybersecurity and Infrastructure Security Agency 
(CISA) and the Federal Bureau of Investigation (FBI) revealed that Chi-
na’s MSS was engaged in a massive operation on U.S. soil. The ministry 
took advantage of the fact that a unit of the Department of Commerce 
called the National Institute of Standards and Technologies (NIST) rou-
tinely publishes an openly available list of thousands of “known vulnera-
bilities” in U.S. software systems. NIST’s goal is to encourage companies 
and government agencies to fix the vulnerabilities by applying patches. 
However, even under the best of circumstances, those patches take time 
and human resources to install. As a result, too many companies and 
agencies are slow to implement them—or do not implement them at all. 
The end result was that the MSS took advantage of information disclosed 
by the U.S. government to identify and compromise countless American 
computing systems.

These threats notwithstanding, the United States continues to have 
one key advantage over China in cyberspace. This is due in large part to 
the early innovation and investments made by American companies in 



14

﻿﻿﻿Chapter 1﻿﻿﻿﻿﻿﻿﻿

the nearly endless miles of the fiber-optic backbone. The internet, the 
most commonly used electronic devices, and the most frequently accessed 
web search engines all ride on those fibers. However, the Chinese Com-
munist Party is well aware of these shortcomings and is investing heavily 
to overtake America’s digital hegemony. As a result, Chinese cyber actors 
have zeroed their laser focus on companies in the U.S. technology and 
innovation base. All of China’s actions in cyberspace point to the strate-
gic goal of establishing China as the sole global superpower—militarily, 
economically, and ideologically.

Looking Inward
In 2018, secretary of defense and retired four-star Marine Corps general 
James Mattis signed his name to the Department of Defense Cyber 
Strategy. This document outlined the “Defend Forward” strategy that has 
come to define how the Department of Defense executes cyber opera-
tions in defense of the homeland. In the publicly released summary of the 
strategy, the Defense Department emphatically states, “We will defend 
forward to disrupt or halt malicious cyber activity at its source, includ-
ing activity that falls below the level of armed conflict . . . by leveraging 
our focus outward to stop threats before they reach their targets.”16 In 
other words, since 2018, the United States has been on a war footing in 
cyberspace.

The 2018 strategy “set an important tone stressing just how serious 
these threats have become,” said U.S. Army general Paul Nakasone, the 
dual-hatted commander of U.S. Cyber Command and director of the 
National Security Agency. “It acknowledged that defending the United 
States in cyberspace requires executing operations outside the U.S. mili-
tary’s networks.”17

In response to this bold strategy, U.S. Cyber Command began exe-
cuting a much wider array of cyber operations. These operations included 
offensive cyber operations designed to disrupt and degrade adversary 
networks under new authorities granted by President Trump in a now 
hotly debated national security presidential memorandum, or NSPM, as 
well as less controversial—but far more impactful—defensive cyberspace 
operations executed worldwide.
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The latter form of cyber operations goes by the apt moniker “Hunt 
Forward Operations,” wherein teams of military defensive cyber oper-
ations specialists deploy to foreign nations to harden their networks 
against penetration by adversaries. In other words, teams of U.S. network 
defenders are given unfettered access by a host nation to their govern-
ment networks known to be compromised by nation-state actors to root 
out their tools, backdoors, and malicious programs. This includes hunt-
ing for active intrusions by adversary cyber actors or other indicators of 
compromise, as well as applying patches and updates to software and 
operating systems running on the host network. “The objective of the 
Hunt Forward Operations is to observe and identify malicious activity 
that threatens both nations and use those insights to bolster homeland 
defense and increase the resiliency of critical networks to shared cyber 
threats,” the U.S. Cyber Command public affairs office said in an official 
statement.18

The end result of Hunt Forward Operations is both operational and 
strategic. During and after Hunt Forward Operations are conducted 
abroad, U.S. Cyber Command publishes malware developed and used by 
adversary hackers to public repositories, such as VirusTotal.com, wherein 
the diaspora of antivirus companies worldwide can access the data to 
create defenses for their customers. This effectively renders America’s 
adversaries’ most potent cyber weapons inert before they can be used to 
target U.S. networks. “For us, it isn’t just about hunting on our partner’s 
networks for similar threats to our networks and then bringing that 
back home to defend our nation’s networks,” said a hunt-forward team 
leader, whose name is withheld for security reasons. “It was also about the 
personal relationships we built, and the partnership we can grow.”19 The 
strategic impact of these operations is that they send the clear message 
that the United States will not permit its adversaries to have freedom 
of movement in the networks of sovereign nations in their near-abroad.

These operations began in 2018 shortly after the publication of the 
Defense Cyber Strategy and ahead of the 2018 U.S. midterm elections. 
As of August 2022, U.S. Cyber Command had conducted thirty Hunt 
Forward Operations across the globe in 16 countries, including Estonia, 
Lithuania, Montenegro, North Macedonia, and Ukraine.20 Importantly, 
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Hunt Forward Operations function as both an effective tool to bolster 
domestic cyber defense as well as a bulwark against adversaries targeting 
America’s allies. In the battle for hearts and minds, a pound of sugar goes 
much further than a pinch of salt.

But while U.S. Cyber Command is notching victories abroad, Amer-
ica’s domestic cyberspace continues to face an uphill battle. The primary 
challenge in the federal government’s ability to protect American systems 
is the legal lines of demarcation that separate domestic space from for-
eign space. For example, the NSA, with its incredible signals intelligence 
and cyber collection capabilities, is not legally permitted to collect infor-
mation on citizens of the United States. For the NSA to turn its consid-
erable capabilities inward, it must do so pursuant to a warrant issued by 
a special court in accordance with the Foreign Intelligence Surveillance 
Act, more widely known by its acronym, FISA. The CIA is governed by 
the same restrictions. For the FBI to collect information domestically, it 
generally does so pursuant to a warrant or subpoena consistent with its 
law enforcement role, or with the consent of the network owner pursuant 
to the Wiretap Act. No warrant? No consent? No collection.

The Cybersecurity and Infrastructure Security Agency, or CISA, 
falls within the Department of Homeland Security and is designated 
as the lead agency for protecting U.S. critical infrastructure and federal 
government networks. But CISA lacks the authority to conduct offen-
sive cyberspace operations or law enforcement functions beyond issuing 
administrative subpoenas. It is not yet empowered to hunt for threats 
beyond government networks. For other response actions, CISA must 
work hand in hand with the FBI, which serves as the lead for both federal 
law enforcement and counterintelligence work inside the United States, 
and U.S. Cyber Command, which is the lead military organization for 
cyberspace operations.

Attackers understand and regularly exploit these inherent gaps 
and institutional differences. When the SolarWinds compromise was 
revealed in 2020—at the same time that Microsoft’s Exchange email 
service was being exploited by Chinese hackers—the attackers were 
able to escape scrutiny by the NSA because they launched their attacks 
from virtual servers located inside the United States. They actually took 
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advantage of American law to protect themselves from scrutiny by the 
NSA or other U.S. government entities for long enough that they could 
carry out their attacks and then disappear by shutting down their opera-
tions and vanishing into the ether.

In a public congressional testimony, General Nakasone stressed that 
the SolarWinds hackers had taken advantage of the intelligence com-
munity’s “blind spot”—internet activity that occurs in domestic cyber-
space. “Our adversaries understand that they can come into the United 
States and rapidly utilize an Internet service provider, come up and do 
their activities, and then take that down before a warrant can be issued, 
before we can actually have surveillance by a civilian authority here in the 
United States,” he told the Senate Armed Services Committee.21

To further compound the issues, most government agencies rely on 
private-sector networks for the entirety of their supply chains. But the 
lack of trust between the public and private sectors is such that compa-
nies resist efforts by government agencies to fully vet their cybersecurity 
posture or audit their networks to make sure no foreign entities are 
present.

The Department of Defense, for example, contracts with more than 
three hundred thousand American companies in its defense industrial 
base. There are multiple tiers of these contractors with many small and 
medium-sized companies making key components that larger contrac-
tors then assemble into more complete systems. Chinese entities, such as 
Unit 61398 of the People’s Liberation Army—which we will discuss in 
detail later—are known to have penetrated the systems of smaller com-
panies that do not employ sufficient numbers of IT personnel or buy the 
most secure systems.

The federal government is further hamstrung because each agency 
attempts to impose its own cyber rules on the industry it regulates. 
Glenn S. Gerstell, the former general counsel at the NSA, explained 
the problem in a New York Times essay in March 2022. “In just the past 
few months, the Department of Homeland Security’s Transportation 
Security Agency (TSA) announced new cyber requirements for pipelines 
and railroads; the Securities and Exchange Commission voted on rules 
for investment advisers and funds; and the Federal Trade Commission 
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threatened to legally pursue companies that fail to fix a newly detected 
software vulnerability found in many business applications. And on Cap-
itol Hill, there are approximately 80 committees and subcommittees that 
claim jurisdiction over various aspects of cyber regulation.” Then, in one 
of history’s great understatements, he added, “These scattered efforts are 
unlikely to reduce, let alone stop,” cyberattacks.22

The reason is that Chinese and Russian cyber actors are actively 
burrowing into the networks of U.S. federal agencies, corporations, and 
critical infrastructure and are gaining and maintaining persistent access 
for when it is needed most. Make no mistake, America’s adversaries are 
fully engaged in a cyber war, and it is raging all around us.
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Chapter 2

Water and Oil
Weaponized Ransomware, Digital Proxies, and the Threat to 

Critical Infrastructure

Arriving early to the office, the network administrator for a 
large U.S. corporation sets her bag down on a rarely used swivel chair and 
stands at her VariDesk. She taps the spacebar on her keyboard to wake 
the four black monitors staring back at her. An image of a blue sky with 
white, puffy clouds spreads across her screens.

She types the administrator username and password and takes a sip 
of coffee as she waits for her profile to load. But instead of loading, the 
screens return to black. Swallowing hard, she puts down her coffee and 
moves her cursor from one dark screen to the next. As she does, a pop-up 
window appears at the center of each screen, emblazoned with skull and 
crossbones and the crimson words: “your files have been encrypted.” 
Beneath those ominous words is a payment key and a clock—counting 
down to when the files will either be leaked to the world or lost forever. 
Helplessly, she tries to restart her computer. As she does, the phone on 
her desk begins to ring—the first of a deluge of calls from frantic employ-
ees seeing the same crimson pop-up on every screen across the network. 
Her network.

This nightmare scenario is playing out every single day across the 
globe. In recent years, ransomware has become one of the most prolific 
forms of cyberattack targeting U.S. and Western organizations. Ransom-
ware is a type of malicious software—or “malware”—used to encrypt data 



20

﻿﻿﻿Chapter 2﻿﻿﻿﻿﻿﻿﻿

on a computer or server with the intent of extracting payment from the 
victim in exchange for either the decryption key or a promise not to leak 
the data.1

Hackers operating in Russia are the most prolific. Despite Russian 
government overtures that it is cracking down on ransomware actors, 
as of 2021, 74 percent of all ransomware revenue ultimately went to 
accounts affiliated with Russia.2 One of the most notorious Russian 
groups—Conti—is alone responsible for more than one thousand ran-
somware attacks against the networks of U.S. and international organi-
zations.3 And as the world braced for the Russian invasion of Ukraine in 
the winter of 2022, Conti publicly pledged its allegiance to the Kremlin. 
On February 25, the day after the invasion, the Conti ransomware group 
formally announced its support for the Russian government, issuing a 
dire warning: “If anybody will decide to organize a cyberattack or any war 
activities against Russia, we are going to use all our possible resources to 
strike back at the critical infrastructure of an enemy.”4

In 2021, ransomware attacks increased by 105 percent from the pre-
vious year, totaling 623.3 million attacks worldwide.5 That’s an incredible 
number. But it is not only the Russians. In September 2019, the U.S. 
Department of the Treasury Office of Foreign Asset Control, known 
more commonly as OFAC, issued an advisory naming North Korea’s 
Lazarus Group as responsible for the 2017 WannaCry ransomware 
attack that affected more than three hundred thousand computers in 
more than 150 countries.6 Lazarus Group is an advanced persistent 
threat (APT) affiliated with North Korea’s main spy agency, the Recon-
naissance General Bureau.7

Moreover, since September 2020, Microsoft’s Threat Intelligence 
Center—shortened to MSTIC and aptly pronounced “mystic”—has 
been tracking at least six Iranian APTs targeting Western organizations 
with ransomware to advance Iranian strategic objectives.8 Notably, the 
Chinese are much less active in this sphere than they are in other cyber 
realms. While ransomware has been a method of attack for more than 
three decades, the evolution of ransomware-as-a-service and the wide 
adoption of cryptocurrencies have fueled the meteoric rise of this attack 
vector and the crippling effect it has had on private industry.
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The United States has not yet been able to mount an effective defense 
against ransomware attacks, partly because the private sector and aca-
demic community are often reluctant to share details of attacks with gov-
ernment agencies that might possess the technical means to help them. 
One reason is that company executives and university leaders are leery of 
granting the FBI or the Department of Defense access to their networks 
out of fear of prosecution or discovery of contract fraud. Instead of part-
nering with the government to halt the attacks, the private sector has 
developed an entire industry of ransomware attack advisers, negotiators, 
and security experts to engage in “mitigation,” backed up by lawyers and 
insurance companies. The prevailing strategy has been to transfer the cost 
of the attacks to the insurance industry, not halt the attacks altogether. 
The lack of effective cryptocurrency regulation has further enabled ran-
somware because that is the standard means of payment.

The Russians, in particular, have more than just money on their 
minds when they launch these attacks. The hacks are part and parcel of 
Moscow’s strategy to degrade Americans’ trust in their own institutions 
and their own society. “When these private entities (the hackers) act, the 
outcomes align suspiciously well with the Kremlin’s objectives,” Kiral 
Avramov, director of the Global (Dis)Information Lab at the University 
of Texas at Austin wrote. “The result is a proliferation of confusion and 
chaos [and] erosion of social trust.”9

At its inception, ransomware appeared to be a flash in the pan. At a 
time when there were more inhabitants of the city of Providence, Rhode 
Island, than there were internet users worldwide, an AIDS researcher 
took hostage thousands of computers used by the global medical com-
munity.10 The year was 1989. The number of AIDS cases in the United 
States had just reached one hundred thousand, and panic was beginning 
to take hold.11 At thirty-nine years of age, Dr. Joseph L. Popp was a 
Harvard PhD whose doctorate in primatology and evolutionary biology 
suited well his studies of the origins of the AIDS virus.

However, for reasons that remain unclear, Dr. Popp decided that year 
to try his hand at another profession: cybercrime. Between December 8 
and 12 of 1989, Popp packaged and mailed more than twenty thousand 
5.25-inch floppy disks to delegates from more than ninety countries who 
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had attended the 1988 World Congress on the AIDS Virus in Stock-
holm, Sweden. Labeling the disks “AIDS Information Introductory Dis-
kette,” Popp advertised his program to the recipients as a computer-based 
questionnaire to determine a person’s likelihood of contracting AIDS 
as a consequence of a number of risk factors. While the questionnaire 
was real, laden in the file was a malicious executable program that Popp 
designed to lay dormant through eighty-nine restarts of the infected 
computer. On restart number ninety, a blood-red pop-up appeared on 
the screen alerting victims that their files had been encrypted. Though 
the attack did not affect the files themselves, it changed and encrypted 
the name of each file extension on the victim computer, preventing files 
from being opened.

Popp’s digital ransom note demanded $189 for a one-year “lease” of 
the files or $378 for a permanent lease. To pay this nominal fee, victims 
were required to mail either a cashier’s check or international money 
order to a post office box in Panama registered to “PC Cyborg Corpora-
tion.” This rudimentary ransom scheme using the postal service proved 
too clumsy to yield Popp the riches he sought, and it did not take long 
for the nascent cybersecurity antivirus community to develop a decryp-
tion tool that rendered Popp’s encryption schema ineffective. However, 
while the antivirus community scrambled to develop a fix, many victims 
panicked and preemptively wiped their hard drives, erasing decades of 
research into the AIDS virus.

The Computer Unit from Britain’s famed Scotland Yard investigated 
the case for months with no leads. That is, until Popp’s unruly behavior 
on a flight to Amsterdam spurred Dutch authorities to search his bags. 
In his luggage was a business logo sporting the name “PC Cyborg Corp.” 
Shortly thereafter, Popp was taken into custody by the FBI at his family 
home in Ohio and ultimately was extradited to Britain. However, in 
1991, he was deemed unfit to stand trial for his crime. Sporting a pro-
phylactic over his nose, a box on his head, and hair curlers in his beard 
during questioning, the court doubted his mental stability.12 In the end, 
the man regarded as the father of ransomware ultimately derived no 
benefit from nor faced any penalty for his crime. But this stunt set in 
motion the future use of far more advanced encryption as leverage to 
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extort funds from victims using financial mechanisms unimaginable in 
the early 1990s.

Affecting nearly every industry, modern ransomware actors have 
come to indiscriminately target small and large organizations alike. Tra-
ditionally characterized by Western governments as nonstate criminal 
activity, ransomware poses an outsized risk to organizations in every 
sector. Most alarming from a national security perspective are poten-
tial threats against critical infrastructure. Private-sector companies are 
responsible for nearly everything Americans require in their everyday 
lives, as Jen Easterly, director of the Cybersecurity and Infrastructure 
Security Agency, told 60 Minutes. “Everything that you do, hour by hour, 
is largely dependent in some way on the critical infrastructure,” Easterly 
said. “How you get gas at the local pump, how you get food at the gro-
cery store, how you get money from your ATM, how you get your power, 
how you get your water, how you communicate—all of that is our critical 
infrastructure. And that’s what we’re saying is at potential risk to a Rus-
sian malicious cyberattack.”13

Easterly added in a post on LinkedIn: “This is not a problem we’re 
going to ‘solve’; rather it’s a persistent challenge that requires all of us—
across industry, state & local government, academia, non-profits, and the 
federal government—to work together for the collective cyber defense of 
the nation.” Easterly is positioning her relatively new agency as the lead 
cybersecurity organization in the federal government and the focal point 
for coordinating the government’s response to cyber threats to critical 
infrastructure.

But critical infrastructure is not the only sector at risk. From hospi-
tals to higher education and from governments to individuals, ransom-
ware groups exploit targets of opportunity to exert maximum pressure 
for maximum reward in the shortest amount of time. What began as 
a Harvard PhD individually packaging thousands of floppy disks and 
mailing them to unsuspecting AIDS researchers has exploded into a 
multibillion-dollar industry. Today, ransomware groups have corporate 
headquarters in Moscow skyscrapers, twenty-four-hour answering ser-
vices, and even incentives and bonuses for top performers. To recruit top 
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talent, ransomware groups pay top dollar. But who are these ransomware 
groups, and how do they operate? Strap in.

When we think of organized crime, it’s natural for scenes from The 
Godfather, The Sopranos, or The Irishman to come to mind. In each of these 
fictionalized versions of the American mafia, there is a head of the fam-
ily who runs his territory, while his lieutenants (usually relatives) carry 
out the family business. The intrigue of these stories focuses on feuding 
families, broken loyalties, and power. “Keep your friends close but your 
enemies closer,” Michael Corleone famously quips in The Godfather, Part 
II. Unfortunately, the mafioso model our society has glamorized does not 
capture its digital counterpart. It is far more appropriate to liken these 
groups to ride-sharing apps like Uber than to the Corleone family.

Modern ransomware groups have taken to various models to max-
imize their profitability; however, the most common model—and most 
prolific—is ransomware-as-a-service, or “RaaS.” This is what happens 
when the gig economy meets cybercrime. RaaS is a business model 
whereby digital organized crime groups provide tools and a platform to 
anyone seeking to conduct a ransomware attack in exchange for a fee or 
a percentage of the ransom.

Think of it like Uber. To drive for Uber, there are a few basic require-
ments: first, you need to have a car; you also need a license, registration, 
and insurance; and finally, you need the Uber app on your phone. That’s 
it. Uber conducts a cursory screening of a driver’s driving record to make 
sure you aren’t a destruction derby enthusiast on I-95—but, for the most 
part, if you are a licensed driver with access to a vehicle, you can drive for 
Uber. You download the app, attach it to your bank account, and you’re 
Ubering. Fire up the app, and the platform’s map feature will direct you 
to nearby fares awaiting you to ferry them off to untold destinations.

For all of this, Uber takes a 25 percent commission from each fare as 
well as a small “booking fee” on the front end. For drivers, this is a fast 
and easy way to put their free time to use and earn money on the side, 
which is why the number of drivers has ballooned to more than 1 million 
Uber drivers in the United States alone.14 And for Uber? In 2019, just 
before the COVID-19 pandemic sent the country into lockdown, Uber 
clocked in 6.9 billion trips worldwide and total revenue of $4.1 billion.15
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As Uber has created steady income for millions of drivers, the gig 
model is also partially driving the recent surge in ransomware attacks. 
Like Uber, ransomware groups using a RaaS model offer a suite of 
easy-to-use services for hackers, such as access to malware and encryption 
tools, a platform for accepting payments, ransom negotiation specialists, 
and cryptocurrency tools. Much like Uber, ransomware groups value 
both efficiency and specialization across their organizations. Employ-
ees—those who work directly for the leadership of modern ransomware 
groups—are exceedingly rare. Far more numerous are individuals paid on 
an ad hoc basis, such as malware or encryption developers, penetration 
testers, and ransomware affiliates.

Ransomware affiliates are typically the actors who first compromise 
a company’s networks. Experts refer to that process as the “first mile” of 
an attack. Affiliates are the Uber drivers of ransomware. These are hack-
ers with varying degrees of skill who leverage RaaS platforms to attack 
organizations. A ransomware affiliate can theoretically be anyone from 
the kid next door to a Chinese spy. The only barrier to entry is the affil-
iate’s ability to initially compromise a target network. In hacker-speak, 
RaaS gives “script kiddies” a seat at the table. Script kiddies, who are held 
in low regard by the hacker community, are unskilled hackers who use 
existing exploits to conduct an attack, often without understanding how 
the exploit itself works.

While the benefit of the RaaS model from the criminal perspective 
is that it allows relatively unsophisticated hackers to conduct devastating 
attacks, the sophistication required of an affiliate depends largely on the 
target. For instance, a script kiddie may be able to compromise a local 
school district through a generic phishing campaign, but this same tactic 
likely would be totally ineffective against a major financial institution like 
Goldman Sachs, which pours millions of dollars into network security 
each year. As a result, some RaaS groups are selective about the affiliates 
they permit to use their services to protect their brand—bigger targets 
yield greater exposure, which yields more demand for their services, 
which yields greater profits.

How do RaaS groups screen their affiliates? In this regard, digital 
organized criminal groups are a bit like Hollywood mafiosos. Where 
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traditional criminal groups require that their members have “skin in the 
game”—generally by committing a crime—RaaS groups require their 
members to prove their bona fides by compromising a network of some 
importance. This recruitment process generally takes place on a number 
of different hacker forums hosted on the dark web.

What is the dark web? To understand the different layers of the 
internet, imagine for a moment that you are on an aerial tour of Man-
hattan. Out your window, you can see busy streets, hundreds of buildings, 
and thousands of people and cars moving about. You can pick out notable 
buildings and landmarks; you can see that there is an opening night on 
Broadway; you can even see an arrest in progress. What you are seeing 
from your window is the surface web. This is the internet as you know 
it. The World Wide Web that you use on a daily basis—that which is 
“Google-able”—comprises only about 10 percent of the information 
that is available on the total internet. The surface web is everything that 
is indexed and discoverable as publicly available information. When you 
type “liberty” into Google and get 1.1 billion results—everything from 
Liberty Mutual, to Liberty Cannabis, to images of the Statue of Liberty 
in New York—you are scouring the surface web.

But there is far more to Manhattan than what you can see by flying 
overhead. From the window of your helicopter, you can see each and 
every building, but no matter how hard you try, you cannot see what 
is happening inside. You can’t see the floor of the New York Stock 
Exchange, the stage of the Apollo Theater, or inside the clinic at Sloan 
Kettering. To see these spaces, you need access badges or special tickets. 
This is the deep web. Unlike the surface web, the deep web is that which 
is not discoverable as publicly available information. The deep web houses 
your banking information, university library databases, health records, 
and much, much more. The deep web is information that is accessible 
through the internet but requires certain credentials to access. This infor-
mation is not indexed by major search engines and will never (or should 
never) show up in a Google search.

Then there is the criminal underground. Flying high above, you can’t 
see the clandestine activities occurring on the street. And even if you were 
at ground level, you wouldn’t see the jeweler purchasing blood diamonds 
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in a back room, or the drug trafficker distributing cocaine to his dealers 
in a basement, or the FBI agents on a stakeout in a florist van outside a 
high-rise. This is the dark web. The dark web consists of dark nets that sit 
on top of the accessible internet. To access the dark web, you need to have 
specific software and configurations on your computer, and you need to 
know where to look. Dark nets are either closed peer-to-peer exchanges 
for direct file sharing and social networking or anonymized proxy net-
works, such as the Onion Router—or Tor.

To surf the dark web, you need to download specialized software, 
such as the Tor browser, which is specifically designed to access the 
dark web and preserve the anonymity of its users. Tor was originally 
developed in the 1990s by the U.S. Navy as a means for intelligence 
officers to securely communicate with their clandestine assets online. 
However, since its inception, it has been used by intelligence agencies, 
political dissidents, journalists, and criminals the world over. Tor has been 
instrumental in social uprisings such as the Arab Spring in 2010 and as 
a means of sidestepping authoritarian censorship such as China’s Great 
Firewall and Russia’s surveillance laws.16

Tor works by routing web traffic through multiple computers and 
servers—known as “hop points”—and encrypting both the content and 
the metadata at each step along the way. Communications metadata is 
data about data—the information required to route communications 
traffic from one place to another. If I, Michael McLaughlin, am in Wash-
ington, DC, and communicating with my coauthor in New York via Tor, 
the information I send will go from my computer, through an encrypted 
tunnel, to a server in, say, Toronto. There, all information about where the 
communication came from before it hit that hop point will be encrypted. 
The communication will then be transmitted through another encrypted 
tunnel to a server in London, then Casablanca, then Marseilles, before 
finally reaching the ultimate destination in New York City. At no point 
along the way can anyone read the contents of the communication nor 
see where it has come from or where it is going other than along that 
segment of the journey. There is also no way of telling if any one hop 
point is the originator, the recipient, or just another stop along the way.
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In 2002, the U.S. Navy released the code for the Tor network under 
a free and open software license to enable volunteers worldwide to serve 
as hop points. In 2004, the Electronic Frontier Foundation—an interna-
tional nonprofit digital rights group based in San Francisco—took over 
funding for the project. And in 2006, the Tor Project established itself as 
a 501(c)(3) nonprofit organization.17 Major donors contributing annu-
ally to the project include the New York Times, ProtonMail, and Duck-
DuckGo.18 Today there are more than 3 million users accessing the dark 
web through Tor across more than ten thousand volunteer hop points.19

So now you’ve installed the Tor browser. Unfortunately, that does not 
give you carte blanche access to the dark web, because it is not indexed or 
easily accessible through a search engine. To access sites on the dark web, 
you need to have the host name of the site you are trying to reach. Where, 
on the surface web, a domain name server (or DNS) will automatically 
translate “www​.google​.com” to its IP address (“8.8.8.8”) to enable your 
computer to communicate with the Google server and whisk you off to 
the Google splash page, the dark web requires that you know the exact 
address. These addresses are alphanumeric values derived from the virtual 
handshake required to authenticate your secure communication. Dark 
web addresses use the .onion top-level domain (as opposed to the tradi-
tional top-level domains, such as .com, .org, or .edu) and are very com-
plex, to make them difficult to find. For example, if you wanted to hire a 
hit man, Dark Mamba offers services at http:​//​darktvh74jnxqjco​.onion​.20 
For more wholesome dark web adventures, BBC maintains a dark web 
mirror of its news service to provide access to its services in areas other-
wise censored by authoritarian governments—such as China and Russia. 
The BBC’s dark web site in Russian is https:​//​www​.bbcweb3hytmzhn5d
532owbu6oqadra5z3ar726vq5kgwwn6aucdccrad​.onion​/russian​.21 Many 
RaaS groups prefer their privacy and seek to keep their forums hidden 
by frequently changing their host name.

Important to the ransomware ecosystem are both dark web forums 
and marketplaces. Throughout the dark web, there are forums tailored 
to specific topics that allow users to anonymously discuss diverse top-
ics—typically related to illegal activities, such as drugs, child pornog-
raphy, extremist content, hacking, and much more. Each forum has its 

www​.google​.com
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own unique set of rules, but in general there are moderators—paid or 
well-established members—who preserve the sanctity of the forums and 
enforce the rules. Some forums are open only to those approved by the 
moderators or administrators. Typically, this requires some action on the 
part of the person requesting access—either to have a well-established 
member vouch for you or to provide some other credential, such as proof 
of ability to compromise a network of significance.22 On forums, users 
exchange information about vulnerable networks or planned activities, 
hype their latest conquest, or offer cyber tools or compromised databases 
for sale.

Marketplaces, by contrast, exist as a platform specifically to buy and 
sell illicit goods. One notorious marketplace that garnered significant 
infamy before it was seized by the FBI was the Silk Road. Founded 
and operated by a twenty-something with a physics degree from the 
University of Texas, the Silk Road brought the buying and selling of 
illegal goods and services into the twenty-first century. Ross Ulbricht, 
known by the pseudonym “Dread Pirate Roberts”—a nod to the char-
acter in the 1987 cult classic The Princess Bride—built and operated 
one of the most successful dark web marketplaces of all time. When he 
was arrested in 2013 and charged with narcotics-trafficking conspiracy, 
computer-hacking conspiracy, and money-laundering conspiracy, his Silk 
Road website had garnered more than $1.2 billion in sales for narcotics 
and other illicit goods.23 Dark web marketplaces such as the Silk Road 
offer a veritable bazaar of cyber tools such as exploit kits (tools used by 
penetration testers and red teams to assess vulnerabilities), ransomware, 
botnets (zombie computers used to flood a target with bogus traffic), 
crypters (tools to encrypt malware to fool antivirus software), binders 
(tools to trojanize legitimate software and lace it with malware), zero-
day exploits, cryptocurrency tools, and more. Just about anything worth 
buying in the hacker’s arsenal can be purchased on the dark web.

To get into a target company’s systems, ransomware affiliates most 
frequently use spear phishing or social engineering to trick victims 
into clicking on a link or opening an attachment. This can be done 
through email, SMS text messaging, direct messaging through any social 
media platform, or even over the phone. Irrespective of the medium of 



30

﻿﻿﻿Chapter 2﻿﻿﻿﻿﻿﻿﻿

communication, this vector of attack comprises some form of social engi-
neering. Christopher Hadnagy, founder and CEO of Social-Engineer.
com and author of the seminal book on the subject, Social Engineering: 
The Art of Human Hacking, defines social engineering as “the act of 
manipulating a person to take an action that may or may not be in the 
‘target’s’ best interest. This may include obtaining information, gaining 
access, or getting the target to take a certain action.”

Aside from social engineering schemes, ransomware affiliates fre-
quently exploit weaknesses in network authentication to gain initial 
access to a network. For instance, if your organization uses single-factor 
authentication (only username and password), and your users are permit-
ted to create their own passwords, there is a good chance that at least one 
user will use his or her email address and that same password to sign up 
for newsletters, giveaways, or other third-party services. As soon as one 
of these third-party databases is compromised, thousands of usernames 
and passwords are immediately offered for sale on the dark web. With 
access to this trove of information, ransomware affiliates can triage the 
most lucrative targets for exploitation and simply log into a user’s orga-
nizational accounts, search for a means by which they can elevate their 
privileges—meaning the level of control they have over the system—and 
completely compromise the entire network.

While there are dozens of similar tactics through which ransom-
ware affiliates can gain initial access to your network, it is important to 
remember that your network defenders must be successful every single 
time to prevent compromise; a hacker only needs to be successful once. 
When a ransomware affiliate does gain a foothold in your network, they 
are generally patient and methodical. Distinct from the “smash-and-grab” 
tactics of some other criminal actors, modern RaaS affiliates are seek-
ing to understand the type of data that is most important to an orga-
nization so that they can exert maximum pressure. Microsoft terms 
this threat “human-operated ransomware” to capture the meticulous 
decision-making process that goes into each stage of an attack.24 Accord-
ing to Microsoft, “unlike the broad targeting and opportunistic approach 
of earlier ransomware infections, attackers behind these human-operated 
campaigns vary their attack patterns depending on their discoveries—for 
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example, a security product that isn’t configured to prevent tampering 
or a service that is running as a highly privileged account like a domain 
admin. Attackers can use those weaknesses to elevate their privileges to 
steal even more valuable data, leading to a bigger payout for them—with 
no guarantee they’ll leave their target environment once they’ve been 
paid.”25

The initial goal of a ransomware affiliate is to obtain administrative 
privileges to your network. More important than malware, the golden 
tickets for ransomware affiliates are administrative credentials. For a 
ransomware attack to be successful, an attacker must be able to access 
a domain admin-level account to effectively exfiltrate and encrypt all 
critical databases. Once this access is achieved—what hackers refer to 
as getting “root”—the RaaS affiliates generally have complete access to 
all network databases. At this point, the affiliate’s role is complete upon 
exfiltration of critical data and deployment of the ransomware. And this 
is where the ransomware service comes in.

Once the ransomware payload is deployed on a victim network, the 
RaaS group notifies the victim. This is generally through a digital ransom 
note, either sent via email to the system administrator or executives of the 
target organization, or as a pop-up on affected devices. The notification 
informs the victim of the ransomware attack and provides a payment 
option, a deadline, and a means by which the organization can commu-
nicate with the RaaS group. One of the major distinguishing features of 
RaaS groups is that they handle all negotiations and payments on behalf 
of their affiliates. These negotiations occur through private messaging 
forums on the dark web for which many organizations hire professional 
ransomware negotiators or attorneys to engage with the ransomware 
group. During these negotiations, it is common for RaaS groups to pro-
vide a sample of the type of information that was stolen, such as internal 
emails, financial statements, trade secrets, or other proprietary informa-
tion not otherwise available. Increasingly, if ransom demands are not met 
in a timely manner, RaaS groups also notify media outlets and publish 
samples of stolen data on social media or through their dark web sites. 
In a recent trend to apply additional pressure to victims, ransomware 
groups also replace the victim’s public-facing website with an image of 
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the ransomware note. The publicity ensures that targeted organizations 
are pressured to bring the matter to a speedy resolution.

RaaS groups take their reputations very seriously. These groups are 
constantly vying for talented affiliates and seeking to establish themselves 
as honest brokers. These goals are equally important to RaaS groups for 
one simple reason: branding. If a RaaS group gets a poor reputation 
among affiliates for charging too high a fee or for having low-quality 
customer service, the affiliates can easily choose from any number of 
other RaaS groups all competing for top talent among affiliates. Similarly, 
if a ransomware group gets a reputation for withholding decryption keys 
or publishing stolen data even after payment, future victims are far less 
likely to pay the ransom to restore their systems. In this regard, honor 
among thieves is at a premium.

Take the DarkSide group, for example. In May 2021, DarkSide 
targeted the Colonial Pipeline Corporation, which transports nearly 45 
percent of the fuel consumed on the United States’ eastern seaboard, and 
stole nearly one hundred gigabytes of data from Colonial’s network.26 The 
result of this attack was a complete shutdown of Colonial’s 5,500 miles 
of pipeline for five days.27 This shutdown resulted in “panic buying” of 
gasoline, causing shortages at more than one thousand fuel stations across 
America’s Southeast.28

This single event cemented in America’s collective psyche two things: 
first, that DarkSide is a major player in the ransomware game and is able 
to extort high-value targets, including critical infrastructure, and second, 
that if the ransom is paid, DarkSide will hold up its end of the bargain 
and release the data. In the end, Colonial paid $4.4 million in Bitcoin to 
DarkSide in exchange for the decryption key.29

Ransomware groups deal exclusively in cryptocurrencies, such as 
Bitcoin, for payments. Cryptocurrency is a digital medium of exchange 
that uses blockchain technology to enable financial transactions. While 
so-called “cyber currencies” and other electronic transaction mechanisms 
were established in the 1990s, modern cryptocurrencies using blockchain 
technology took hold shortly after the 2008 global financial crisis. Bit-
coin was originally theorized as an alternative to centralized control of 
money. Shrouded in mystery, an individual known only by the pseudonym 
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Satoshi Nakamoto penned a white paper describing a public blockchain 
ledger as a means to exchange funds without using a centralized third 
party.30 From this modest start, Bitcoin—and the trillion-dollar crypto-
currency market—was born.

Bitcoin works like this. If you want to purchase this book online 
using Bitcoin, you first need to have a Bitcoin wallet. A Bitcoin wallet 
is a program on your computer or mobile device that generates a digital 
address from which and to which funds can be paid. In addition to this 
digital address, the wallet creates a private key and a signature that is 
unique to each transaction. Rather than “sending” funds in the traditional 
sense, Bitcoin works on a ledger system. When you agree to pay a seller 
for this book, funds are deducted from your Bitcoin wallet, and the corre-
sponding amount is added to the seller’s wallet—without going through 
an intermediary, such as a bank.

But this is no ordinary ledger; this ledger is comprised of every Bit-
coin transaction worldwide and forms immutable links in a long chain 
of similar transactions, called a blockchain. In order for transactions to 
be added to the blockchain, they must be validated. This is how new 
Bitcoin is minted. Bitcoin miners race to have their computers solve a 
cryptographic hash—a difficult and irreversible math problem—to place 
your transaction on the blockchain. This takes up a considerable amount 
of memory and power, but miners are rewarded for each transaction they 
validate with new Bitcoin. Once your transaction is validated and the 
transaction is logged on the blockchain, the ledger reflects that the seller’s 
wallet has now increased by the price of this book.

Importantly, the Bitcoin ledger is publicly available. This means 
that every transaction is subject to inspection. And though each trans-
action has a randomly generated signature, it is possible to determine 
the identity of a wallet owner through other investigative means. This 
was demonstrated when the FBI successfully obtained the private key 
to DarkSide’s Bitcoin wallet following the Colonial Pipeline attack and 
returned $2.3 million in ransom payment to Colonial.31

As a result of the widespread adoption of Bitcoin and other digital 
currencies, coupled with technologically advanced money-laundering 
options, RaaS groups are not only able to execute ransomware attacks at 
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scale but are able to reap the rewards of their misdeeds with relative ease. 
Because there is no centralized third-party entity managing transactions, 
very large sums can be exchanged worldwide both instantaneously and 
irreversibly. The importance of cryptocurrency’s role in fueling the ran-
somware ecosystem and enabling it to explode into a multibillion-dollar 
industry cannot be overstated. Even though the cryptocurrency world 
has recently been rocked by financial losses, it still plays a pivotal role in 
ransomware.

While DarkSide’s attack on Colonial Pipeline brought the impact 
of ransomware home for a lot of Americans, this pattern has since 
repeated itself several times across myriad sectors. For instance, shortly 
after Colonial paid the ransom to DarkSide, REvil, another Russia-based 
ransomware group, breached JBS Foods, the largest meat supplier in 
the world, forcing it to temporarily shut down operations in the United 
States, Australia, and Canada.32 To decrypt its data, JBS paid the REvil 
group an $11 million ransom.33 Shortly thereafter, in September 2021, 
NEW Cooperative, the Iowa-based grain co-op, suffered a cyberattack at 
the hands of the BlackMatter ransomware group.34 Like the ransomware 
attacks against both Colonial Pipeline and JBS, NEW Cooperative was 
forced to take its systems offline, resulting in degradation of its operating 
system, in addition to business and reputational losses.35 And in Decem-
ber 2021, Lincoln College in Illinois, named in honor of America’s six-
teenth president, was forced to permanently shutter its doors after 157 
years when an Iranian ransomware attack left it financially insolvent.36

Ransomware attacks continue unabated and are increasingly tar-
geting organizations in critical infrastructure sectors, supply chains, 
and academia. At this point, the economic incentives far outweigh any 
risk these groups run. Further, because the vast majority of ransomware 
groups are harbored by nations adverse to Western interests, there is little 
incentive for Russia, China, Iran, and North Korea to police these groups. 
As a result, the ransomware pandemic is likely to get worse before it gets 
better.

As Russian troops streamed across the border into northern Ukraine, 
nations throughout the world set in motion a series of unprecedented 
sanctions against both the Russian government and sectors critical to 
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Russia’s military-industrial complex.37 Sanctioned entities include sig-
nificant portions of Russia’s information technology (IT) sector, which 
is expected to decline by 39 percent this year.38 Without access to West-
ern software, hardware, and system updates, Russia’s robust IT sector 
faces considerable challenges to both its innovative edge as well as its 
employment levels.39 As sanctions deepen the internal economic crisis in 
Russia—particularly affecting cyber professionals in the IT sector—there 
exists the real risk of a coincidental surge in Russia-based ransomware 
activity.40 The reduction in economic opportunities for highly skilled 
technology workers may actually incentivize these workers to engage 
instead in cybercrime targeting Western organizations and individuals.41 
In other words, the unintended consequence of heightened sanctions 
aimed at bringing the Kremlin to heel may be an even greater number of 
ransomware attacks targeting U.S. organizations.

To make matters worse, it is not the criminal actors alone who pose 
a threat to U.S. companies. On March 24, 2022, the U.S. Department of 
Justice unsealed an indictment charging an individual affiliated with the 
Russian government with executing a cyberattack against a Saudi Ara-
bian oil refinery.42 Using specially designed malware, Evgeny Viktorovich 
Gladkikh and unnamed coconspirators hacked into the Saudi refinery 
and compromised an engineering workstation.43 On two separate occa-
sions, Gladkikh and his coconspirators unsuccessfully attempted to gain 
control over the industrial control system to cause physical damage.44 
These systems are responsible for controlling the refinery’s operations 
and ensuring the facility’s safe functionality.45 On both occasions, a safety 
override mechanism prevented the Russian actors from taking control, 
instead automatically triggering an emergency shutdown of the entire 
refinery, damaging equipment and halting the shipment of oil products.46

Following this indictment, on April 13, 2022, cybersecurity agencies 
from across the U.S. government issued a joint cybersecurity advisory 
warning that certain state-sponsored hackers have the ability to take 
control of the industrial control systems of companies in the U.S. energy 
sector.47 The malware detailed in the advisory is able to manipulate criti-
cal equipment used in nearly every type of industrial facility.48 Similar to 
the unsuccessful cyberattack described in the Gladkikh indictment, the 
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threat this joint advisory warns of is one that could cause catastrophic 
damage to all systems, as well as other physical property. Amplifying the 
reported threat, Sergio Caltagirone, vice president of threat intelligence 
at Dragos and a former global technical lead at the U.S. National Security 
Agency, characterized the malware as “the most expansive industrial con-
trol system attack tool anyone has ever documented” and concluded that 
the risk of damage to property and systems will persist for many years.49

Shortly after the Conti ransomware group’s pledge of allegiance to 
Moscow at the outset of the Russian invasion, a Ukrainian cybersecurity 
researcher published a cache of more than sixty thousand leaked internal 
conversations and files. This leak provided a rare glimpse into the inner 
workings of the group and its relationship with the Russian government. 
Throughout the files, Conti group members discuss the umbrella of pro-
tection they enjoy from interference by Russian law enforcement so long 
as they follow the “rules.” “There appeared to have been at least some lines 
of communication between the Russian government and Conti leader-
ship,” Allan Liska, an analyst for the cybersecurity firm Recorded Future, 
told Wired magazine.50 “The impression from the leaked chats is that the 
leaders of Conti understood that they were allowed to operate as long 
as they followed unspoken guidelines from the Russian government.” In 
January 2021, Russia’s Federal Security Service (FSB)—comparable to 
the American FBI—arrested and dismantled REvil, a notorious ransom-
ware group whose members had participated in the attack on Colonial 
Pipeline.51 This demonstration of Russia’s ability to stop ransomware 
groups at will was intended as a message to the United States: ransom-
ware groups are a tool of the Kremlin, and one that can be ratcheted up 
or tamped down at will.

At the time of writing, the United States and its NATO allies are 
inflicting significant damage on the Russian economy through sanctions 
while arming Ukrainian forces to defeat Russia’s war machine. As China 
weighs its options for a forceful takeover of Taiwan, the Communist 
Party leadership in Beijing is certainly taking note. Aside from the eco-
nomic harm that ransomware groups inflict on private industry, these 
groups also represent a potential digital militia that could be used with 
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devastating effect either in response to Western actions vis-à-vis Ukraine 
or to preempt interference in Beijing’s plans for Taiwan.

In a nightmare scenario, Russia and China are postured to share the 
highly sophisticated tools they have developed to target critical infra-
structure with the ransomware groups operating from their soil. Injecting 
ambiguity into attribution and legal analysis regarding countermeasures 
and uses of force under international law, our adversaries could arm these 
ransomware groups with zero-day exploits and other advanced tools and 
turn them loose against targets across critical infrastructure sectors and in 
critical supply chains. Once considered merely a criminal threat, ransom-
ware groups are becoming a significant threat to national security and a 
key player on the cyber battlefield.
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Chapter 3

Chinese Cyber Espionage
The Greatest Transfer of Wealth in History

As one millennium gave way to another in the year 2000, Can-
ada’s Nortel Networks was a superstar of the fiber-optics industry and 
associated technologies, such as wireless networks. The company’s head-
quarters dominated the otherwise sleepy Canadian capital of Ottawa, 
employing ninety thousand people globally and enjoying a market value 
of about $250 billion. It seemed poised to lead the world in building 
advanced 4G (fourth generation) and then 5G wireless telecommunica-
tions networks. 5G would become the wireless technology on which all 
Internet of Things (IoT) devices and services operate—from self-driving 
cars to robotic vacuums to remote surgery. 5G is about one hundred 
times faster than the previous generation.

But starting in the late 1990s, the Canadian Security Intelligence 
Service became aware of unusual traffic on Canadian telecommunica-
tions networks, suggesting that Chinese hackers were stealing data and 
documents from someone in Ottawa. The obvious suspicion was that 
Nortel, formerly named Northern Telecom, was the target. “We went to 
Nortel in Ottawa, and we told the executives, ‘They’re sucking your intel-
lectual property out,’” the head of the security agency’s Asia-Pacific unit 
said. “They didn’t do anything.”1 It has never been established precisely 
who at Nortel the Canadian government service briefed.

What followed was a textbook case of how the Chinese were able 
to penetrate the email accounts of chief executive officer Frank Dunn 
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and six other senior executives, not only to steal enormous amounts of 
technology but also to surveil the company’s internal decision-making 
processes. The company obviously made a mistake in not responding to 
the government’s warnings, most likely out of hubris, and it also made 
bad business decisions. In 2009, the company declared bankruptcy, and 
only then did the reports of a Chinese hack begin to surface.

Perhaps because the company was Canadian, few Americans have 
heard about the bankruptcy. The company’s nationality was also a reason 
the Chinese would dare to penetrate it so thoroughly—Canada is not 
known for playing geopolitical hardball. A full decade later, journalists 
and other researchers were still trying to make sense of what happened.

The purpose of telling the story here is that Chinese computing and 
communications sophistication has exploded since the Nortel hack, and 
some American companies almost certainly have been penetrated in even 
more sophisticated ways than Nortel was. In other words, the People’s 
Republic has a playbook that it uses against the world’s corporations. 
“Make no mistake—the Chinese have hurt a lot of American compa-
nies,” Brian Shields, who was a senior systems security adviser and part 
of the five-person team that investigated the Nortel breach, told us. “You 
can be absolutely certain there is a very high level of thievery going on 
against U.S. and other companies around the world, especially if they are 
an industry leader.”2

Part of the confusion surrounding what happened—and why the 
Chinese role was not spotlighted at the time—stems from the fact that 
Frank Dunn, Nortel’s CEO, was caught up in an accounting scandal, and 
the company had to restate its earnings. This highly embarrassing event 
led to significant churn within the company that culminated with Dunn 
being fired. “While it’s true that management may have made some bad 
decisions, it’s far too easy to just blame bad management,” Shields said.

“The real truth is no company can survive a nation-state effort to get 
technology to start up their own industry that spans more than a decade 
of stealing,” he added. “No company is going to do well when faced with 
such unfair competition, especially when [the Chinese] know your every 
move, and they are underbidding you on everything where they suddenly 
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have products that can compete.” Shields is now a cyber threat investiga-
tor working for the U.S. government in Raleigh, North Carolina.

The Nortel hack became known after Shields was assigned to an 
investigating team in April 2004. It erupted when one Nortel executive 
in Ottawa, Brian McFadden, head of the company’s highly sophisticated 
optical networking group, received an email from a Nortel employee in 
Maidenhead, England, about the company’s internal library of important 
documents—which were stored online in something called Livelink. 
Executives, engineers, and other employees had access to Livelink and 
could trace any activity involving their own documents. One day, McFad-
den got an email from the England-based employee saying, “I noticed 
you looked at my documents last night and downloaded them. Can I help 
you in any way?” That was a routine business follow-up email.

The only problem was that McFadden said he had not downloaded 
anything. The employee in Maidenhead provided what he considered 
proof of the download made by McFadden. The Livelink logs, or records 
of activity, were obtained from the computer that hosted them, and these 
showed that the download was made by a remotely connected personal 
computer using a virtual private network (VPN). This is a secure connec-
tion tool that lets employees obtain access to the corporate network from 
anywhere in the world. Shields looked in the remote access server logs 
for McFadden’s user ID. To his surprise, it was not there for the date and 
time the England-based employee had specified.

Shields then looked at the remote access log to get the Internet Pro-
tocol address—or IP address, which functions like a mailing address for 
internet traffic—to determine where the VPN connection came from. 
He expected to see an address in the Ottawa area. To his surprise, the IP 
address was registered in Shanghai, China. “How the hell did that hap-
pen?” Shields recalls thinking. “That’s messed up. We have been hacked.”

The hacking continued for years until the drama reached a crescendo: 
the board of directors was in the process of firing their CEO while 
Chinese hackers were prowling through Nortel’s global network. At a 
moment when Dunn and other top executives were distracted because 
the company’s board of directors was meeting to decide what to do about 
the accounting scandal, corporate emails would have revealed that Dunn 
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was on the verge of departure. At that precise moment, the hackers sent 
nearly eight hundred sensitive documents to the Shanghai IP address 
using the account of no less a person than the CEO. Dunn’s account had 
been penetrated and his passwords stolen, and with his attention diverted 
with the scandal and his unceremonious departure, he never noticed 
anything amiss.

The stolen documents were extensive, including design details for an 
American communications network. “It was a vacuum cleaner approach,” 
Shields said. “I had been watching them take fifty or seventy-five docu-
ments a day and maybe one hundred on a busy day, but now they took 
775 documents using Frank Dunn’s user ID. They were on his system for 
six to eight hours. Maybe they did it because he was the CEO and he 
had access to everything. That’s why they used his account. The reality 
was that they weren’t worried about getting caught. I think they knew he 
was going to be fired before the news was made public, so they thought 
it was a perfect opportunity to steal a large batch of documents. That was 
the level of compromise.”

Precisely who did it was a mystery, at least initially. The documents 
were flowing to a tight cluster of IP addresses registered to Shanghai 
Faxian Corp., an obvious front company for someone else. Investigators 
later gave the attacking group the name Advanced Persistent Threat 
1 (APT1) because it was the first such massive assault on a Western 
company’s computing systems from China. The suspicion was that the 
People’s Liberation Army was behind the attack—partly because one of 
its premier hacking units, Unit 61398, was based in Shanghai, and partly 
because of the sophistication with which the hack was carried out. The 
sophistication was beyond what any private entity could achieve—it had 
to have been carried out at the nation-state level. The hackers hid spying 
software so deeply within some Nortel employee computers that it took 
investigators years to realize how persistent the compromise was.3

The hack was part of a conscious strategy. Every five years since 
1953, the Chinese Communist Party has published “Five-Year Plans” 
that establish the near-term goals for the party’s national strategy for 
social and economic development. The Chinese government had stated 
in its 1986 five-year plan that China needed to develop its own telecom 
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equipment manufacturing industry. Huawei Technologies was founded 
just a year later in 1987 by Ren Zhengfei, a former military engineer, who 
was highly aware of the strategic and military value of information and 
telecommunications networks. The company was led by retired officers 
of the People’s Liberation Army and received as much as $75 billion in 
subsidies and other forms of financial assistance from the central govern-
ment according to an estimate by the Wall Street Journal.4

As a result, Huawei won the race to 5G wireless communications. 
Endorsed by the Chinese Communist Party, subsidized by Chinese 
taxpayers, and spoon-fed stolen research and development by Chinese 
intelligence services, Huawei rapidly became China’s global telecom 
juggernaut.

This is an example of a Chinese strategy to leapfrog the West in 
terms of technological sophistication. Huawei’s creation was part of an 
effort by the Chinese government to overcome the country’s near com-
plete dependence on foreign communications equipment makers. The 
Chinese suspected, and leaker Edward Snowden much later confirmed, 
that American and other foreign intelligence agencies, including the 
National Security Agency, had penetrated that equipment—though the 
NSA has never responded to those accusations.

Over the past two decades, Chinese manufacturing and engineering 
prowess across many key industries—from pharmaceuticals to stealth 
fighter jets—has reached near parity with that of the United States. 
Online espionage accounts for a large part of the explanation. In 2012, 
U.S. Army general Keith Alexander, then director of the National Secu-
rity Agency and the first commander of U.S. Cyber Command, described 
the Chinese theft of American intellectual property as the “greatest 
transfer of wealth in history.”5

Since then, the cost of theft to U.S. companies has ballooned. Accord-
ing to the Intellectual Property Commission report published by the 
National Bureau of Asian Research, the cost of trade secret theft alone “is 
between 1% and 3% of GDP.”6 And in 2022, following a detailed report 
into an ongoing Chinese cyber espionage campaign, Lior Div, CEO of 
Cybereason—a Boston-based cybersecurity firm—estimated that the 
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total annual cost to U.S. companies could now be measured in the tril-
lions of dollars.7

“The real impact is something we’re going to see in five years from 
now, ten years from now, when we think that we have the upper hand 
on pharmaceutical, energy, and defense technologies,” Div told Breitbart 
News in May 2022. “We’re going to look at China and say, how did they 
bridge the gap so quickly without the engineers and resources?”8 Huawei 
strenuously denies that it works with the Chinese government or the 
Chinese military, but its denials are simply not credible. The evidence to 
the contrary is overwhelming.

The exact mechanism through which Huawei obtained the intellec-
tual property from the PLA remains unknown, but Shields said it was 
likely the PLA specialists who conducted the initial attacks in the 1990s 
eventually turned the hacking operation over to civilians whose role was 
to look for and steal documents and monitor Nortel executives to under-
stand every move the company was making. Civilians, including people 
working at Huawei, would have known what type of secrets to look 
for. “You don’t need to keep your front-line people in there anymore,” 
Shields explained. “They can move on to breaking into other companies 
with technology the Chinese government wants as part of its five-year 
growth plans. You can turn the operation over to other people to harvest 
the data.”

There is no denying that Huawei was a major beneficiary of the hack. 
Huawei was not even a close competitor of Nortel’s when the penetration 
started. It was merely a reseller of equipment made by foreign companies 
to Chinese customers. But as a result of inside information that allowed 
Huawei to make rapid gains in its products and underbid Nortel (and 
also Britain’s Marconi) for major contracts in Britain in 2004 and in 
Canada in 2008, Huawei was able to establish itself as a giant of the 
telecommunications world—which both the Chinese government and 
the People’s Liberation Army clearly supported. The fact that both Nortel 
and Marconi lost out on big networking upgrades in their home markets 
to Huawei led to their bankruptcies within a year afterward.

There were other fronts in the Chinese attack on Nortel. As in most 
of these cases, the Chinese attack from multiple directions all at once, 
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overwhelming the defender. If one attack vector does not work, another 
will. The use of electronic listening devices found planted throughout 
Nortel’s vast research facility strongly suggested direct Chinese govern-
ment involvement.

Then there was the human dimension. Huawei opened a recruitment 
office near a Nortel facility in Richardson, Texas, to start enticing key 
employees. And Huawei quietly hired about twenty Nortel scientists as 
the company was collapsing. These employees had been developing the 
groundwork for 5G technology. One of them was Wen Tong, originally 
from China, who emigrated to study at Montreal’s Concordia University. 
Tong, who had generated more than one hundred patents in wireless 
research, became the chief technology officer for Huawei’s wireless busi-
ness. “The real problem for Huawei was they lacked legitimacy without 
the highly qualified R&D personnel staff,” Shields told us. Tong served 
as the 5G chief scientist and led Huawei’s 5G research and development 
starting in 2011.9

“They gained legitimacy once they ran competitors like Marconi and 
Nortel out of business and then hired their personnel,” he said. “It really 
is eye-opening when you look at what happened to Nortel and how 
that strategic move (the hiring of key personnel) gave Huawei greater 
legitimacy.”

The Nortel scientists became heroes within Huawei. In 2020, more 
than a decade after the bankruptcy, Tom Blackwell, a reporter for Can-
ada’s National Post, attempted to put the pieces together, partly because, 
in a huge irony, Canada was then debating whether to buy Huawei’s 
advanced 5G systems for its telecommunications system.10 Blackwell 
interviewed Jonathan Calof, a University of Ottawa business professor 
who took his students to Huawei’s corporate headquarters in Shenzhen 
in southern China, just across the border from Hong Kong.

On a wall of fame for Huawei’s star scientists and researchers, Calof 
recognized the faces of several former Nortel employees he had known 
back in Ottawa. “These are (now) Huawei employees associated with 
great technological accomplishment,” he said, “and I recognized so many 
of them.”
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After years of agonizing about whether to use Huawei equipment in 
its new 5G networks, the Canadian government in May 2022 announced 
it would not use any Huawei or ZTE gear and would gradually force 
them out of other networks. No mention was made of Nortel.

The failure of Nortel to respond to the hacking is illuminating 
because it speaks to the challenges that all companies face in the cyber 
realm. Beginning in 2004, Shields forwarded his research up the man-
agement chain, but two levels above him was an assistant vice president 
(AVP), which is how we’ll identify the individual. He was a specialist in 
physical security, not cybersecurity.

Shields said he presented a report about the hacking to the AVP. 
But years later, he was told by mutual acquaintances that the AVP had 
expressed “discomfort” with the report because it was outside his area 
of expertise. He also might have been risking his career. “If he had for-
warded the report up the management chain, all the big guys (top exec-
utives) would have been looking at him and asking, ‘What are you doing 
about it?’” Shields recalled. “But he had no experience with this type of 
problem, which was true of most organizations at the time.”

Three months after Dunn’s departure, Shields was still investigating 
the hackers, trying to determine how far they had penetrated and just 
what they had stolen. But the AVP wanted to “stop the bleeding” of more 
documents being stolen. Shields said that companies typically have a 
mistaken policy of immediately changing a password if it has been com-
promised. If that had been done, it would have alerted the hackers that 
Nortel knew they were in its systems. There would have been no time to 
investigate how the user accounts were compromised and no time to try 
to see what systems the hackers had broken into.

Trying to turn the corner on the whole episode, the company decided 
to reset the six remaining compromised passwords and rebuild the oper-
ating system of the PCs that had been involved. Shields said there was no 
way this remediation could rid the company of the hackers. There were 
no failed login attempts for these six user accounts nor any new abuses 
after the passwords were reset—for the next six months. All leads tempo-
rarily dried up, and the hackers stopped abusing the employee accounts, 
but Shields suspected the game was not over. His budget started getting 
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cut, however. Management was, in effect, trying to bury the hack. Shields 
thinks this reflects just how little senior management understands IT 
security and the ramifications of their decisions. And this is true of other 
companies as well. There is always pressure on the chief information 
officer (CIO), who is in charge of all IT systems, to do whatever the top 
management team says they need. There is little to be gained for a CIO 
in seeking a big budget increase or creating alarm for his or her bosses.

Half a year after the changing of the passwords, Shields got a break. 
He noticed a pattern. One of the ISPs the hackers were using had stopped 
completely for six months. This was, in fact, a small mistake that Shields 
was able to take advantage of. If the hackers were posing as off-site 
employees working from home, why would one ISP go completely dark 
for six months? No employee would simply stop working for that long.

This mistake is what then led Shields to find beacon signals the hack-
ers were using. Nortel’s firewall logs showed that a Nortel computer peri-
odically sent out about fifty bytes of data (equivalent to about twenty-five 
typed words) to an address on the internet, but the device on the other 
end did not respond to confirm it had received the data. Sending data in 
this way means the sender has no idea whether the data was ever received. 
This way of sending data creates a security concern because IT specialists, 
as a general rule, prefer to know that a particular piece of data was accu-
rately and completely received. “Typically, the hackers wanted to send 
a short burst to their main server that was monitoring the operation,” 
Shields explained. “The beacon might say, ‘This is the IP address I’m on, 
this is the machine I’m using, and this is the operating system that’s run-
ning. It was like sending a note back home, saying, ‘Here’s where I am.’”

So, the Chinese were still inside Nortel’s systems. Shields kept on 
investigating. He had learned from industry sources that hackers went 
after the Microsoft domain servers that managed a company’s login 
process. These servers store the passwords for all user accounts in what is 
known as a hashing format. Passwords need to be kept on the server sys-
tem but not in the plain text the user types to log in. A piece of software 
scrambles them into unrecognizable patterns called hashes.

Since Nortel had worldwide operations, there were forty-eight of 
these Microsoft domain servers, meaning that any one of these servers 
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could have been compromised and given the hackers the master file hold-
ing all the user account passwords in the hashed format. These servers 
were using the very first version of the hashing algorithm Microsoft came 
out with in 1999. This first version was very weak, and Microsoft issued 
upgrades; but Nortel did not update its hashing software—another criti-
cal decision that left the company vulnerable. The attackers had, in effect, 
carte blanche to roam through the company’s systems. Shields said he is 
certain this is how the hackers originally broke into Nortel’s computers.

In 2008, Shields learned about a field of computer science called 
memory forensics. Like DNA forensics work in a TV crime series, 
memory forensics allowed technicians to look at a computer’s memory 
to discover what had taken place in it. That took him on a journey that 
ultimately found hard proof that the hackers were still in Nortel’s com-
puters. “They had names because they used social media, like their Inter-
net internal bulletin board site, to talk to their buddies while they were in 
our systems,” he said. “I caught them red-handed. I was on two machines 
just after they had gotten off. I did memory dumps.” That means he could 
reconstruct some of the hackers’ activity.

But by this time Nortel was deep in crisis as bankruptcy loomed. 
Shields’s results were never shared up the management chain because 
they were too explosive. Too many careers were at risk. As incredible as 
it sounds, Shields says there were never any urgent requests from any 
CEO or the board of directors for updates on the hack. “There was no 
push-down from management,” Shields continued. “The shit should have 
been hitting the fan over something like this. It was serious.”

The moral of the story seems to be that lower-level managers on the 
front lines are reluctant to inform top management about hacks because 
they may not possess the right skill sets to deal with the problem, and 
their jobs would be on the line if they were to get blamed for not properly 
dealing with it. Stopping a hack requires resources, personnel, and exper-
tise, taking away from the company’s primary purpose of generating rev-
enue. For many companies, cybersecurity is looked at as simply a money 
pit—a cost center that provides no tangible benefits to the organization’s 
primary operations.
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Nortel did not have a chief information security officer (CISO), a 
relatively new corporate position. A CISO is the senior data and cyber-
security executive in any company and is incredibly important to an 
effective cybersecurity program. These executives typically report to a 
chief information officer, whose primary job, by contrast, is to ensure that 
the company’s IT systems are operational. For Nortel, it was an obvious 
oversight not to have a CISO. Frequent corporate reorganizations and 
a rotation of CEOs through the corner office complete the picture of 
dysfunctionality.

Nortel is hardly alone. Our experience with the workings of major 
companies is that they wish to maximize the profit and performance that 
can be achieved by large IT systems, but most are not sufficiently orga-
nized, staffed, or equipped to respond to security breaches. In fact, what 
Nortel did was to look at the percentage of dollars that its competitors 
budgeted for IT and use that as the basis for deciding how much Nortel 
should spend. The problem with this approach was that it did not make 
cybersecurity a priority. The question, Shields believes, really needs to be, 
“If this were my personal company and these were my assets at risk of 
being hacked, what would my security strategy be and how much would 
that cost?”

For all these reasons, Shields told us, “There’s no Fortune 500 
company that cannot be compromised by a targeted, foreign govern-
ment–sponsored cyberattack.” Shields was laid off from the company 
after the bankruptcy filing in 2009.

News of the hack did not surface until it was first reported by the 
Wall Street Journal in February 2012 when Shields first revealed it to 
cyber technology reporter Siobhan Gorman.11 Then-CEO of Nortel 
Mike Zafirovski said he did not recall seeing any reports from Shields. 
He said some security managers told him that Shields was smart but 
that he had a reputation as someone who would “cry wolf.” In response, 
Shields says today: “Isn’t it sad that I was labeled this way when in fact 
there were wolves in our network stealing the most valuable secrets from 
Nortel for over a decade?”

Not long after news surfaced about the hack, in 2013 the cyberse-
curity firm Mandiant produced a report about just who APT1 was.12 
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The firm was clearly taking a risk because going public could trigger a 
punishing counterattack. Mandiant concluded that APT1 was in fact 
Unit 61398 of the People’s Liberation Army, also known as the Second 
Bureau within the General Staff Department’s Technical Reconnaissance 
Department, or Third Department. The General Staff Department is 
similar to the U.S. Joint Chiefs of Staff.

Mandiant located a twelve-story headquarters building in the Pud-
ong section of Shanghai, which is the area that once consisted of marshes 
and fishing villages but has now been completely transformed with fac-
tories, hotels, and many other appurtenances of modernity. Unit 61398’s 
headquarters were physically big enough to accommodate thousands of 
workers, with other offices and facilities in the area.

The unit operated a vast global network of computers and seemed to 
specialize in targeting English-speaking countries. Mandiant said Unit 
61398 had established at least 937 command-and-control servers hosted 
on 849 distinct internet addresses in thirteen countries. This allowed Unit 
61398 to constantly switch between the IP addresses and geographies 
of its attacks so that any system administrator would be challenged to 
identify a pattern.

Mandiant was able to document that, starting in 2006, Unit 61398 
had targeted 141 companies in twenty major industries, mostly in the 
English-speaking world, achieving persistent access to these networks. 
The longest of these sustained penetrations was four years and ten 
months. The average duration of its penetrations was 356 days—almost 
a full year.

Some of the industries targeted were information technology, aero-
space, satellites and telecommunications, transportation, navigation, 
and metals and mining—all critically important industries. Unit 61398 
compressed the information they wanted into archives and then deleted 
them once they had been sent back to China, or “exfiltrated.” That left 
little evidence because the files were usually overwritten during normal 
business activities.

Unit 61398 was extremely clever in how it tried to get Mandiant 
executives to click on dangerous links that would have given them access 
to Mandiant’s systems. On April 18, 2012, they sent an email in the name 



51

﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿Chinese Cyber Espionage﻿﻿﻿﻿﻿﻿﻿

of Mandiant’s CEO, Kevin Mandia, to Mandiant employees. They saw 
an email from Mandia, saying, “Hello, shall we schedule a time to meet 
next week? We need to finalize the press release. Details click here.”

But the email was not from a Mandiant address. It was from rocket-
mail.com. If anyone had clicked on the fake link, they would have down-
loaded a malicious piece of malware that would have given the hackers a 
backdoor into Mandiant’s systems. This practice is called spear phishing, 
using a spoofed email account.

Stop to contemplate the implications of all this. In 2021, the Chinese 
operated thirty-six APTs and less fully understood groups called UNCs, 
for “uncategorized,” according to Mandiant. They have hundreds of tar-
gets. And they have been conducting these penetrations for years, relying 
on global infrastructures of computers and servers and vast budgets.

Although some American CEOs have responded well, Shields says 
CEOs simply do not understand what they are up against. One particu-
lar problem is that many companies have built large presences in China 
over a period of decades, and only recently has it become clear that the 
Chinese government has penetrated many of them. “What executives 
do not even consider is the risk of having manufacturing or research or 
other offices physically located in China,” Shields said. “The risk of loss 
of information contained on those systems is all but guaranteed because 
now the government will have physical access to the facilities as well as 
in the cyber realm. Executives should operate under the assumption that 
everything on the systems located in China can be stolen if the Chinese 
government wants the information. Besides the physical access concern, 
there will be networking connections for the offices in China to be con-
nected back into the corporate network.”

To think one can easily control these connections from inside China 
to the outside world is sorely mistaken according to Shields. He said that 
at first, Nortel had a firewall to manage access from its Chinese offices to 
the main corporate network. A firewall would have prevented unwanted 
intruders from using Nortel’s China-based systems to reach out into its 
global network. But eventually the firewall was removed because requests 
were always approved; they were rubber-stamped. The company did not 
see the point of maintaining the firewall, another critical mistake.
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No CEO is going to acknowledge that his or her company’s systems 
have been severely compromised due to his or her poor decisions, because 
that would almost surely result in his or her forced departure. Boards of 
directors would be irate. Shareholders would sue. Similarly, if a company 
quietly tried to extricate itself from China’s grip, profits would take a hit 
because it would be a hugely expensive problem to fix. It would require a 
major effort to establish that each and every one of thousands of users of 
a large corporate IT system is legitimate. If a company got serious about 
shutting the Chinese out of its systems, the Chinese government would 
find a way to retaliate, and sales in China would almost certainly be hurt. 
The Faustian bargain appears to be, if the Chinese operate with stealth 
and do not disrupt the daily operations of a company, why bother rooting 
them out? Let’s hit our quarterly earnings predictions.

The problem is compounded by the fact that both the Chinese and 
the Russians have learned to crack the software supply chains of many 
systems, leaving them essentially defenseless. And the trend toward cloud 
computing and distributed computing in general has also created com-
plex systems that are often vulnerable. We turn now to China’s massive 
collection of data, which sometimes goes hand in hand with the theft of 
intellectual property but is put to very different uses.
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The New Oil
Data and China’s Digital Silk Road Strategy

Data is the new oil. It’s valuable, but if unrefined it cannot really be 
used. It has to be changed into gas, plastic, chemicals, etc., to create a 
valuable entity that drives profitable activity; so data must be broken 
down, analyzed, for it to have value.

—Clive Humby, 2006

China’s Belt and Road Initiative has attracted a great deal of 
attention around the world because Chinese companies and state-owned 
enterprises are building ports, railroads, bridges, highways, housing com-
plexes, and other types of physical infrastructure everywhere from Cam-
bodia and Pakistan to Italy and Greece. In some cases, governments have 
borrowed too much money from Chinese banks, state-owned enterprises, 
and agencies and have become ensnared in “debt traps.” In several cases, 
these debtor states have been forced to cede control of the projects, as in 
the case of a port in Sri Lanka, which has obvious military implications 
for China’s forward naval basing in the Indian Ocean. If China can lever-
age debt to exert control over a foreign port, they can use it to support 
their rapidly expanding navy.

But China is also building what it calls its Digital Silk Road. When 
the Chinese talk about the Silk Road, they are referring to the era when 
caravans of traders and merchants from Europe and the Middle East 
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(such as Marco Polo) made the long trek across Central Asia to buy 
Chinese silk, fine teas, porcelain vases, and other products they could 
not manufacture themselves. China had a technological advantage and 
created much wealth for itself as a result.

That’s the kind of dominance the Chinese are in the process of rec-
reating today, only this time the key commodity is data. Very few Amer-
icans, or other peoples for that matter, understand the power of data. 
Sufficient amounts of data, when mined or combined with other data, 
offer deep insight into a person’s life or into the decision-making pro-
cesses of a government agency or private company, and hence provide a 
measure of influence or outright control. This is a central goal of the Chi-
nese Communist Party—not only does it wish to control its own popu-
lation of 1.4 billion, but it also seeks to employ similar tools to influence 
and control the world. Democracy and social justice reforms anywhere in 
the world are seen as a threat to the party’s domination at home.1

Huawei Technologies is the absolute lynchpin to this effort. Huawei 
has taken the lead among Chinese companies and state-owned enter-
prises in building the telecommunications systems at the heart of the 
Digital Silk Road strategy. Other technologies Beijing wishes to domi-
nate are listed in what China used to call its Made in China 2025 pro-
gram, but it has now dropped all public references to that plan because it 
triggered so much concern in other world capitals.

In this chapter, we will describe the different ways China steals or 
otherwise obtains data. Russia does much the same but seemingly on 
a smaller, less comprehensive scale. The Russians concentrate more on 
espionage, provocative actions, and denial-of-service attacks (in which a 
website is flooded with so much traffic that it crashes), as well as support 
to ransomware groups—and they don’t seem to mind getting caught. 
They might even prefer to be caught to create maximum embarrassment 
for and loss of confidence in American and Western institutions. There 
is no danger that any of the people who commit these crimes will be 
arrested so long as they don’t leave Russia. The Chinese have a very dif-
ferent style and prefer to remain invisible. They do not tend to disrupt. 
After surveying China’s and Russia’s data theft patterns, we will turn to 
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the important and largely unanswered question: what exactly are these 
adversaries doing with all the data they accumulate?

A variety of Chinese entities have been engaged in stealing massive 
amounts of American data, such as the APT groups. Some of them 
operate from the provincial units of the central ministry to better conceal 
their origins. Others operate from technical universities. The Ministry 
of State Security also trolls through American computer systems taking 
advantage of software vulnerabilities. The People’s Liberation Army has 
multiple attack units, including Unit 61398 as described in the previous 
chapter.

But even nonmilitary, nonintelligence agencies are involved in the 
attacks on the world’s IT systems. “A huge amount of this [data collec-
tion] is carried out by elements of the Chinese government that are not 
explicitly in the surveillance business,” Emily de La Bruyère of Horizon 
Advisory told us. “We can’t underestimate how much the Ministry of 
Commerce or any ministry in charge of an industry might be collect-
ing. That’s part of why this is a different kind of competition and one 
the United States might not be prepared for. Data collection isn’t being 
undertaken by just the conventional arms of the security apparatus or 
the military. This is a competition that’s playing out on the commercial 
playing field. All these other agents of state oversight and power matter 
even if they have not been thought of as intelligence competitors.”

Wherever these hacks originate, they typically make headlines for a 
day or two, and then the American attention span moves on to the next 
headline. But stop for a moment to consider the sheer scale and duration 
of these attacks.

The attacks have been occurring for at least a decade, but the first 
large-scale theft of data that shook the consciousness of the American 
public might have been the attack on the systems of the federal govern-
ment’s Office of Personnel Management (OPM) in 2014–2015.2 This 
was where the personal information of virtually every federal employee 
was stored. The attackers, linked to the Chinese government, got away 
with stealing the security clearance information of 22 million employ-
ees, including agents of the Federal Bureau of Investigation and service 
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members across the Department of Defense, including the coauthor of 
this book, Michael McLaughlin.

At the time, OPM managed the repository of the federal govern-
ment’s Special Form 86. These forms contain all of the personal infor-
mation of anyone applying to the federal government for a security 
clearance. To obtain these security clearances, government employees and 
contractors are required to reveal foreign contacts, relationships (includ-
ing extramarital affairs), health histories, drug use, criminal records, and 
information about their children.

The information held by OPM was extremely personal and could be 
used by itself for all sorts of malicious activities, from outing undercover 
agents, to blackmail and coercion of senior officials, to password cracking. 
(“What’s your mother’s maiden name?” and “What street did you grow 
up on?” are common password recovery questions—answers to both of 
which can be found on a Special Form 86.) After the breach, the CIA 
had to cancel assignments for undercover officers because some of those 
individuals work undercover in other government agencies. Well before 
the breach, the CIA made the unilateral decision to store its officers’ 
information on its own systems rather than with the OPM due to secu-
rity concerns.

A year later, the same group hacked United Airlines, resulting in 
the theft of personally identifiable information of more than 20 million 
passengers. Once again, the CIA and other federal government agen-
cies, including the U.S. military’s equivalent of the CIA, the Defense 
Intelligence Agency, or DIA, may have been affected because Dulles 
International Airport, a major hub for United, is one of the primary 
transportation hubs for federal government employees. Government per-
sonnel who have used the airport or visitors from other countries could 
have had their identities revealed, particularly if the Chinese were able to 
match the travelers’ passport numbers and destinations with other data 
stores.3

In 2016, Chinese hackers compromised Starwood Hotels and 
Resorts prior to its acquisition by Marriott International. Much to 
its chagrin, Marriott discovered this hack after the acquisition was 
completed. This substantial breach resulted in the further compromise 
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of 130 million travel records, which in many cases involved passport 
numbers. And in 2017, a group from the Chinese army’s Fifty-Fourth 
Research Institute compromised Equifax—an American multinational 
credit-reporting agency—resulting in the capture of the credit histories 
of more than 145 million Americans. That means the personal financial 
details of these Americans now reside in a Chinese government database, 
including such compromising information as whether they were behind 
on paying any of their bills or had gambling problems.4

In 2018, National Security Adviser John Bolton explicitly attributed 
the attacks on OPM, Marriott, and Equifax to China.5 In 2020, the U.S. 
Department of Justice unsealed an indictment against four hackers work-
ing for the Chinese military for the Equifax breach.6

Chinese hackers have proven proficient at gaining initial access and 
covering their tracks to maintain access to a network for years, patiently 
waiting and watching. If a user clicks on the link in a spear-fishing email 
or opens the attachment, malware is downloaded into the computer sys-
tem, and the Chinese can capture the keystrokes that the legitimate user 
is making and therefore obtain that user’s log-in and password informa-
tion or enable a remote desktop protocol session where the hacker can 
remotely access the user’s device. A security expert observing or mon-
itoring an IT system would see only legitimate users doing legitimate 
tasks. In the Equifax hack, the attackers used encrypted communications 
to hide their tracks and routed their internet traffic through thirty-four 
different computer servers in nearly twenty countries.

One of the best-documented examples of the Chinese operating 
style was what the APT10 group was able to accomplish, as revealed by 
the federal government in December 2018.7 This was an attack against 
managed service providers (MSPs) such as IBM. The term “managed 
service provider” refers to a major technology company such as IBM, 
Microsoft, Amazon Web Services, or Oracle whose service offerings 
allow them to manage customers’ IT systems, whether on the company’s 
premises or off-site. It’s easy to see the appeal to a CEO—why should 
we spend the money to defend and maintain all these expensive systems 
when IBM or Microsoft can do it better and for less money?
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When this outsourcing is done away from a company’s physical 
premises, it is called “cloud computing.” A customer company’s data and 
software are thus “in the cloud.” Cloud services come in many different 
forms. The most common is software-as-a-service, or “SaaS” applications. 
SaaS allows users to run applications that are entirely hosted in the cloud. 
When you log into Gmail, you are accessing a SaaS application. Other 
examples are Netflix, Amazon Prime, and Pandora. With SaaS, the user 
is just that, a user of an application that is created, hosted, and managed 
by someone else. The cloud service provider typically hosts dozens of 
companies.

But ironically, if the Chinese can penetrate a cloud service provider, it 
appears to make it easier, not harder, for them to “hop” from one compa-
ny’s systems to another. Through the campaign revealed in 2018, APT10 
penetrated the computing systems of companies in at least twelve coun-
tries over a period of four years. The victim companies were engaged in 
banking and finance, telecommunications, consumer electronics, medical 
equipment, packaging, manufacturing, consulting, health care, biotech-
nology, automotive, oil and gas exploration, and mining.

The U.S. Navy was one target. APT10 was able to steal the personally 
identifiable information of more than one hundred thousand personnel, 
including names, Social Security numbers, dates of birth, salary informa-
tion, personal phone numbers, and email addresses. That obviously would 
give the Chinese military important information about who is aboard the 
ships of the Seventh Fleet patrolling the South China Sea or the Taiwan 
Straits. They also stole maintenance records from the Seventh Fleet, so 
they know when U.S. ships need to return to port to be serviced—and 
they also learned how to maintain their own equipment based on stolen 
U.S. designs.

The federal government did not reveal which tech companies were 
involved in the APT10 case, but the Wall Street Journal identified one as 
IBM. When asked about the breach, the company said it had seen no 
evidence that sensitive data was compromised. That’s because the Chi-
nese were so skilled at copying data and exfiltrating it, or transmitting it 
back to Chinese-controlled computers, that IBM apparently never saw 
it happen.
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Another major avenue of penetration for the Chinese are the com-
puter systems that American companies have built in China to help 
them manage sales and billing and all the functions involved in selling 
goods or services in any country, as discussed by Brian Shields in the 
previous chapter. We shone a spotlight on this issue in our 2020 article 
in the National Interest titled “Is China Seeking a Secretive, Permanent 
Presence in America’s Computers?”8

The Chinese have passed a series of laws that require all foreign 
companies operating in China to share their encryption codes and other 
sensitive information with the government. As we noted in our article, 
this has set the legal groundwork for the Chinese Communist Party to 
access all network activity that occurs in China or in communications 
that cross its borders. The culmination of this legal maneuvering was the 
updated Multi-Level Protection System (MLPS 2.0), which came into 
effect in December 2019.

Consisting of more than one thousand pages and published only in 
Chinese, MLPS 2.0 sets out the technical and organizational require-
ments to which every company and individual in China must adhere. 
MLPS 2.0 gives “the legal authority to go in and ensure that a foreign 
company’s system is completely open to inspection and retrieval of infor-
mation by the Communist Party,” Steve Dickinson, an attorney formerly 
with Harris Bricken, a Seattle-based international law firm with offices 
in Beijing, told us. In other words, China has stripped away the legal 
grounds for an American company operating in China to protect its net-
work from inspection by the Ministry of Public Security—the country’s 
feared domestic law enforcement agency.

While no Chinese law grants the authority to install malware or 
backdoors in corporate networks, under MLPS 2.0, “anything the com-
pany would install on its Chinese system to prevent that will be neutral-
ized,” Dickinson said.

America’s top tech companies have had no choice but to cooper-
ate. Microsoft, for example, has given the source code for its Windows 
operating system to the government, as it has to other governments and 
partners.9 The government has also required companies such as Microsoft 
and Apple to build data centers in China that the government manages.10 
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Government agents knock on the doors of U.S. corporate data centers at 
any time of day or night and demand access to the systems. It is assumed 
that they have total access.

What we do not know for sure is how well the Chinese are able to 
use that, in effect, control of U.S. computing systems in China to leapfrog 
to the rest of the world. Have American companies erected sufficiently 
strong barriers to seal off their Chinese operations? As Brian Shields 
argued in the previous chapter, the answer is almost certainly not.

Samantha Hoffman, one of the world’s smartest China technology 
watchers, who is based at the Australian Strategic Policy Institute, shares 
our concerns. “No assurances from any individual China-based com-
pany—no matter how loud or compelling they may be—can mitigate the 
political, security, and supply-chain risks that now come with operating 
in China,” she wrote in July 2021.11 “The Chinese Communist Party has 
absolute power over China-based companies, which its laws—like the 
2021 Data Security Law, 2015 National Security Law, 2016 Cyberse-
curity Law, and 2017 National Intelligence Law—have reinforced. For 
companies that host massive amounts of data, especially data that origi-
nated from other parts of the world, including the United States, the risks 
are now even greater.”

Hoffman has also warned about a company controlled by the Com-
munist Party’s Central Propaganda Department that is engaged in global 
bulk data collection. She says the company, called Global Tone Commu-
nications Technology (GTCOM), accumulates two to three petabytes of 
data per year, much of it from Twitter and Facebook. That’s a staggering 
amount. That information is in the public sphere, but the collection of it 
and China’s ability to mine the torrent of data provides GTCOM with 
real-time insights about people and companies. It would, for example, 
allow GTCOM to map out a target’s entire social and professional net-
works, which then could be monitored.12

If one adds up all these strands, it’s clear that the Chinese have had 
access to enormous amounts of American data. Wired magazine calls it 
the largest accumulation of data by any country of an adversary in history, 
one whose implications will play out for decades.13 These are not just 
random, periodic attacks. The People’s Republic of China has achieved 
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a permanent, ongoing presence in at least some parts of America’s com-
puter and communications networks. And America’s own inability to 
come up with legislation about how personal data should be protected 
compounds the problems. “People in the corporate IT world don’t care 
about data,” one specialist told us. “They care more about performance.”

We suspect that the pattern of China’s data theft is even deeper than 
what has been revealed publicly. The exploding use of TikTok, Zoom, and 
WeChat during the pandemic has dramatically enhanced China’s ability 
to gather the world’s data. More than 130 million Americans are quite 
literally addicted to TikTok, and the use of Zoom exploded as people 
worked from home during the pandemic. Both TikTok and Zoom run on 
algorithms that were written in China, transmit data through servers that 
can be accessed from China, and hence are fully accessible to Chinese 
intelligence services due to China’s legal framework.

However, as ubiquitous as TikTok and Zoom have become, the 
amount of data accessible to the Chinese government resulting from 
these platforms is dwarfed by that of WeChat, which its boosters call the 
world’s “first superapp.”

Wholly owned by China’s mega–tech conglomerate Tencent Hold-
ings, WeChat is an incredibly powerful multifunction platform that 
combines the social media features of Facebook, the chat features of 
WhatsApp, the e-commerce features of Amazon, and the payment 
features of PayPal. On a single platform reside all data points about an 
individual’s daily life—where they work, what they buy, with whom they 
communicate, what they say, and where they sleep. WeChat is an indis-
pensable part of life in China and for Chinese nationals living abroad.

At the direction of the Chinese Communist Party, WeChat imple-
mented a requirement that all users in China register with a digital ID 
for authentication and to tie WeChat accounts to individuals’ social 
credit scores. China’s social credit scores are similar to U.S. Social Secu-
rity numbers, but they are used to give Chinese citizens a rating based 
on their loyalty to the Communist Party. This score affects their ability 
to travel, find work, hold public office, and even purchase a home. The 
system varies from province to province and has not been fully integrated 
on a national level, but that clearly is the end goal.
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Beyond the social credit score, everything on WeChat is available to 
Chinese intelligence and security services, feeding both China’s massive 
databases and enabling worldwide censorship. In 2020, the New York 
Times reported the personal story of Joanne Li, a Chinese expatriate who 
had returned to China after living in Canada for several years.

Upon her return, she posted an article from Radio Free Asia to her 
WeChat account about the deteriorating relationship between China and 
Canada. The next day, armed police officers wielding riot shields banged 
on the door of her family’s apartment, arrested Joanne, and proceeded 
to interrogate her for days while she sat manacled in a police holding 
cell. Joanne was finally released only after signing a confession and a 
statement avowing loyalty to China.14 Stories like this are hardly a rarity 
in China and lead to self-censorship for Chinese residents as well as the 
Chinese diaspora worldwide.

Establishing legal backing for its censorship and data collection 
efforts, China enacted the Hong Kong National Security Law in June 
2020 in the wake of protests in the special administrative region. The 
law, which allows the Chinese government to impose a maximum penalty 
of life imprisonment for extremely vague offenses, such as “subversion” 
and “collusion with foreign forces,” applies to everyone on the planet. In 
other words, if you publish a damning social media post anywhere in the 
world condemning China’s treatment of the citizens of Hong Kong, this 
sweeping criminal statute could subject you to extradition to mainland 
China and life imprisonment should you travel anywhere China exerts 
jurisdiction. Amnesty International described the effect of this statute: 
“This draconian law is so vague, it prevents anyone from knowing how 
and when they might transgress it and has consequently had an instant 
chilling effect across the territory (Hong Kong).”15

While WeChat has extensive reach in China (78 percent of Chinese 
residents actively use the platform), only a minuscule 1.48 million of the 
total 1.3 billion monthly active users worldwide reside in the United 
States. That is still a useful tool for Chinese authorities because they can 
monitor parts of the nonresident Chinese and Chinese American com-
munity and communicate with their intelligence agents. One of Amer-
ica’s significant disadvantages in the intelligence field is that it cannot 
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communicate with its agents in China as easily as Chinese intelligence 
services can communicate with theirs in the United States. The Chinese 
conversations can start on WeChat, but quickly move to encrypted 
channels.

TikTok is a very different animal and has achieved much greater 
penetration into American society. It appears to be particularly perni-
cious because it is so personal. TikTok has more than 1.4 billion active 
monthly users worldwide—and roughly 40 percent of the total American 
population. The short-form video hosting service is owned by one of 
China’s largest technology companies, ByteDance, and is based on a sim-
ilar service in China, called Douyin. ByteDance specializes in developing 
AI and machine learning to interpret what it sees on social media, video 
feeds, and other inputs.

TikTok is so addictive because its algorithms serve up video clips to 
a viewer and then measure how much time the viewer spends on each 
clip. It also gains access to information such as a user’s search history, 
location, and contact list, and it can form a profile or understanding of 
the user’s personal likes and dislikes. In fact, TikTok can circumvent 
Apple and Google privacy policies and obtain full access to user data, 
The Wrap reported in 2022 on the basis of two studies by “white hat” 
hackers.16 These are individuals who attack computing systems in hopes 
of helping them rectify their vulnerabilities to earn a payment from the 
owners of such systems. The Wrap confirmed the findings in interviews 
with five other security experts. Apple and Google denied the report, as 
they routinely do.

While TikTok’s addictive quality has generated controversy because 
of its impact on young peoples’ brains, one of the real issues from our 
point of view is what happens to the data it has access to. It may seem 
perfectly harmless that TikTok has access to a teenager’s complete online 
life, but that teenager could be the child of an American government 
decision maker, someone in the U.S. intelligence community, or some-
one at a university with access to critical technology that the Chinese 
party-state is targeting.

All the teenager’s contacts are accessible to TikTok, including family 
contacts, and a portrait of their lives is easy to extrapolate. If the teenagers 
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complain about their parents or talk about private family issues, that 
information could be powerful in understanding the sorts of pressures 
their parents are facing. The more you know about an individual, the 
better able you are to tailor an approach that elicits his or her interest. 
As noted, spear-phishing emails work best when they are tailored to an 
individual’s interests. If you can get targets to open an attachment or click 
on a link, you’ve just penetrated their network. If an intelligence agency 
or hacker is making an approach to a prominent American individual, 
how better than to create a false identity and claim some affiliation with 
family members?

It gets worse. Each time a user opens up TikTok on their devices, 
they are automatically linked to a computer server that is almost certainly 
accessible to the Chinese government that can update the application 
and continue to “improve” it from the user’s perspective, to make it even 
more personally attuned. (It’s much like how Apple can remotely update 
an iPhone’s operating system.) But it also means that millions of Amer-
ican young people could be directly connected to ByteDance’s servers, at 
least some of which are based outside the United States and therefore 
beyond U.S. control. “These dynamic properties allow TikTok carte 
blanche access to your device within the scope of what the application 
can see,” said Frank Lockerman, a cyber threat engineer at cybersecurity 
firm Conquest Cyber, who reviewed the two white-hat studies.

TikTok, in a move that was widely overlooked, also announced in 
2021 that it can collect biometric identifiers and biometric information 
as defined under U.S. laws, meaning faceprints and voiceprints. It said 
it may “share all of the information we collect with a parent, subsidiary, 
or other affiliates of our corporate group”—which obviously could be in 
China and subject to Chinese laws. Biometric information could also 
include health and exercise data recorded by smart phones and other 
devices.17 The collection of facial images could mean that TikTok can 
literally see what makes a user laugh or smile and then provide more of 
the same. That has not yet been documented, but the possibility exists.

But wait, there’s more. Whenever a user accesses a webpage through 
TikTok’s mobile application—by clicking on a link to Amazon, for 
instance—TikTok inserts code that can monitor the user’s activity on 
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those outside websites, including harvesting usernames and passwords. 
While third-party tracking is not unheard of, logging a user’s keystrokes 
is. “This was an active choice the company made,” Felix Krause, a software 
researcher based in Vienna who identified TikTok’s code insertion, told 
Forbes. “This is a non-trivial engineering task. This does not happen by 
mistake or randomly.”18

TikTok responded to all these concerns by telling The Wrap that “the 
security and privacy of our global community is always a top priority.” 
That’s the standard denial. India, which boasts a very sophisticated tech-
nology base, did not buy that version of the truth and banned TikTok 
and other Chinese applications in 2020 over national security concerns.

Under fire from President Donald Trump in 2020, TikTok sought to 
portray itself as an American company based in California with an Amer-
ican CEO. It argued that all the data it collected was stored on computers 
not accessible from China. A TikTok executive, in sworn testimony to a 
Senate hearing in October 2021, said that a “world-renowned, US-based 
security team” decided who got access to the data.

But it was all a deception, as BuzzFeed reported in June 2022 on the 
basis of leaked audio from eighty internal TikTok meetings. China-based 
employees of ByteDance repeatedly obtained access to nonpublic data 
about U.S. TikTok users. It turned out that the “world-renowned” secu-
rity team had to turn to their colleagues in China to determine how U.S. 
user data was flowing. The American staff did not have permission or 
knowledge of how to access the data on their own according to the leaked 
audiotapes. “Everything is seen in China,” said a member of TikTok’s 
Trust and Safety Department in a September 2021 meeting.19

The BuzzFeed reporting triggered an angry response from Brendan 
Carr, a commissioner for the Federal Communications Commission 
(FCC). He tweeted that TikTok “is pulling biometric data, face recogni-
tion, voice print, browsing history, keystroke patterns, location informa-
tion. What we know is that if the CCP (Chinese Communist Party) . . . 
gets all this data, they have all sorts of ends they can achieve.” He wrote 
a letter to the CEOs of Apple and Google demanding to know why 
they did not remove TikTok from their app stores. Carr, a Republican, 
is not the chairman of the FCC, and the FCC does not regulate the app 
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stores.20 Meanwhile, Senators Marco Rubio and Mark Warner, who lead 
the Senate Intelligence Committee, wrote to the Federal Trade Commis-
sion urging an investigation of TikTok’s data handling.21

The damage to TikTok was compounded in July 2022 when Internet 
2.0 published a report from consulting firm Penetrum which alleged that 
the TikTok app “had a server connection to mainland China.” Further, 
TikTok checks its users’ device location at least once an hour, which 
would allow it to track the physical movements of a user, plus it maps all 
the applications that a device is running or has installed.22 Clearly, the 
pressure on TikTok was mounting.

There are still other flows of data moving to China. Whenever Hua-
wei or one of its Chinese competitors builds a “smart city” (also known 
as a “safe city”), in which city managers may have real-time control over 
water, traffic, and garbage, the surveillance cameras in use generate videos 
and images, much of which is transmitted through servers controlled by 
Chinese corporations. Facial-recognition software, which relies on artifi-
cial intelligence trained by this massive pool of images and videos, is then 
sold by Chinese companies to police departments and law enforcement 
agencies throughout the world. This creates a cycle where more and more 
data is piped back to China as Chinese tech companies expand their 
offerings worldwide. The more Chinese tech companies establish an 
international presence, the more data the Chinese government has access 
to. The Internet of Things, in which everything becomes interconnected 
through 5G mobile technology, creates untold opportunities for data 
acquisition.

And that data can be accessed anywhere it sits at rest or where it 
travels. When information traverses the internet, in does so as electronic 
signals riding predominantly on physical wires. When oceans separate 
communicants, the signals ride on any of the more than 380 lines com-
prising the 745,645 miles of submarine cable encircling the globe. Near 
landing stations on the coast, these cables are buried and hardened to 
prevent them from being accidentally cut by ships’ anchors or fishing 
vessels, as well as to prevent sabotage and espionage attempts at shallow 
depths.
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However, as the miles of cable stretch into the deepest parts of the 
world’s oceans, telecommunications companies cease to apply the hard 
outer surface to the cables and simply lay them on the sea floor. Accord-
ing to the U.S. Patent and Trademark Office, the fiber-optic cables trans-
mitting 99 percent of the world’s data communications are no thicker 
than a garden hose.23

These cables are an incredibly lucrative target for spies and saboteurs. 
Both the Chinese and Russians target the undersea cables that carry the 
world’s international communications from one continent to another. 
But they do it differently.

The Chinese try to divert traffic through China and build their own 
undersea communications cables linking continents. If you own the cables 
or can lawfully obtain the information, there is no need for tapping. The 
information that flows through these cables is organized in the form of 
what are called “packets.” The Chinese, in particular, are known for their 
ability to “sniff ” the packets, meaning to look for key phrases or names. 
Because much of the global traffic is business related, the Chinese can 
identify company names or the name of a technology that interests them 
and possibly direct that intercept to a Chinese entity that could benefit.

The Russians, by contrast, have a well-documented history of using 
their naval vessels and submarines to find and tap into the undersea 
cables. A war game hobbyist named H. I. Sutton, who produces the 
Covert Shores blog, has revealed in great detail how the Russian spy ship 
Yantar, which is based in the far northern Kola Peninsula as part of 
Russia’s secretive GUGI (Main Directorate of Underwater Research), is 
used to target cables around the world. Yantar, which the Russians offi-
cially classify as an oceanographic research vessel, is equipped with sub-
mersibles that can dive to depths of over twenty thousand feet. Since it 
launched in 2015, Yantar has loitered and conducted submarine “survey” 
operations off Syria, in the Arabian Gulf, and throughout the Atlantic 
Ocean. This ship’s primary purpose is likely to tap into underwater cables 
owned by foreign companies and identify critical cables that would be 
most damaging if severed during a conflict.24

It is not known whether they have been able to successfully inter-
cept communications, but it is not for lack of trying. And it’s not clear 
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what they would do with the information if they could get it. They could 
make use of it militarily, to inform the Russian navy about U.S. ship 
movements, for example. But Russia does not possess the economic and 
technological sophistication to rapidly absorb and exploit sensitive intel-
lectual property the way the Chinese can.

In short, the world has never before witnessed systematic data collec-
tion on such a massive, global scale. “A new global digital architecture is 
taking shape,” de La Bruyère wrote in “China’s Digital Ambitions.” She 
continued: the new order “is disrupting the existing hierarchy and creat-
ing the foundation for a new kind of geopolitical power. China intends 
to define this digital architecture by building its physical infrastructure 
and corresponding virtual networks and platforms, setting the technical 
standards that govern them, and shaping the emerging global digital 
governance regime. In doing so, it is cementing Chinese control over the 
international flow of data—and, as a result, resources.”

We caught up with de La Bruyère from her base in Washington, 
DC. Originally from the suburbs of New York City, she started studying 
Chinese in school but realized she was going to have to spend time in 
the Chinese-speaking world to truly master the language. So she spent 
two years in Taiwan and China. “I started reading the things the Chinese 
were writing and sensed a gap between what Beijing was saying they 
wanted to do and what was commonly understood here in the United 
States,” she said. She cofounded a consulting company called Horizon 
Advisory, mentioned previously, and is a senior fellow at the Foundation 
for Defense of Democracies.

We asked whether China had caught up with or surpassed the 
United States in any way. “I think Beijing has not caught up in terms of 
the best, flashiest cutting-edge technologies,” she said. “But that’s not the 
only thing that matters. China can access what is developed here because 
of the general openness of our ecosystem and because of their influence 
in the U.S. What they are very good at—and better than us at—is com-
mercializing what comes out of our labs.

“5G is a test case of this. China did not have the best 5G technology. 
But China was the country that was going to invest a lot of money to 
build out these systems, which are expensive. Those are things that the 
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Chinese system is uniquely suited to do because of its size and because 
of its centralized nature. It’s also something the U.S. is very bad at doing 
because we’re fragmented and because of how our private sector works. 
I think in that sense, which is pretty core to the competition, China has 
leapfrogged us.”

It may also have leapfrogged the United States in terms of the 
amount of data it holds, de La Bruyère believes. “If you think about 
emerging technological capabilities, part of it is the skills and the inno-
vative algorithms that are developed, but also part of it is how much data 
do you have,” she said. “That’s somewhere that China has been putting in 
effort and probably has overtaken us there as well.”

How did all this happen? “I think a lot of it is a function of intellec-
tual cultures,” she said. “Being a socialist or at least semi-socialist state, 
China thinks about things in terms of industrial policy and in terms of 
the how goods are produced and states compete for goods. In the United 
States, we tend to be a lot less deliberate about how we think about 
resources and production of them and the competition for them. We are 
not strategic, and we are not long-termists.”

Larry Clinton, president of the Internet Security Alliance, explained 
the Chinese strategy this way in August 2022: “The Digital Silk Road 
strategy integrates what we in the U.S. think of as cybersecurity with 
China’s military, geo-political, economic, and totalitarian philosophy and 
is already successfully creating fissures in the foundation of the post–
World War II, US/Western European world order—which is China’s 
stated goal.” He added, “The U.S. has nothing remotely similar to this 
sort of modern digital strategy.”25

Let’s turn now to the question of what the Chinese do with all the 
data they are acquiring. It appears they are much more sophisticated than 
the Russians are.

Different pieces of the Chinese party-state have stolen or obtained 
these different flows of data. That suggests that the stolen data is not all in 
some centralized warehouse—partly because no entity in the world could 
house all that data—but rather it resides in “data lakes” that different 
elements of the government, tech sector, and military control.
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Our sources tell us that the Communist Party organizes committees 
of different sizes to coordinate with government agencies and the PLA 
on most policy issues. If the party says to the Ministry of State Security 
and to a unit of the PLA that it wants to target a certain foreign institu-
tion or set of individuals, the different organizations can query their data 
lakes for any number of identifiers to aggregate what is known about a 
target.

The party-state clearly can also tap the resources of China’s tech-
nology companies, which are increasingly under its thumb. The Aus-
tralian Strategic Policy Institute has a project called Mapping China’s 
Tech Giants, and it follows Chinese tech companies, all of them heavily 
involved in the collection and processing of vast quantities of per-
sonal and organizational data—everything from personal social media 
accounts to smart cities data to biomedical data.26 China’s “military-civil 
fusion” proclaimed by President Xi Jinping means that any information 
that exists in any Chinese entity’s possession can be used by the PLA, 
and vice versa. The party controls everything.

One obvious use for all the data is to create profiles of prominent 
individuals—not just CIA agents, but researchers and business execu-
tives as well. If the Chinese government can assemble a portrait of an 
individual’s health, travel experience, and financial position with flows 
of information from social media, facial-recognition cameras, and other 
sources, it’s easy to see how a rich understanding of that individual could 
be developed. “The data is used to create or improve profiles,” Mandiant 
analyst Scott Henderson told us. “They can likely punch in a person’s 
name and see where they live, what their dog’s name is, and how many 
kids they have. They think it is important to get the best profile of 
someone.”

Several other factors make China’s theft of data incredibly dangerous 
for national security. Security clearance information allows the Chinese 
intelligence services to positively identify American military officials 
and intelligence officers, as noted. Travel and hotel information allows 
China to determine normal travel activity for certain types of American 
officials—what intelligence officers refer to as “pattern of life.” And credit 
information reveals who among the American military and intelligence 
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community could be susceptible to being lured into espionage due to 
financial distress.

By combining the fruits of many different data streams, Chinese 
intelligence services have enough information to identify intelligence 
officers and military officials, understand where and when they travel, 
and even predict which hotels they will stay in. Chinese intelligence ser-
vices can then couple this powerful data set with their unfettered access 
to every database in mainland China and identify Chinese citizens and 
government employees who travel to the same locations at the same 
time as American military and intelligence officers. In other words, by 
applying Big Data analytics to potentially billions of records obtained 
through hacking U.S. companies and through China’s authoritarian legal 
construct, Chinese intelligence services can render U.S. intelligence oper-
ations targeting China all but obsolete.

To be sure, there are technical problems in making full use of all the 
stolen data. One problem is that some data is “structured,” meaning it 
exists in the form of words or numbers that can be easily analyzed. But 
other data is “unstructured,” meaning it is in the form of pictures or video 
or voice, with limited identifying information. The U.S. Department of 
Defense tackled this problem in Iraq when U.S. military forces were 
seeking to respond to the use of improvised explosive devices (IEDs) 
that were planted along roads and in villages. The Americans had satellite 
images and images from cameras located in the war zone, but extract-
ing actionable data required them to make sense of the images. That’s 
what the California-based software company Palantir excelled at. Using 
high-quality imagery from satellites and drones flying overhead, Palan-
tir’s software could identify disturbed earth on roadsides or in ditches 
along convey routes. The Chinese have either developed or stolen very 
similar capabilities.

Inevitably, machine translation and artificial intelligence will have 
to be used before the massive sea of data can truly be tamed. Natural 
language processing—meaning teaching machines to actually understand 
the words they are hearing—is one piece of the challenge. Ultimately, 
these advanced tools could give the Chinese access to American decision 
making in real time. “China wants to have somebody sitting in a big 
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control room in Beijing with a set of screens in front of them looking at 
every computer system in the United States on a real-time basis,” Dick-
inson, the lawyer who lived in China for fifteen years and is steeped in 
Chinese national security culture, told us. “Not just computer systems, 
but also every Internet of Things system, every cell phone system. They’ll 
use artificial intelligence to filter the information so that it’s not just a 
random blob on the screen. That’s their goal. There’s no question about it.”

In fact, the massive theft of data may be helping to improve China’s 
artificial intelligence capabilities. One of the keys to creating AI algo-
rithms or programs is to train them on large data sets. They learn and 
improve after consuming massive amounts of data. The Chinese have had 
an advantage in some respects because of their own large population that 
is not protected by any meaningful privacy provisions. But now the Chi-
nese are obtaining massive foreign data from applications such as Tik-
Tok and Zoom, services such as safe/smart cities, and Huawei’s massive 
telecommunications infrastructure in non-Chinese markets. “This is very 
difficult work, but there is enormous potential to be had from it,” de La 
Bruyère said. “You have to assume they are developing these capabilities.”

There are important implications for the use of artificial intelli-
gence in cyber warfare and cybersecurity. China, with its total access to 
near-limitless data traversing every network within its borders, may soon 
be able to train AI-based cyber defense tools using these data sets and 
develop cybersecurity behavioral models. This capability, coupled with 
China’s Great Firewall, will give the Middle Kingdom’s cyber defense 
teams an incredible advantage in cyber warfare.

Indeed, as one might expect, the Chinese are pouring massive 
resources into all aspects of data storage and data science to advance these 
goals. One key: with 1.4 billion people, they are in a strong position to 
collect huge domestic data sets and to develop enough technical talent 
to power their Big Data analysis capabilities. The Chinese traditionally 
believe that education is the key to success and that technology offers 
China a future advantage; Big Data analytics is critical to advancing 
China’s authoritarian worldview. The Chinese steal data even if they 
currently don’t have use for it or know exactly what to do with it. The 
assumption is that over time their skills will improve. They are playing 
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the long game. “The CCP collects data in bulk and worries about what to 
do with it later,” Australia’s Hoffman has said. “Even if it’s not all imme-
diately usable, the Party anticipates better technical ability to exploit the 
data later on.” With China’s long-term goal of global supremacy and its 
devotion to meeting strategic benchmarks, data is truly proving to be the 
oil on which the Chinese machine runs.

* * *

One question we often hear when discussing all this is: Don’t American 
technology companies do some of the same things that China does? 
Why are you picking on the Chinese if America’s Big Tech companies 
are intruding into people’s lives as well?

It’s true that if you do a search on Google for, say, a hotel room in 
a different city and then log out without taking any action, Google sells 
that information to hotels or tourist associations in that city, and voila! 
Pretty soon you will see hotel ads from that city and airline flights pop-
ping up on your device. Tech companies can even follow you from one 
platform to another using third-party cookies. American companies are 
also seeking to use AI to look for trends in the massive data sets they have 
acquired. All of this can happen because U.S. privacy laws are lax com-
pared with Europe’s—apart from a handful of states that have enacted 
state-specific privacy laws, California being the most prominent.

The key difference between what the Chinese are doing and what 
America’s Big Tech companies are doing is that the American com-
panies simply wish to make money. It’s not about control or influence, 
other than for pecuniary gain. But Chinese tech companies are different. 
China views its private sector as another weapon in its arsenal. Chinese 
companies work hand in hand with the Chinese military and intelligence 
services to weaponize data to control individuals, companies, and nations. 
For companies in China, this is not optional. A series of laws compel 
companies operating in China to provide Chinese intelligence and 
security services unfettered access to their databases. Where the Fourth 
Amendment to the U.S. Constitution was crafted to protect individual 



The Most Hacked Nation on Earth?
Taiwan is arguably the most hacked nation in the world—certainly 
when adjusted for the size of its population (23.5 million). China 
does not consider it a nation but rather a renegade island that 
must be conquered through whatever means necessary. As a result, 
Taiwan’s government reports twenty to forty thousand cyberattacks 
from China each month.27

To learn more, coauthor Bill Holstein spoke with Howard 
Jyan, director-general of the Department of Cybersecurity under 
Taiwan’s Executive Yuan (i.e., the cabinet). They spoke on Google 
Meet, not Zoom, which Taiwan government agencies are barred 
from using because it is owned by China and is widely seen as an 
intelligence-gathering tool.

Question. You get twenty to forty thousand attacks each 
month?
Jyan. That is only on the government side (not including the 
private sector). All the government agencies are connected 
through a dedicated government service network. Our team 
monitors this network. We can collect cyberattacks against 
the government. We have some ability to ferret them out, to 
remove those attacks from the network.

Most of the attacks are from the other side (China). The 
reason we know is not based on IP (internet address) tracing. 
We analyze the pattern for each different group. They have 
their own patterns.

The APTs (advanced persistent threats) have defined 
their own scope. Some of the APTs are targeting Taiwan. 
Some of the APTs are targeting Tibet. Some of them are 
targeting Hong Kong. Usually there are three to five APTs 
attacking Taiwan. Some are focused on foreign affairs. Some 
are focused on Pacific Ocean affairs. And others are focused 
on the semiconductor industry.



Question. Are the attacks coming from APTs associated 
with the People’s Liberation Army (PLA) or those associated 
with the Ministry of State Security (MSS)?
Jyan. In the beginning, all the attacks were either from the 
PLA or the national security bureau (MSS). In recent years, 
we have found that they are cooperating more with the pri-
vate sector and semi-military groups.
Question. How are the attacks made?
Jyan. They have lots of mechanisms and different channels. 
They use social engineering mechanisms, like emails with 
malware inside or emails with phishing links. They also have 
spread and delivered malware, or backdoors, to users’ end 
devices. They have used more pro-active attacks against some 
critical infrastructure. There are a lot of different ways to do 
this. Sometimes we can trace an attack back to the original 
group.

Sometimes if an attack on Taiwan is successful, maybe six 
months or one year later those attacks will show up in other 
countries. Sometimes they use Taiwan as a test bed.

Two years ago, Taiwan’s CPC Corporation, the state-
owned oil and petrochemical company, was attacked by 
APT41. We found out about it and stopped this attack. We 
called a meeting to ask internet service providers to come 
together. We shared information and asked them to improve 
and enhance their defenses. We stopped a second wave of 
attacks against the company. We shared that information 
with the United States. A few months later, the United States 
charged some members of this hacking group. It’s one way we 
are cooperating.
Question. It’s difficult for the U.S. government to inspect or 
audit the networks of its suppliers. How do you handle that 
issue?
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rights, Chinese laws are crafted to protect and advance the agenda of the 
Chinese Communist Party, at the expense of individual rights.

Even in a world filled with cynicism, they are operating with a far 
more complex and sinister agenda than America’s private sector. Chi-
nese companies and spies systematically collect unfathomable troves of 
data—from genetic and health information to location data to endless 
facial-recognition scans via TikTok. The chief end goal of collecting this 
data is not to capture market shares; it’s to advance China’s ambitions of 
global hegemony. “The CCP’s methods are not that different from what 
we see in the global advertising industry,” said Hoffman. “But instead of 
trying to sell a product, the CCP is trying to exert authoritarian control. 
It’s using capitalism as a vehicle to access data that can help it disrupt 

Jyan. Last year, there was one private-sector company that 
had malware and a backdoor installed by an APT group. The 
company had contracts with forty different government agen-
cies. We set up a joint auditing group to ask representatives of 
the major agencies and auditors to work together. We cleaned 
up that malware to guarantee that the government agencies 
were safe. Cybersecurity is not only the responsibility of gov-
ernment agencies. The private sector is part of the protection.
Question. Is it true that mobile phones made by China’s 
Xiaomi have backdoors?
Jyan. Not only that. They also have a vocabulary list. Last 
year, there was one company I won’t identify that checked the 
Xiaomi mobile phone and found a vocabulary list inside it. 
After that, we checked the Xiaomi product sold in Taiwan, 
and we discovered that it’s most sophisticated. The vocabulary 
list is dynamic. . . . It is updated frequently. They are looking 
for words like “Falun Gong” or “Taiwan independence” and 
others. They will ferret out the messages that contain those 
words.
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democratic processes and create a more favorable global environment for 
its power.”28

China and Russia exercise centralized governmental control of West-
ern data, says Doowan Lee, a strategic adviser to the Institute for Security 
and Technology and adjunct professor of politics at the University of 
San Francisco. He is a national security expert who previously taught at 
the U.S. Naval Postgraduate School. “It boils down to two compounding 
variables,” he told us. “Number one is about commodification of privacy 
data. Think about what we do online and how it is harvested and pack-
aged into different data payloads and then traded. Data weaponization is 
possible because companies and business organizations can commoditize 
what we do online and do it at scale.

“The second variable is the asymmetry of control over commercial-
ized privacy data,” he explained. “If you look at China, if you look at 
Russia, if you look at Iran, the nondemocratic countries, they can impose 
centralized ownership of the data. That’s pernicious. In the West, we 
have the same commoditization of privacy data, but there is no state 
ownership of it. This is the main schism between the West and the non-
democratic axis.”

We also get asked, how does what the Chinese are doing compare 
to what America’s security apparatus does, including the use of wiretaps? 
Unlike China, the United States has real, enforceable laws that regulate 
the government’s right to access information about U.S. citizens. For 
example, the Foreign Intelligence Surveillance Act (FISA), enacted in 
1978, requires the U.S. attorney general to report on the use of wiretaps 
to the House and Senate intelligence committees. The goal of wiretap-
ping is to trace criminal or terrorist activity. There were 376 targets of 
court-approved wiretaps by the NSA in 2021 according to a report by the 
Office of the Director of National Intelligence. Some 309 of them were 
foreigners; 67 were U.S. citizens.29

Do some abuses occur? Almost certainly. But there is no comparison 
in terms of scale—the Chinese have stolen billions of pieces of informa-
tion about Americans. And the U.S. government must live within a legal 
framework and face constant scrutiny. There are no legal constraints of 
any sort on the Chinese government’s operations anywhere in the world. 
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And without constraint, the Chinese Communist Party is collecting and 
analyzing data on a massive scale to bring to fruition its authoritarian 
global ambitions.
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Stoking the Flames
How Malign Influence Exacerbates America’s Political 

Divides and Ethnic Tensions

Information is power. It shapes opinion, and opinion shapes 
actions. Russian and Chinese strategists have a master’s level understand-
ing of how to use and shape the information space to achieve their objec-
tives—both through their own domestic information ecosystems as well 
as ours. However, it must be acknowledged at the outset that the United 
States has not done a good job maintaining the integrity of its infor-
mation ecosystem. Thousands of newspapers have gone out of business, 
resulting in “news deserts” in many cities and regions, while others have 
been purchased by hedge funds determined to milk them for profit. The 
mainstream media has allowed itself to be polarized into the Fox News 
universe and the MSNBC universe—or worse. The reason that American 
politics is so vicious is that no one can agree on basic facts.

We saw this play out in coverage of COVID-19. More than 1 mil-
lion Americans lost their lives to the disease partly because many of them 
believed the facts as presented by far-right media echo chambers—that 
it was a Democratic conspiracy against President Donald Trump, and 
no masks or vaccinations were needed. Simultaneously, whole cities were 
overrun by lawless mobs, cheered on by MSNBC commentators and 
Democratic legislators championing calls to defund law enforcement, 
whose very job it is to secure those cities.
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We spoke with Christopher Hadnagy, who is a leader in the field 
of social engineering and whom we introduced briefly earlier. His latest 
book, Human Hacking: Win Friends, Influence People, and Leave Them 
Better Off for Having Met You, was released in January 2021. Early in 
the COVID-19 pandemic and at the height of the Black Lives Matter 
protests, Hadnagy’s team conducted an experiment. “We took two brand 
new burner phones,” he said. “There was nothing installed on them other 
than fake Instagram accounts, which we had created.” Hadnagy used one 
phone to query Instagram for the term “Cop helps Black guy.” “I wanted 
a video of a cop helping Black people,” he said. On the other phone, he 
searched for “Cop shoots Black guy.” The Instagram feeds resulting from 
a single search were stunning. “On one phone, it was all cops helping 
everybody,” Hadnagy told us. “They were the friendliest cops on the 
planet. But on the other phone, I got cops who were dirty and bad and 
shooting everybody.”

Part of the problem is how social media algorithms are designed 
to keep users in their echo chambers. “The way social media providers 
make a profit is by making sure you stay connected to them for hours 
because then ads are fed to you, and when ads are fed, they make money,” 
Hadnagy said. “As a society, I believe we’re addicted to social media, and 
applications like TikTok have proven it. Complete nobodies can become 
millionaires and celebrities overnight because they did some dance on 
TikTok for thirty seconds. Teenage girls are putting on wet T-shirts, and 
all of a sudden they’ve got a million followers.”

“The second half of the explanation,” Hadnagy continued, “is that 
other nation-states see that America is addicted to social media, that we 
live on it, that many people literally don’t have real jobs because they make 
money running TikTok videos. Nation-states look at that and go, ‘Holy 
crap, we can disrupt pricing, we can disrupt elections, we can disrupt 
democracy. All we have to do is feed whatever garbage we want into the 
main pipe where the American people are consuming their ‘knowledge’ 
from. Adding just a little bit of kerosene to the flame can ignite massive 
social disruption. Many people think they know everything because they 
saw it on social media.”
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Massive consumption of social media is largely to blame for the com-
plete atomization of every societal issue. Millions of Americans consume 
news on their handheld devices from websites and online sources that 
reinforce their particular views and shield them from anything approach-
ing an objective truth. Fully one-half of Americans consume news via 
social media according to a poll by the Pew Research Center.1 Like Alice 
venturing into Wonderland, we are individually being led down our own 
individualized rabbit holes. And the more ideologically and politically 
fractured we become as individuals, the more susceptible we become, as 
a nation, to the perils of foreign influence. According to a 2019 study by 
cybersecurity firm SafeGuard Cyber, “(nation-)states facing the highest 
volume of misinformation messaging are prime targets because of exist-
ing socio-political tensions.”2

Russia
In the face of international backlash following Russia’s invasion of 
Ukraine in 2022, Putin borrowed a page from China—which long 
ago erected its Great Firewall to control its citizens’ access to Western 
media—and shut down all flows of information about his “special mili-
tary operation” from reaching Russian citizens. Ukrainians who reached 
out to friends or family in Russia by telephone in the early days of the 
war were surprised to learn that the Russian populace had no idea that 
the Russian military was raining destruction on Ukrainian cities and 
committing war crimes. There are signs that Putin’s information black-
out may be weakening, but some experts say that the closure of Russia’s 
information ecosystem, combined with the establishment of China’s 
Great Firewall, represents a fracturing of the single global internet that 
we know today into smaller, self-contained “splinternets.”

Efforts by the Russian and Chinese governments “to control con-
tent on social media platforms and to impose email censorship (along 
with extensive user surveillance) are the most visible manifestation of 
governmental pushback against the open and unregulated nature of the 
Internet,” the National Academies of Sciences, Engineering, and Medi-
cine published in a report on encryption in 2022. “To the extent that this 
trend intensifies, it could entail the end of the World Wide Web, and 
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the development of the ‘splinternet’—with individual countries or blocs 
of like-minded countries imposing substantive content requirements 
enabled by technological distinctions at national levels.”3 But this frac-
turing only represents defensive measures taken by autocratic regimes. 
On the offensive side, Beijing and Moscow continue to take advantage 
of America’s free market of ideas to inundate the American population 
with propaganda.

We know with certainty the Russians hacked the Democratic 
Party’s computers and released a steady drip of inside information via 
WikiLeaks that helped President Trump prevail over Hillary Clinton in 
the 2016 election. WikiLeaks had a disruptive agenda and operated as 
a proxy for Russian intelligence services, not from a commitment to any 
higher truth. Whether those actions impacted the election outcome is 
still hotly debated. What is not debatable, however, is that it never should 
have happened—but it did.

Beginning in March 2016, the Russian military intelligence ser-
vice—the Main Intelligence Directorate of the General Staff of the 
Armed Forces (GRU)—compromised email accounts of candidate Hil-
lary Clinton’s campaign chairman and employees, as well as the computer 
networks of the Democratic National Committee and the Democratic 
Congressional Campaign Committee.4 These cyber operations resulted 
in the compromise of hundreds of thousands of documents that Russian 
intelligence services leaked to the public through the fictitious personas 
“DCLeaks” and “Guccifer 2.0.”5 The most significant aspect of this cyber 
operation was the public disclosure by WikiLeaks of emails allegedly 
stolen from the Clinton campaign chairman, John Podesta, hours after 
the Washington Post published a lewd video considered damaging to 
then-candidate Donald Trump.6

This leak of stolen private emails from the Clinton campaign also 
corresponded with a significant increase in malign influence activities on 
social media by Russia’s Internet Research Agency (IRA).7 On October 
6–7, 2016, at times corresponding to the Washington Post publication, 
IRA operatives posted more than eighteen thousand messages on Twit-
ter, allegedly seeking to diminish the impact of the Post’s revelation while 
simultaneously undermining the Clinton campaign.8 Using fictitious 
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virtual personas, IRA operatives, posing as Americans, connected with a 
significant number of Americans to obstruct the political processes of the 
United States through fraud and deceit.9

The Russians appear particularly skilled at playing both sides of 
America’s partisan wars. Hadnagy said he had an associate whose 
company analyzes threats. “They uncovered social media accounts that 
literally were owned by the same Russian group but were arguing with 
each other to create the heat,” he told us. “So, you’ve got one group over 
here that’s saying, ‘We should arm all the teachers,’ and you have another 
group there that says, ‘All guns should be banned in America.’

“Now you’re getting the tribes together and you’re creating the cat-
alyst for it. I don’t want to give them credit, but it’s genius if you own 
both sides of the argument. You can keep fanning the flames nonstop 
because if at any time the debate cools down, you can jump back in and 
fan the flames again. It’s great for Russia to see political discord in this 
country. It hurts our economy, it hurts tax collections, and it hurts faith 
in the government.”

One of the smartest analysts of the Russian disinformation game 
is arguably Clint Watts, author of the book Messing with the Enemy: 
Surviving in a Social Media World of Hackers, Terrorists, Russians, and 
Fake News. A West Point graduate and former special agent with the 
Federal Bureau of Investigation, Watts has spent a career identifying and 
countering malign influence. He has documented how, in the 1980s, the 
lead Soviet spy agency, the KGB, used what they called “active measures” 
to plant bad information around the world, including the false narrative 
that the U.S. government unleashed the AIDS virus on unsuspecting 
populations.10

The Russian hand in America’s 2016 elections was something Watts 
watched in real time. “Starting in the late summer of 2015 and extending 
through the fall, Russia undertook the largest, most sophisticated, most 
targeted hacking campaign in world history, breaking into the email 
accounts of thousands of American citizens and institutions,” he wrote.

Today, he and his colleagues at the Foreign Policy Research Insti-
tute have mapped out the entire Russian disinformation ecosystem. At 
the heart of the system are three intelligence agencies—the FSB, which 
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replaced the Soviet-era KGB but which operates in a very similar man-
ner; the GRU, which is the military’s intelligence arm; and the separate 
SVR, which is a foreign intelligence service that performs some of the 
functions that the KGB once did. Each of the three agencies uses front 
news organizations whose anti-Ukrainian and anti-American stories are 
picked up by English-language websites. The Russian media environ-
ment “is built on an infrastructure of influencers, anonymous Telegram 
channels, and content creators with nebulous ties to the wider ecosys-
tem,” Watts said.11

In one sense, the Russians may be cleverer than the Chinese because 
they understand “wedge” issues such as gun control and abortion, and 
they play both sides. Watts’s team showed how, on Ukraine issues, the 
Russians put out starkly different messaging on social media.

To right-wing English-language audiences, it planted articles saying 
“Russia: Hunter Biden Connected to Financing of Pentagon Funded 
Bio-Labs in Nazi-Led Ukraine.” At the same time, it planted this head-
line in left-leaning publications that could be expected to be suspicious 
of NATO: “Give War a Chance: NATO and Neo-Nazis Want Ukraine 
Conflict to Go on Forever.”

Although it was considered a ransomware attack, one newly emerged 
Russian hacking group called SiegedSec sought to exploit America’s 
raging abortion debate following the Supreme Court’s decision to over-
turn Roe v. Wade. SiegedSec announced that it had hacked the servers 
of pro-life (antiabortion) state governments in Kentucky and Alabama. 
“Like many, we are also pro-choice, one shouldn’t be denied access to 
abortion,” it wrote in a run-on sentence, possible evidence that a nonna-
tive English speaker wrote it. “Keep Protesting, Keep Yourself Safe, Fuck 
the Government,” it wrote, obviously trying to inflame passions.12

The Internet Research Agency is an important part of the Russian 
ecosystem seeking to exploit America’s wedge issues. A criminal com-
plaint filed against it in the Eastern District of Virginia, even after the 
2016 election, charged that the agency sought to inflame American 
divisions on issues such as “immigration, gun control and the Second 
Amendment, the Confederate flag, race relations, LGBT issues, the 
Women’s March, and the NFL national anthem debate.”
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The most recent racially motivated revelation came in July 2022 
when the Justice Department charged Aleksandr Viktorovich Ionov of 
spreading propaganda through a U.S. African American group. Ionov 
remains in Moscow and is hardly at risk of arrest as long as he stays there. 
But the details of what he did—and what his American allies did—are 
revealing.

Working with the Russian intelligence agency FSB, Ionov developed 
a relationship with the Uhuru Movement, which is part of the African 
People’s Socialist Party and has been based in St. Petersburg, Florida. 
Ionov paid to fly the founder and chairman of the group, Omali Yesh-
itela, to Moscow in 2015. It’s not clear if any money changed hands, but 
Yeshitela told colleagues upon return to the United States that he wanted 
the Uhuru Movement to be “an instrument” of the Russian government. 
Just weeks after the Ukraine invasion, the Uhuru group allowed Ionov 
to appear on their YouTube livestream where he said, “I would like to 
address the free people around the world to tell you that Western pro-
paganda is lying when they say that Russia invaded Ukraine.” The fact 
that a domestic U.S. group would seek to enlist Russian support and 
extend support in return demonstrates how deeply the Russians have 
penetrated.13

It was also disclosed in September 2022 that the Internet Research 
Agency was behind a major collapse of the Women’s March movement 
years earlier in 2017.14 The controversy centered on Linda Sarsour, who 
was one of the prime movers behind the Women’s March, a mobilization 
against President Trump. More than 4 million people around the United 
States took part in rallies in January 2017.

Within days, the Internet Research Agency launched a massive 
online campaign to discredit the Women’s March and sow the seeds of 
bitter controversy between white and Black feminists, between Jews and 
Muslims, and other groups. Here’s how the New York Times, which broke 
the story exclusively, told it:

At desks in bland offices in St. Petersburg, using models derived from 
advertising and public relations, copywriters were testing out social 
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media messages critical of the Women’s March movement, adopting 
the personas of fictional Americans.

They posted as Black women critical of white feminism, conser-
vative women who felt excluded, and men who mocked participants 
as hairy-legged whiners. But one message performed better with 
audiences than any other.15

It singled out the fact that of four cochairs, Sarsour was a Palestinian 
American activist whose hijab marked her as a Muslim. One hundred 
fifty-two different Russian accounts produced material about Sarsour, 
and public records show that 2,642 tweets were launched, many finding 
large audiences.

It is the interplay between Russian propaganda outlets and troll 
farms on the one hand and Fox News, Newsmax, One America News, 
and similar organizations on the other that is most troubling to us. The 
coauthors of this book are both radical centrists, dismayed at the antics 
of those who have divided America so sharply. In this case, even though 
American conservatives have been fiercely critical of the Soviet Union 
and now Russia, different individuals, such as Fox News host Tucker 
Carlson, have made common cause with Russia’s disinformation masters. 
Both Russia Today and Chinese state media broadcast clips of Carlson 
to support the idea that the United States was developing bioweapons in 
Ukraine.16 In effect, these conservative voices are working with one devil 
to undercut President Biden, whom they regard as an even worse devil.

We reckon that history will show they helped undermine and dis-
credit the very nation they professed to love. “People are asking if the 
far right in the U.S. is influencing Russia or Russia is influencing the far 
right, but the truth is that they are influencing each other,” said Thomas 
Rid, a professor at Johns Hopkins University who studies Russian infor-
mation warfare. “They are pushing the same narratives.”17

Russians speak openly about their strategy to destroy America from 
within on public television. Russia’s Malek Dudakov, a political scientist 
specializing in America, said on Russian television in March 2022, “With 
America, we should be working to amplify the divisions and—in light of 
our limited abilities—to deepen the polarization of American society.”
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He continued: “There is a horrific polarization of society in the 
United States, very serious conflicts between the Democrats and Repub-
licans that keep expanding. You’ve already mentioned that America is a 
dying empire—and most empires weren’t conquered. They were destroyed 
from within. The same fate awaits America in the near decade.”18

All these sorts of messages become more powerful when the Chinese 
amplify them. Sputnik television alone has reached seventeen agreements 
with major Chinese media, which shared its articles 2,500 times in 2021 
according to Vasily V. Pushkov, the international cooperation director for 
Rossiya Segodnya, the state company that owns and operates Sputnik.19

China
The Chinese use the term “global discourse” to describe the battlefield of 
opinion. They want to erode the ability of Western media organizations 
to define that global discourse and replace it with flows of information 
that, in the words of Xi Jinping, “tell China’s story well.” It is an incred-
ibly ambitious agenda—one that China shares with Russia, and it is 
showing signs of success.

The Chinese also learned from Russia’s interference in the 2016 elec-
tion. They are using social media to create an alternative anti-American, 
anti-Western narrative that some people in the world—in places such 
as Africa, the Middle East, and Asia—seem to be accepting. China and 
Russia are also seeking to widen the political and ethnic divides within 
the United States and between its allies.

One of the best examples of how China is cooperating with Russia 
to undermine the world’s democracies is China’s amplification of Rus-
sian president Vladimir Putin’s justification for his invasion of Ukraine. 
According to the Russian narrative, the United States and its NATO 
allies forced Putin to invade Ukraine, which was on the verge of invading 
Russia, the Kremlin claimed. Ukrainian “neo-Nazis” intended to commit 
“genocide” against the Russian population in Ukraine’s eastern regions 
and in Russia itself. All these accusations were broadcast and posted so 
thoroughly in China that the Chinese people, as a whole, were persuaded 
that Putin’s war was a just one.
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Prior to the Russian invasion of Ukraine, the Chinese Communist 
Party even created a 101-minute video that compliments Putin for seek-
ing to cleanse Russia of Western-inspired political and cultural toxins. 
This is the core maxim of authoritarianism: anything that challenges the 
state is evil and must be eliminated. “The most powerful weapon pos-
sessed by the West is . . . the methods they use in ideological struggle,” 
the video’s narrator states.

In the worldview shared by Putin and Xi, Mikhail Gorbachev was 
“not enough of a man” to stand up to his own people, and his weakness 
in the face of shifting social movements directly resulted in the collapse 
of the Soviet Union in 1991. Chinese leaders also blame Gorbachev for 
visiting China in May 1989, which helped fuel student unrest that ulti-
mately led to the brutal crushing of dissent in Tiananmen Square on June 
4, 1989. “They have taken only one lesson from [the Soviet collapse], and 
that is you do not allow any freedom of expression,” Sergey Radchenko, a 
professor at the John Hopkins School of Advanced International Studies, 
said, “because this kind of freedom inevitably leads to loss of political 
control and that creates chaos.”20

Despite American social media platforms banning Russia Today 
and Sputnik from appearing on their sites after the Russian invasion of 
Ukraine, Chinese influencers continued to circulate pro-Putin reports 
on Facebook, where its channels command more than a billion viewers 
worldwide. “As Western governments collectively encouraged Silicon 
Valley to restrict the reach of Russia’s disinformation ecosystem, China’s 
propaganda system quickly became an alternate vehicle for the Kremlin’s 
false narratives,” a report from the Australian Strategic Policy Institute 
concluded.21

Simply because they have more money and people, the Chinese 
appear to be somewhat bigger players in America’s social media and 
traditional media environment than the Russians at the moment, even 
if the Russians have been successful in finding common ground with 
right-wing media personalities such as Fox News’s Tucker Carlson. The 
evidence of what the Chinese are doing is everywhere.

The Central Committee of the Communist Party demonstrated in 
November 2021 just how seriously the party regards the internet. “The 
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Central Committee has made it clear that failure in the cyberspace 
domain will spell disaster for the Party’s long-term governance,” China 
Daily quoted a Central Committee document as saying. “The Party 
therefore attaches great importance to the Internet as the main arena, 
battleground, and frontline of the ideological struggle” against Western 
values.22

The pugnacious former Chinese Foreign Ministry spokesperson 
Zhao Lijian boasts that he personally has more than a million followers 
on Twitter (@zlj517). One role Zhao performs, whether consciously 
or not, is to amplify disinformation that comes from suspected Rus-
sian spinmeisters. In March 2020, just after the pandemic started, he 
retweeted a report from the Canadian Centre for Research on Global-
ization that concluded the coronavirus had started in the United States. 
Zhao asked his followers to retweet it further. But the think tank and 
website (www​.globalresearch​.ca) are run by Michael Chossudovsky, a 
former professor at the University of Ottawa, and the website has been 
cited by the State Department as being “Kremlin aligned.” So, a Russian 
sympathizer created fake news under the rubric of a Canadian think tank, 
and the Chinese government promoted it.23

Chinese government entities, in fact, are flooding global social media 
with fake accounts used to advance their authoritarian agenda and con-
fuse the world about issues such as its repression of the Uighurs. The New 
York Times obtained documents online from the Shanghai Pudong Public 
Security Bureau Public Opinion Technology Services, published in Man-
darin. The office was looking for private-sector contractors to do its dirty 
work. The key platforms were Twitter and Facebook—both of which are 
banned in China, but which the Chinese government is using to pene-
trate the American information ecosystem. The public opinion specialists 
in Shanghai were looking for contractors to rapidly create websites that 
would distribute false information using “bots,” which are fully automated 
accounts operated by a program rather than a person, allowing posts to be 
published in volumes not possible for human-operated accounts.24

The Chinese scheme was observed shortly after the outbreak of the 
COVID-19 pandemic. To combat true reporting linking the origins of 
the virus with Wuhan, China, Chinese government influence operators 

www​.globalresearch​.ca


90

﻿﻿﻿Chapter 5﻿﻿﻿﻿﻿﻿﻿

created a fictitious Swiss biologist to malign the United States. “Wilson 
Edwards” loudly proclaimed that the United States was interfering with 
the World Health Organization’s (WHO) efforts to track down the 
origins of the coronavirus in Wuhan—even though it was really the Chi-
nese government that was hampering the WHO inquiry. The actors then 
used more than five hundred Facebook accounts to amplify this message 
worldwide. The Swiss government, when asked, said a Swiss citizen 
named Wilson Edwards did not exist. But the fake scientist’s accusations 
had already been quoted in the Chinese media. Facebook took down the 
accounts—after the fact.

It does not seem to matter that Twitter and Facebook take down fake 
Chinese government accounts after they have been revealed, because the 
government simply launches more. They can do so at an astounding rate 
at least partly because of their automated bots.

“It doesn’t matter if an individual account or even thousands of 
accounts are suspended,” Darren Linvill, a professor at Clemson Univer-
sity who studies social media disinformation, said to the New York Times. 
“They create more at an astounding rate, and by the time the account is 
suspended (which is often very quickly) the account has already done 
its job.”25 But, as SafeGuard Cyber points out, “information warfare is 
waged on multiple fronts.” Social media platforms are “but one facet of 
social media operations to influence conversations and perceptions.”26 It 
has reached the point that the Chinese and Russian information opera-
tors can influence Google, YouTube, and Bing search engine rankings of 
articles and videos on issues that are vital to them.

The Brookings Institution and the Alliance for Securing Democ-
racy reported that China’s global news and propaganda infrastructure, 
including websites located outside of China, can shape how articles on 
the Uighurs in Xinjiang Province, for example, are ranked and displayed 
in search engine rankings in the United States and elsewhere. SafeGuard 
Cyber refers to this practice as “black-hat SEO”—or search engine opti-
mization.27 The tactic involves the use of bots to promote articles that 
give favorable impressions of Chinese policies to the first page of search 
engine results. According to Forbes, 75 percent of web surfers never 
scroll beyond the first page of results.28 That means that if the Chinese 
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government can manipulate American search engines through ad buying 
such that the first page is predominantly pro-China, the vast majority 
of American internet users will only see what the Chinese Communist 
Party is feeding them.

More alarmingly, this is not a two-way street. The dominant Amer-
ican search engines are little used in China, with restrictions causing 
Google to command only 2 percent usage throughout the Middle King-
dom. And because the Chinese government compels its search engines to 
require that advertisers obtain an internet content provider license from 
the state in order to advertise, the government has significant control 
over attempted manipulations of its information space. In other words, 
Chinese black-hat SEO is a one-way influence effort.

The ways that the Chinese attempted to control and influence cov-
erage of the Winter Olympics in Beijing in February 2022 were particu-
larly revealing. The Chinese government and the International Olympic 
Committee (IOC) knew that China’s critics were going to try to use the 
games to shine a spotlight on not only China’s treatment of its Uighur 
population, but also on its significant increase in political repression in 
Hong Kong, as well as its constant military and diplomatic pressure 
against Taiwan, the Philippines, and other neighboring countries.

The Chinese, in the absence of any meaningful pressure from the 
IOC, took advantage of the COVID-19 pandemic to impose the strict-
est controls on Western journalists that were conceivably possible. The 
journalists were kept in “closed loops,” far removed from Chinese society. 
It was a dramatic shift from the relative openness that the Chinese gov-
ernment tolerated for the 2008 Summer Olympics, which were also held 
in Beijing.

But China went far beyond controls on foreign journalists. Chinese 
diplomats hired at least one public relations firm—New Jersey–based 
Vippi Media—to run a social media campaign led by “influencers” to 
promote the games. A contract filed in the official registration of foreign 
agents in Washington, DC, showed that the diplomats paid the firm 
for at least 3.4 million impressions on TikTok, Instagram, and Twitch, 
highlighting “touching moments” and “positive outcomes” at the games.
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To do that, Vippi Media hired a Real Housewives of Beverly Hills 
TV star of Chinese descent (who also claimed lineage to Confucius), a 
Paralympic swimmer, and a self-described “brand king,” among others, 
to promote the touching moments on Instagram and TikTok. These 
influencers had about 5 million people who followed their videos, pho-
tos, and other content on everything from travel to sports and from 
fashion to women’s issues. The posts were not properly labeled as ads, as 
required by TikTok and Instagram. This social media campaign allowed 
the Chinese “to boost the reach and the resonance of their messaging to 
make it appear to be authentic, independent content,” according to Jes-
sica Brandt, a Brookings Institution expert on foreign interference and 
disinformation.29

Video plays an increasingly important role in China’s propaganda 
efforts online. Western news organizations have clearly and repeatedly 
documented how the Chinese Communists have subjected the Uighur 
people to mass detention and sought to eliminate their identity. But the 
same Shanghai police unit mentioned above purchased services from a 
video company to make at least twenty videos of “happy” Uighurs for 
distribution on Twitter. Altogether, these videos appeared thousands of 
times. Twitter ultimately shut down the accounts, but not until after the 
Chinese had created a parallel reality that thousands of Americans saw. 
The Chinese don’t necessarily have to convince people. They only need to 
sow seeds of doubt and confusion.

China’s influence also reaches beyond social media into the tra-
ditional media space, namely radio and television. A single Chinese 
state-run firm, China Radio International (CRI), has at least thirty-three 
radio stations in fourteen countries—including English-language broad-
caster WCRW in Washington, DC—to broadcast news favoring the 
Chinese Communist Party’s viewpoint, according to Christopher Paul, 
a senior social scientist at the RAND Corporation. More than a dozen 
of CRI’s FM radio stations in cities across the United States broadcast 
subtle pro-Beijing propaganda. If it were blatant propaganda, it could be 
easily ignored, but subtle propaganda is much more enticing and there-
fore more insidious.
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The Federal Communications Commission (FCC) does monitor 
foreign ownership of radio stations, but CRI obfuscates its ownership 
by making purchases through shell companies or by owning several par-
tial stakes that add up to a controlling interest. “While China takes full 
advantage of the opportunities of the free market, and Chinese firms buy 
up U.S. media, foreign firms are denied similar access in China,” Paul 
wrote.30

It is much the same in television. China Global Television Network 
America broadcasts overt propaganda that reaches tens of millions of 
American households via cable television each day. It is part of the 
international arm of China Central Television, Beijing’s main domestic 
propaganda organ.

That’s what America’s wide-open system allows—anyone with 
money can pay to broadcast and publish “content” that millions of 
Americans see. Unlike China, we have not erected a digital firewall to 
block foreign content—it would be unconstitutional to do so. Indeed, the 
Supreme Court has consistently held that the First Amendment protects 
Americans’ right to receive foreign information and ideas.31 By contrast, 
China’s Great Firewall blocks access to the vast majority of American 
social media and news outlets in order to control China’s domestic infor-
mation environment.

It appears the Chinese government and Communist Party are 
attempting to turn their system of internal controls loose on the entire 
world, the Washington Post has reported.32 This is not some fringe web-
site—it is one of America’s most respected newspapers. The Post reviewed 
hundreds of bidding documents, contracts, and company filings, all in 
Chinese. China’s government agencies, military, and police are buying 
tools that allow them to “mine” Twitter and Facebook to create a database 
of what is being said about issues that China cares about. They are using 
Big Data and artificial intelligence methods, such as natural language 
translation, to do this in real time.

This would allow for the mapping of social and professional net-
works, as suggested in a previous chapter, but many of these systems 
include an alarm system that automatically flags “false” statements and 
reports on China. These tools look for viral trends—meaning stories or 
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statements about China that start circulating and then gain momentum. 
Ultimately, that seems to give the Chinese the power to launch their 
own offensives on social media to counteract any negative material. “The 
ultimate purpose of analysis and prediction is to guide and intervene in 
public opinion,” an analyst at the People’s Daily Online Public Opinion 
Data Center was quoted as saying. “Public data from social network users 
can be used to analyze the characteristics and preferences of users, and 
then guide them in a targeted manner.” In other words, China is trying 
to win the global discourse in real time, twenty-four hours a day. The 
Washington Post story escaped broad attention, perhaps because it was 
published on New Year’s Eve in December 2021.

One of China’s main propaganda goals is to spotlight the past and 
current treatment of America’s minority and indigenous populations. 
China’s “wolf warrior” diplomats conduct much of this effort, whether in 
their own names or under assumed names. One can see from the tweets 
of the Foreign Ministry’s Zhao just what the strategy is: “#COVID 
seems to be racially discriminatory in the #US. Mortality rate among 
the whites has been much lower than that among American Indians, 
although average Indian patients were younger.”

It’s also worth reading Zhao’s statement at a press briefing on April 
14, 2022. When asked about a report showing that congressional redis-
tricting is hurting Black Americans, he said this:

[The report] shows that African Americans get only 73.9 percent of 
the American pie of equality white people enjoy. Black people have 
slipped further behind white people in wealth, health, education, 
social justice, and civic engagement. This gain exposes the persistent 
racial discrimination in the U.S., which has seeped into all aspects of 
social life.

The utopia depicted by [American] words is shattered by reality. 
The U.S. claims to champion openness and inclusiveness. It declares 
that life, liberty, and the pursuit of happiness are unalienable [sic] 
rights all men are endowed with, and that the American dream is out 
there for all who set out to chase it. . . .
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The U.S. government should take a hard look at the country’s own 
human rights issues, earnestly protect the equal and lawful rights of 
African Americans and other ethnic minorities, and square rhetoric 
about human rights and equality for the tangible benefits of each and 
every American people [sic].33

We can debate how much truth there is in what he says, but his remarks 
represent a wholesale assault on the legitimacy of any American govern-
ment to advance American and international values in the world.

Moreover, the ultimate objective of both China and Russia may be to 
foment genuine ideological and physical unrest in the United States and 
elsewhere. According to a Mandiant report, the firm’s threat intelligence 
office discovered a network of hundreds of fake accounts on Twitter, 
Facebook, and YouTube, as well as dozens of other sites such as Tumblr, 
Vimeo, TikTok, and Medium. In 2021, Mandiant identified two differ-
ent threads to this campaign.

One was to embolden Asian Americans concerned about racial dis-
crimination to protest against Chinese nationals whom Beijing considers 
enemies. In April 2021, for example, thousands of posts in multiple lan-
guages called on Asian Americans to stage a rally on April 24 in New 
York City and “fight back” against these individuals. Significantly, the 
Chinese campaigners digitally manipulated an image to depict a much 
more significant gathering to instill fear in its target audience.

The second thread of this campaign sought to bring physical pressure 
against people who argued that COVID-19 originated in China. But the 
posts showed a masculine fist smashing small human characters. “Shut 
Up Your Mouth. Don’t Make Fake News About COVID-19,” the posts 
said. The implication was obvious—anyone who said the disease origi-
nated in China should be physically assaulted.

The campaign did not seem to work, but the Chinese clearly were 
experimenting and testing the limits of their abilities. “The attempt to 
physically mobilize protesters in the U.S. provides early warning that the 
actors responsible may be starting to explore more direct means of influ-
ence and may be indicative of an emerging intent to motivate real-world 
activity outside of China’s territories,” Mandiant concluded.34
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The Advertising Problem
It is not a secret that America’s adversaries use social media to recruit 
spies—primarily on LinkedIn. LinkedIn, which is owned by Microsoft, 
is an ideal vehicle for this because it is not blocked in China. The reason 
is that LinkedIn agreed to censor posts containing sensitive material. So 
Chinese intelligence agents are able to sit at their desks in Beijing or 
Shanghai, create fake accounts, and send out friend requests to promi-
nent Americans, attempting to create online relationships that might lead 
to some form of consulting or employment. It’s common for LinkedIn 
users to click a box on their pages stating that they are “looking for work” 
and to disclose their security clearances. “We’ve seen Chinese intelligence 
services doing this on a mass scale,” said William R. Evanina, the former 
director of the U.S. National Counterintelligence and Security Center, 
which oversees all activities tracking foreign spies targeting the United 
States. “Instead of dispatching spies to the U.S. to recruit a single target, 
it’s more efficient to sit behind a computer in China and send out friend 
requests to thousands of targets using fake profiles.”35

Sometimes the payoff is huge. A former employee of the CIA and 
the Defense Intelligence Agency, Kevin Patrick Mallory, was sentenced 
in 2019 to twenty years in prison for spying for China. The relationship 
started when he replied to a LinkedIn message from a Chinese intelli-
gence agent posing as a think tank representative.

Malign influence and foreign espionage activities are allowed to 
persist mainly because large social media companies generate revenue 
by boasting massive user bases to demand huge advertising fees. But 
America’s Big Tech companies are not only making money from Chi-
nese and Russian accounts through advertising—Google, in particular, is 
also generating advertising revenue for those governments, says Gordon 
Crovitz, a former journalist who became the publisher of the Wall Street 
Journal. He is now co-CEO of NewsGuard, which identifies websites 
that are sources of disinformation. It has discovered three hundred Rus-
sian disinformation sites. It works with U.S. Cyber Command and the 
Department of State as well as major tech companies such as Microsoft.

NewsGuard, based in New York City, is organized very much like a 
news organization. It has layers of human editing and review processes 
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before reaching any conclusions about the nature of a website. One of the 
most important questions it asks is whether a site discloses ownership 
and control. It’s no surprise that disinformation sites try to pretend to be 
something they are not.

“Of the three hundred disinformation websites in Russia, everybody 
knows RT, Sputnik and Tass,” Crovitz explained to us. “They are govern-
ment funded. That’s just a drop in the bucket. There’s Pravda, which is 
privately owned by a pal of Putin’s, and there are these think tanks that 
are quick to hop on the latest information.”

Because the Department of Justice has not enforced the Foreign 
Agent Registration Act against online news sources the way it did against 
Nazi propaganda that appeared in print during World War II, “RT 
has become the single most popular source of news on YouTube in the 
United States, the United Kingdom [Britain], Germany, and other mar-
kets,” Crovitz explained. “They did that by creating a fantastic YouTube 
news channel with videos of hamsters chasing cats, car crashes, natural 
disasters, and every once in a while, stories about how Vladimir Putin is 
not such a bad guy. Of course, now it’s full of disinformation about the 
war in Ukraine. They attracted a large audience of people who had no 
idea that RT stood for Russia Today. To them, it looked like AFP, NBC, 
or BBC.”

NewsGuard analyzes websites that appear in a user’s search and 
attaches red or green icons to them as they are displayed on a user’s screen 
to tell viewers whether they are legitimate or not. It is something like 
the old-fashioned Good Housekeeping seal of approval. Microsoft is alone 
among the social media players in licensing NewsGuard and making it 
available to customers of its Edge browser.

The Russian disinformation campaign is well organized, NewsGuard 
has found. “We recently found a website called Russofile.com, which has 
very little traffic, but it looks like an aggregator of Russian disinformation 
that editors of Russian disinformation sites use like it is the Associated 
Press (the wire service that hundreds of American news organizations 
rely on) of Russian disinformation. They will pick up a story and rewrite 
it in their own words to fulfill their mission of spreading Russian 



98

﻿﻿﻿Chapter 5﻿﻿﻿﻿﻿﻿﻿

disinformation. That was useful for Cyber Command just to know there 
was such an organized site.”

Working with Microsoft, NewsGuard issued a report on how the 
disinformation about the United States operating a bioweapons lab in 
Ukraine started out. “We traced the provenance, or origin, of that, along 
with Microsoft, to a video posted on a YouTube channel back in Novem-
ber before the war,” Crovitz said. “As soon as the invasion happened, RT 
and Sputnik started running stories saying, ‘One of the reasons we have 
to invade Ukraine is because the U.S. is running these bioweapons labs 
in Ukraine, as reported by this YouTube channel in November.’ That You-
Tube channel is run by an American in Moscow who has previously pub-
lished other Russian disinformation. That’s what we call ‘prepositioned 
disinformation.’ It makes it looks more legit because RT and Sputnik are 
able to say, ‘It’s already been established, already reported.’ They are super 
sophisticated. We are not.”

For brands, NewsGuard tries to help them keep their programmatic 
advertising off disreputable websites. Programmatic advertising is auto-
matic advertising. According to Crovitz, the way the ad industry has 
evolved is that a third of all ad spending in the world is done through 
elaborate computer systems. That’s hundreds of billions of dollars.

Advertisers and their ad agencies use consolidators like Google, 
which is the largest “demand-side platform” in the world, to place their 
ads on media sites, including social media sites, where certain kinds of 
individuals are shopping or viewing. Different brands target different 
demographics. Google serves a large percentage of the three hundred 
Russian disinformation sites. “Everything is done through computers, 
so the advertiser has no idea where the ads have been run,” Crovitz said. 
“We did a report that estimates that $2.6 billion a year goes to disinfor-
mation sites, including Russian ones. The largest advertiser on Sputnik 
News was Warren Buffet through GEICO, the insurance company he 
owns. He never intended for the ads to go there, but it’s subsidizing Rus-
sian disinformation. It’s just a crazy system. As long as Google is allowing 
Russian disinformation sites to monetize their traffic with ads, they are 
going to keep getting subsidized by GEICO and every other company 
you’ve ever heard of. That’s where the ads just end up. It’s insane.
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“To be fair to the advertisers and ad agencies, this problem has been 
a known problem for two or three years. There really wasn’t a solution to 
it because until we came along, there wasn’t a list of disinformation sites,” 
he explained.

But overall, Crovitz accuses the large social media companies (with 
the exception of Microsoft, his customer) of being major allies of Russia’s 
Politburo and the Chinese Communist Party. “I refer to them as the use-
ful idiots,” he said. “That’s what Lenin called the capitalists. The capital-
ists were going to sell the rope with which they were going to be hanged. 
The digital platforms not only allow the distribution of disinformation. 
They allow it to be monetized through advertising. It’s a crazy system.”

The Future of Malign Influence
The technological tools to allow far more pervasive influence opera-
tions are beginning to roll out. The Center for Security and Emerging 
Technology reports that artificial intelligence can now generate text that 
quantifiably shapes people’s opinions.36 China or Russia could use AI 
to generate floods of messages on social media that might just persuade 
viewers to believe something that is completely fictitious. Using deep-
fakes—artificially generated or altered videos—China or Russia also 
could distribute fake video segments with every appearance of authentic-
ity. The searing video of George Floyd’s death in Minneapolis triggered 
unrest, violent protests, and further killings in American cities, providing 
a real-world example of how quickly viral content can turn American 
cities into war zones. The power to create that level of societal unrest is 
in the hands of America’s adversaries.

The goal of the authoritarian regimes in Moscow and Beijing is to 
undermine Americans’ faith in their own democracy. Regarding all the 
data that China has been stealing, Taiwan’s Howard Jyan said in our 
interview with him, “they can do lots of things with the data. They can 
do personal profiling. They can analyze the individual. They can know 
the social relationships of this individual. They can analyze what you like 
and what you dislike. Even your political preferences. Based on this, they 
can then affect your country’s election. They can deliver the information 
through social networking. They can do information warfare against the 
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individual or against the whole society. It is not like a traffic accident you 
can see. Information warfare disinformation or misinformation could 
change your perception of your whole country.”

This is hardly a fringe concern. Columnist Ezra Klein, writing in 
the New York Times, explains it this way: “Imagine a world in which the 
United States has a contested presidential election, as it did in 2020. If 
one candidate was friendlier to Chinese interests, might the Chinese 
Communist Party insist that ByteDance (the owner of TikTok) give a 
nudge to content favoring that candidate? Or if it wanted to weaken 
America rather than shape the outcome, maybe TikTok begins serving 
up more and more videos with election conspiracy theories, sowing chaos 
at a moment when the country is near fracture.”37 This is what is at stake.

Let’s now turn to how Americans have created systems that are so 
vulnerable.
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Software Meltdown
The Problem with Trust

Chase Cunningham is a highly experienced cyber warrior. He 
spent twenty years in the U.S. Navy, much of it supporting the National 
Security Agency’s cryptographic efforts. After he left the navy, he was 
“detailed,” or sent on assignments, to the CIA, FBI, and Defense Intel-
ligence Agency. “I got to see everything,” he says now. Along the way, he 
earned a PhD in computer science and wrote a book in 2020 titled Cyber 
Warfare—Truth, Tactics, and Strategies. He works as chief strategy officer 
for cybersecurity firm Ericom Software and has branded himself as “Dr. 
ZeroTrust.”

Based on his expertise, we asked him a series of simple questions 
starting with this one: Is America’s software safe? “No. Unequivocally, 
no,” he immediately replied. “The very nature of the internet and how 
we build software means that, because it is borderless and boundaryless, 
there is inherent risk to it.”

How did it happen that smart people in America built systems that 
are so vulnerable? “It’s one of those things where the ‘nifty cool’ factor 
of the internet outpaced the ability to keep it secure,” said Cunningham, 
who is originally from Texas and hence prefers colorful language. “Like 
everywhere else, usability trumps security every day, twice on Sunday. In 
this instance, people figured out that they could do stuff and make money 
on the internet with software, with the cloud. The rush was to grow the 
market. No one asked, ‘How do we do this correctly and securely with an 
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eye on national security?’ The fact that we have an interconnected global 
society makes things very complicated.”

So, who is responsible for the current state of cybersecurity? “I would 
say all Americans are responsible for it,” Cunningham said. “I think the 
corporate world probably expedited that process, but I think the fact 
that we are as tied to the internet as we are—especially the generation 
that’s coming behind me, meaning my kids—means it’s even more their 
responsibility than it is a corporate issue.”

In this chapter, we will explain why America’s software is so vulnera-
ble. It’s part of the explanation for how China and Russia have been able 
to penetrate our computer systems so deeply. The lack of security in our 
software is not necessarily a design flaw; it is a conscious choice that is 
made with the development of every new design feature for everything 
from your Waze app to the controllers that operate the electricity grid. 
Security exists on a spectrum. On one end of the spectrum is total secu-
rity, and on the other is total efficiency. To achieve greater efficiencies, we 
inherently give up security.

The heart of the issue is how software is “built.” Dating back to the 
time when creating the internet was seen as a great and noble under-
taking, many volunteers and nonprofit software developers built the 
plumbing—the foundational code that undergirds the internet and all 
our computer systems. They posted their software in open-source repos-
itories so others could copy and edit it for their own purposes. Others 
then used that foundational code to build some of the most complex and 
“trusted” software we use on a daily basis—often using automated tools 
that introduced the possibility of error.

In general, humans write software typically using three to five dif-
ferent programming languages, such as Java and Python, for any specific 
program. Different languages have different strong points and are there-
fore useful for different types of programming. The code that humans 
write—that which makes sense to the human mind—is put through a 
“compiler” that changes it into machine-readable binary code (ones and 
zeroes) that a computer can read to execute the program. The word “code” 
covers both what humans write and the machine-readable version of it. 
There can be millions of lines of code in a software application.
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“Algorithms,” “programs,” and “applications” are not the same thing. 
In fact, they form a hierarchy. Programmers write specific pieces of logic 
called algorithms. Algorithms form basic logic gates, such as: “if [X], then 
[Y]; but if [NOT X], then [Z].” Multiple algorithms work together to 
run programs. Then it takes many different programs to create an end 
product that can be used, which is an application, or simply “app.”

Software developers routinely borrow code that others have written 
to create their final products. Only a small percentage of an application 
of millions of lines of code may be proprietary or unique. Many times, 
developers find code that has been “published” in public repositories or 
libraries, such as GitHub. They can also use propriety software available 
only for their company. For instance, whenever Microsoft updates its 
email client, Outlook, the software developers do not write a wholly new 
program. The developers will build upon the code from the previous ver-
sion. If there is an unknown flaw in the previous version’s code, it can be 
unknowingly copied into the latest version as well.

Malicious actors can take advantage of this system in multiple ways. 
If a hacker or malicious insider can insert “bad” code into a repository, 
it can produce many vulnerable programs. This practice is called repos-
itory poisoning. Other ways malicious actors can take advantage of this 
is either by stealing the credentials of a legitimate software developer 
and publishing a malicious version of his or her code, or by publishing 
software packages whose names are similar to other legitimate packages. 
That creates confusion, mistakes, and vulnerabilities.

If a software developer makes a mistake and downloads the wrong 
software package from one of these repositories, the hacker can gain 
access to the end user’s computer and install additional malware. The 
hacker can also then move into that end user’s entire network. This is one 
form of what are called “supply-chain attacks.” The supply chain that cre-
ated an end user’s software has been compromised, resulting in vulnerable 
programs or applications.

The entire internet and large swathes of the world’s IT systems are 
based on something called the Linux kernel. It was invented by Finland’s 
Linus Torvalds in 1992 and acts as an intermediary between the hardware 
of a computing system and the software or applications that are installed 
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on a computer. Considered “open source,” Linux has been updated mul-
tiple times by the world’s community of programmers. No one “owns” the 
Linux kernel. But the U.S. Department of Defense Advanced Research 
Projects Agency, or DARPA—successor to the organization that created 
the internet, ARPA—has now recognized that the Linux kernel could 
be the source of major vulnerabilities because Huawei has been one of 
the largest contributors to updating and maintaining it. DARPA, the 
military’s research arm, wants to try to use machine learning to identify 
risks in the kernel, but it may simply be impossible. “People are realizing 
now: wait a minute, literally everything we do is underpinned by Linux,” 
said Dave Aitel, a former NSA computer security scientist. “This is a core 
technology to our society. Not understanding kernel security means we 
can’t secure critical infrastructure.”1

One of the best, simplest examples of what can go wrong with 
open-source software is what happened with Apache’s Log4j. This is a 
piece of software that records events such as errors and routine system 
operations inside software programs. Log4j is used primarily by software 
developers to track changes in applications being built. It was developed 
and is maintained by volunteers at something called the Apache Software 
Foundation.

Software developers have “borrowed” the Log4j code library thou-
sands of times, perhaps hundreds of thousands of times, and incorpo-
rated it into their own programs. Rather than going through the time 
and expense of writing their own logging software, they use Log4j. As a 
result, Log4j is in millions of computers. It’s part of our entire software 
ecosystem. For example, it’s in the online game Minecraft, which is 
owned by Microsoft, where it is used to log activity such as total memory 
used and user commands typed into the console. It’s also used in cloud 
and interactive services such as Apple iCloud, Amazon Web Services, 
and Twitter. Many multimillion- and billion-dollar companies make 
money from it every day.2

The problem started in November 2021 when the cloud computing 
arm of Alibaba, the Chinese technology giant, spotted a vulnerability 
in Log4j, dubbed “Log4Shell.” (The use of the term “shell” implies that 
something has been taken over and controlled.) Microsoft soon reported 
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that it had also discovered Log4Shell in Minecraft. By then, the variant 
had already spread globally. Hackers believed to be Chinese had figured 
out a way to subvert Log4j that opens the door for malicious activities 
such as stealing sensitive information, taking control of a system, and 
even using a system it controls to slip malware into other computers 
surreptitiously. Log4Shell was like a nuclear bomb exploding in cyber-
space—the shockwaves were enormous.3

U.S. officials said hundreds of millions of devices were at risk and 
issued an emergency directive ordering federal agencies to mitigate the 
threat by Christmas Eve. Jen Easterly, director of the Cybersecurity and 
Infrastructure Security Agency (CISA), mentioned earlier, called it “one 
of the most serious flaws” she has ever seen.4 Even after the Apache 
Foundation issued a patch, some users continued to download the flawed 
version. The tech world exploded in anger and frustration.

The MIT Technology Review caught up with a man it identified as 
Volkan Yazici, who is a member of the Log4j project. It did not reveal his 
location but reported that he was working twenty-two-hour days trying 
to fix the vulnerability in Log4j. “The team is working around the clock,” 
Yazici said via email. “Log4j maintainers have been working sleeplessly 
on mitigation measures. . . . Yet nothing is stopping people to bash us for 
work we aren’t paid for, for a feature we all dislike yet needed to keep due 
to backward compatibility concerns.”5

Sometimes the volunteers quit because no one is paying them. In 
2018, the developer behind an open-source project called ua-parser-js 
quit. The software was used by Google, Amazon, and Facebook. Someone 
else took control of the project and added malicious code to it to steal 
cryptocurrency. The Department of Homeland Security had to issue a 
warning to users.

“The internet is a house of cards, to be perfectly frank,” Cunning-
ham told us. “It’s all kind of cobbled together and held up by a variety 
of collaborations between corporate this and open source that and 
volunteer here and private there and whatever else. If at any one time, 
any one of those particular entities decided to say, ‘Screw it. I’ve had 
enough,’ and they took their toys and left the sandbox, we’d be in a very 
bad place. Everything is intersectional. That’s the problem with constant 
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connectivity. The more connected you are, the more risk you inherently 
take on.”

There were two other major penetrations of the software supply 
chain in late 2020 and 2021 that were more complex but help illustrate 
the vulnerabilities of America’s software supply chains—SolarWinds and 
Microsoft Exchange.

SolarWinds is a Texas-based company that makes the software that 
allows big companies to manage their sprawling computer systems, which 
means the software has an overview of how entire systems work. Because 
it is a trusted brand, companies allow SolarWinds to issue updates of its 
software that automatically go into their systems. This model of frequent 
updates to software, like how Tesla updates AutoPilot in its cars, is at the 
heart of how the software industry works these days.

The problem was that a Russian state-sponsored group affiliated with 
its Foreign Security Service (SVR), also known as Cozy Bear or APT29 
(the same group that hacked the Democratic National Committee), took 
advantage of a silly mistake. During its reconnaissance of SolarWinds’ 
systems, it found an email server that had not been given a strong enough 
login or password. The login was “administrator,” and the password was 
“solarwinds123”—which were easy to guess. The chief executive officer 
would later blame an intern for posting the password on GitHub, the 
software collaboration site, in a personal account. But blaming an intern 
rang hollow. The company’s IT managers had simply failed to take basic 
precautions.6

Cozy Bear was able to patiently and methodically work its way into 
the systems of the people who actually write the code that goes out to 
SolarWinds customers, which carried the product name Orion. They 
were able to insert their malicious code and trick the compiler into 
applying a signature to the end product, so that any end user seeing the 
update being made in his or her system would assume it was an authentic 
SolarWinds product.

This was more than a simple parlor trick. Adam Meyers led the cyber 
forensics team for CrowdStrike, the world-renowned security firm that 
SolarWinds hired to determine just how the SVR got in. Meyers, during 
an interview with National Public Radio’s Dina Temple-Raston, likened 
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the attack to the urban myth of an evil neighbor hiding razorblades in 
Halloween candy. “Imagine those Reese’s peanut butter cups going into 
the package, and just before the machine comes down and seals the pack-
age, some other thing comes in and slides a razor blade into your Reese’s 
peanut butter cup,” he said. “Instead of a razor blade, the hackers swapped 
the files so the package gets sealed and it goes out the door to the store.”7

Their malicious code spread like wildfire. As noted earlier, more than 
eighteen thousand high-profile customers, including multiple U.S. gov-
ernment agencies and tech companies such as Microsoft and FireEye, 
were affected. The White House acknowledged that Cozy Bear carried 
out the targeted cyberattacks on several U.S. government agencies. At 
one point, the Russians were able to penetrate some areas of the Depart-
ment of Defense.

While the government and private industry were still mopping up 
the SolarWinds mess, a new malevolent campaign broke out in March 
2021. Microsoft said that attackers, starting two months earlier in Jan-
uary 2021, had compromised its Exchange server, which provides email 
service to thousands of customers. They had exploited four software 
vulnerabilities. Some thirty thousand organizations in the United States 
were attacked as the hackers gained access to their email accounts using 
PowerShell to give them control of systems. PowerShell is a Microsoft 
program that allows for task automation and scripting. Shortly after 
discovery, Microsoft issued a “patch” so that customers could seek to 
mitigate the damage.

The attackers seemed to be setting the stage for a broader campaign 
because many of the targets they chose were smaller, less robust, less 
modern companies. “Even if these organizations are not the primary 
target, they can be a conduit to other organizations they are connected 
to,” Gartner analyst Peter Firstbrook told CSO (chief security officer) 
Online. “If I can hack into your Exchange and your customer is the 
Defense Department, then I can impersonate you and send phishing 
messages to the Defense Department. The hackers are setting them-
selves up with a rich attack infrastructure to go after other higher-value 
targets.”8
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At first, who did it was unclear. Microsoft initially blamed a hacking 
group called Hafnium, which had some ties to China’s Ministry of State 
Security. It also said that Chinese entities with whom it had shared some 
of its security source code may have been responsible. It was not until 
the summer that the Biden administration and European governments 
concluded that it was in fact China’s Ministry of State Security itself that 
was involved.

Even though the hackers went through the process of identifying 
software vulnerabilities, the fact that Microsoft had shared at least some 
of its source code with the Chinese government and other Chinese enti-
ties triggered some suspicions that it was used against the company—and 
the entire world. “That’s something the Chinese government has done a 
pretty good job on,” Cunningham said. “If you want to do business in the 
giant Chinese market, which everybody does, they tell you that you have 
to share your source code. They were able to do whatever they wanted 
with that code. I don’t think that’s something that should ever shock 
anyone. It’s the cost of doing business in mainland China.”

The combination of the SolarWinds and Exchange hacks, followed 
not long after by the Log4j hack, amounted to a dramatic assault on all 
American computing systems, despite largely escaping the attention of 
the broader American public. Over the space of about a year, the software 
in millions of American computer systems was penetrated. The Russians 
and Chinese could still be using these positions to invisibly move across 
networks to even more organizations. Malware allowing for backdoor 
access was almost certainly installed, meaning that even if the attackers 
left a particular system, they could return at will. “I would say the like-
lihood that they are still somewhere in those systems is pretty strong,” 
Cunningham said. “My experience tells me that they probably put in 
backdoors somewhere to something that would give them access when 
they wanted it.”

Paul E. Black has been a computer scientist at the Commerce 
Department’s National Institute of Standards and Technology (NIST) 
for twenty-five years, most recently in its Software Quality Group. He 
possesses a genius-level knowledge of computers. For example, he has 
experience with Python, C, Perl, Java, Pascal, C+, ML, Lisp, Fortran, 
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RPG II, Assembler, and Forth programming languages. He also edits a 
well-known online dictionary of algorithms and data structures. It was 
with some trepidation that we conducted an interview with him.

To create its list of known vulnerabilities (see https:​//​nvd​.nist​.gov), 
NIST functions as a clearinghouse. If a major company or a hospital 
chain discovers a software vulnerability, it typically will report that to the 
software vendor, which then shares it with NIST. The institute collects 
vulnerabilities from many different sources and then sorts them out to 
eliminate overlaps or repetitions. It gives each vulnerability a name, like 
CVE-2022–32207. That way, assuming that the software vendor issues a 
patch or a fix, every company that suffers from a particular vulnerability 
can know which patch to use. Hundreds of vulnerabilities are discovered 
each week, and in a year thousands of them are reported.

Making the vulnerabilities known publicly is part of a conscious 
calculation. “Suppose you’re a researcher and you find a problem with 
PowerPoint software,” Black said. “If you keep it completely to yourself, 
somebody else who is smarter, some larger nation-state that has a lot 
of resources, will probably be able to discover that same weakness. Just 
keeping it to yourself isn’t going to buy you much. Hopefully, if you 
talk to the people in charge of the software, they can quickly develop a 
patch. Hopefully, when the vulnerability is announced to the public, you 
announce a patch at the same time.”

Black was aware of the fact that China’s Ministry of State Security 
was observed accessing NIST’s list of vulnerabilities, but still argued that 
the virtues of going public with the information outweigh the risks of 
doing so. “I’m sure other nation-state actors are watching those lists very 
carefully,” he said. “But the [expert] community has decided it’s better to 
tell the good guys about the problem. The bad guys are going to find the 
problem anyway.”

But the system does not work smoothly, to put it mildly. Software 
vendors do not always choose to issue patches to fix their own software. 
“If you as a user say, ‘Oh, I’ve got a two-year-old version of XYZ running 
on my computer and someone found it has a problem,” Black specu-
lated, “the vendor may say, ‘Upgrade to the latest version of the software 
because we’ve fixed the problem there. We’re not going to go back and 

https:​//​nvd​.nist​.gov
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dig out the old code and issue a patch. Sorry.’ Sometimes the developers 
say it’s too difficult. They may judge that it’s inconsequential.” Another 
problem is that it may take weeks or months for a software firm to issue 
a patch, giving malicious actors plenty of time to exploit a vulnerability.

A relatively low percentage of companies make full use of the patches 
even if they are issued. “Software tends to be more brittle than we like,” 
Black said. “A patch may break the software. We may be using software 
to produce locomotives and we put in the patch, and all of a sudden our 
machine tools don’t run anymore. It takes us a week or so to figure out 
how to adapt something because of how the patch was applied. Com-
panies will often apply a patch to a test machine. Only then do they roll 
it out to their systems across thousands of computers. It takes time for 
those patches to be applied.”

Then there are companies that don’t hear about the discovery of a 
vulnerability or simply decide they have too many other problems that 
demand their money and personnel. There is a large number of people 
“who just don’t bother to fix it,” Black said. “Patches are not always 
applied and often not as rapidly as smart people in the tech community 
think wise.”

One of the riddles about known vulnerabilities is how can a devel-
oper, who has borrowed code from open-source repositories, know that 
his or her software is compromised? “As a developer, I may develop a 
piece of software and not realize there is a problem with it,” Black said. 
A developer may see an imperfection or possible problem but conclude 
that it would be impossible to break into the software by exploiting it. 
“Yet some ingenious person may figure out an attack based on that prob-
lem,” Black explained. “So technically, yes, I released that software with 
a vulnerability. I was a reasonable developer, but someone else found a 
vulnerability on down the road.”

Black also noted that changes in a company’s overall IT system can 
have a negative impact on software. Software, after all, has to interact 
with a computer’s operating system and its hardware, and these elements 
often are built into large networks, sometimes with cloud computing. “It’s 
true that software doesn’t break, but it’s also true that there are so many 
other things in our ecosystems,” he said. “Sometimes a new version of an 
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operating system may invalidate something you have going on in your 
software. The environment around it can change.”

Black likened the attitude of people working with software to their 
attitude about personal health issues—they accept imperfections. “As a 
human being, I have possible diseases,” Black said. “I may have cancer 
right now, but I can’t go to the doctor once a week. We just don’t do that. 
We do a risk trade-off in our lives. If I’m feeling tired, I might try to get 
more sleep before checking for some hormonal imbalances. I don’t want 
biopsies of all my major organs each week because I might be developing 
cancer. Software has some analogous challenges. I wish I had a happier 
answer. Our systems are riddled with problems.”

Another expert view comes from Stephen Soble, who has been 
involved in U.S.-Chinese relations ever since studying Chinese at the 
School of Oriental and African Studies in London, at the University of 
British Columbia in Canada, and then at both Stanford University and 
National Taiwan University. A graduate of Harvard Law School, he was 
trained as an attorney who negotiated complicated cross-border business 
deals, often involving technology.

That led him in the direction of information technology issues. 
In 2012, he founded a company called Assured Enterprises, based in 
northern Virginia, that invents and sells security products and provides 
scanning services to other companies. Like everyone else in the business 
world, he obviously wishes to sell his services. But at a deeper level, in our 
experience, he is one of the most profound thinkers on the subjects at the 
heart of this book. Here are excerpts from an interview:

Q. Our adversaries have learned how to penetrate our software and 
our clouds. How do we do a better job writing software?
A. First of all, we have to face up to the nature of the problem we 
have today, and we as a society haven’t. Frequently, I talk to chief 
information security officers, and one of my questions is, “What 
do you think is the incidence of known vulnerabilities in the 
shrink-wrapped, off-the-shelf software or the proprietary software 
that you pay for?” Frequently, the answer is, “When we get it, there 
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are not any holes in it. The vulnerabilities appear later.” That’s not 
accurate.

Sometimes we get an answer that, “Well, there are a few 
(known vulnerabilities), but the reputable software companies patch 
them pretty quickly.” That’s not accurate either. The statistics that 
have been validated by research institutes and not-for-profits show 
that something on the order of 81 percent of all software sold in 
the United States contains known vulnerabilities at the time it’s 
released.

Why is this the case? When you engage a software devel-
opment house and ask them to develop a piece of software, the 
requirements document they are given tells them about how the 
software should perform. It may also address the latency, or the 
time delay, the customer is willing to tolerate between the execution 
of an instruction and the completion of that instruction.

If you give an engineer a requirements document and it does 
not say, “You have to eliminate all known vulnerabilities,” why 
would they even try? It’s not required.

The requirements rarely say, “You must ship zero known vulner-
abilities in your software. And if there are any known vulnerabilities 
in your software at the time you ship, you are 100 percent liable for 
the useful life of the software.” Rarely is that done. We’ve seen a 
couple of contracts where that’s done. That’s usually when very big 
corporations with excellent law departments are procuring from a 
small vendor. The small shop doesn’t have the commercial or finan-
cial flexibility to figure out how to be 100 percent secure at the time 
they ship. So they just take the risk and leave it to their insurance 
companies (if something goes wrong).

We know small software developers that have gone out of 
business because of this. They had vulnerabilities and were caught, 
and their insurance was inadequate. The whole premise of how we 
transact business is that security is an afterthought. Security is not 
in the requirements we mandate of each other.
Q. Why do companies knowingly tolerate the existence of holes in 
their software?
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A. The problem with risks and vulnerabilities is that no two risks, 
no two vulnerabilities, are necessarily alike. In the risk and vulner-
ability world, we talk about low vulnerabilities, then medium, high, 
and critical vulnerabilities. If you use the word “high” or “critical,” 
everyone is going to get concerned. But the question is, what do 
you do about the mediums and lows? Do you just ignore them 
because you don’t have money or time to deal with them, or are you 
are taking a thoughtful look and saying, ‘Given the risks we face 
and given the type of data that is being protected, yes, we can afford 
to resolve the low risk and we can fix some of the medium risks 
that can open up access to another area of our company. Maybe 
those are the ones we need to ferret out and close along with the 
high risks and critical risks.”
Q. In the most recent Chinese hack of telecommunications pro-
viders, they attacked older, legacy equipment. What do we do 
about this?
A. Timely question. Over time, virtually any software can and will 
develop known vulnerabilities. The longer the piece of equipment 
and the software have been in use, the more likely they are to have 
developed known vulnerabilities. What we’re talking about is that 
there are software protocols that go down to the binaries, to the 0s 
and 1s, that make up the code that over time can be exploited.

How do hackers learn how to exploit them? Sometimes it’s hit 
or miss. They get lucky. Sometimes the hackers are truly brilliant in 
their ability to find a way of exploiting a code sequence. Sometimes 
it’s as simple as going to a U.S. company that sells perfectly legal 
penetration test kits (which some companies buy to test their own 
systems) and using those tools to discover vulnerabilities that are 
buried in a target company’s software. In a sense, we, the technol-
ogy world, make it easy for hackers to succeed. The ways for the 
hackers to find these holes is too easy. The system is not geared to 
protect data and to prevent breaches.
Q. It appears that the vast majority of American computing systems 
have been penetrated in some way. What do you think?
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A. I don’t think there is any serious argument about this. Our 
system taken as a whole is not secure. Frankly, if the Chinese or 
Russian government has sufficient reason to want to get some 
particular information from a particular source and they are will-
ing to throw time, money, personnel, and equipment at it, they 
will probably get it. It’s just a matter of time. It’s not a matter of 
whether it’s so secure that they won’t get it. This applies to our 
critical infrastructure, our data storage, many financial institutions, 
and the vast majority of our small and medium-sized businesses, 
including those in the defense industrial base. We are not as secure 
as we need to be.

‌‌‌* * *

Software is not the only challenge facing Americans. As connection 
speeds continue to increase, off-site data storage is easier to achieve and 
increasingly more affordable for businesses and individuals alike. How-
ever, much like challenges to software, off-site data storage—commonly 
known as the “cloud”—can, at times, be nothing more than a digital 
Potemkin village.



115

Chapter 7

Someone Else’s Server
The Vulnerabilities of Cloud Computing

In the beginning of the information technology era, companies 
hired vendors to build their IT systems on the companies’ own premises. 
At first, mainframe computers dominated these systems, and employees 
tapped into company resources like printers and file servers through local 
area networks. Few employees had access to the internet, and nobody 
logged into the company network from home or from the road.

As with the first ransomware attack described in chapter 2, to com-
promise a network, an attacker generally needed to trick an employee 
into inserting a floppy disk with a malicious payload into their work 
computer. With few exceptions, such as the Morris worm,1 early cyberat-
tacks generally only affected the targeted organization and did not spread 
to others. These networks were relatively easy to defend precisely because 
they had limited access to the wider internet. In other words, they had 
clear perimeters.

A network perimeter is a logical boundary between a company’s 
internal network and the outside world. Think of it like a medieval castle: 
tall spires, impenetrable walls, a drawbridge over a deep moat, the works. 
Anyone leaving the castle over the drawbridge to reach the outside is 
frisked and interrogated by castle guards to ensure no one is smuggling 
out secret keys or diagrams of the castle. Anyone seeking entrance to 
the castle is similarly stopped, checked for credentials, and frisked for 
contraband. If a band of marauders tries to rush over the drawbridge and 
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overrun the castle guards, the portcullis drops and boiling oil is poured 
through the murder holes, cutting them down before they breach the 
walls. The townspeople work and live inside the castle. So long as their 
only interaction with the outside world is by passing through the castle 
guards, they can carry on about their business with very little risk (so long 
as no one on the inside is a threat).

Then, in the modern-day version of the analogy, along came the mass 
adoption of the internet on laptops, tablets, and smart phones. Employ-
ees began interacting with clients and customers using their company’s 
systems from anywhere in the world. Suddenly, the castle’s townspeople 
can harvest crops from the fertile fields and hunt the forests outside the 
castle walls. They can engage in trade with neighboring castles. They 
can interact directly with the outside world. So, the townspeople begin 
coming and going at will—through windows, tunneling under the walls, 
and right over the drawbridge en masse. The castle’s defenses were not 
built for this. Suddenly the castle’s perimeter is no longer its stone walls.

In the modern world, this change came abruptly not only because 
of mobile devices but also because companies built computer systems 
that were public facing, developed global supply chains, and allowed 
employees to access social media and bring their own devices to work. 
The COVID-19 pandemic, with its emphasis on working from home, 
completed the picture—the network perimeter has effectively evaporated.

“For most of the past 30-plus years, the overarching plan to secure 
networks and digital infrastructure was one that was predicated on the 
concept of perimeter-based security,” Chase Cunningham, the cyber 
operations specialist we introduced in the previous chapter, wrote in his 
2020 book, Cyber Warfare—Truth, Tactics, and Strategies. “Most orga-
nizations across the globe subscribed to the concept that if the walls 
were high enough and the outward boundaries of the network were 
hard enough, then the enemy would not be able to ‘get in.’ Entire global 
architectures have been built and deployed to leverage that concept and 
billions of dollars have been spent to engage in ‘defense in depth’ and the 
‘castle and moat’ methodology of security. It has all been for naught.”2

He continued: “The perimeter-based model of security has cat-
egorically failed to keep pace with the evolution of the Internet, the 
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proliferation of devices and accesses, and the explosion of cloud com-
puting and an increasingly mobile and bring-your-own-device (BYOD) 
workforce. There is no perimeter anymore. The moment a user can take 
home a laptop, log in from a home PC, or use a mobile device or app to 
access a component of the network, that defensible perimeter is essen-
tially cut to pieces.”

To rein in this rapidly expanding attack surface, many companies 
have looked to cloud computing to both regain command of their cyber-
security and to capture economic efficiencies. Technology companies 
such as IBM, Microsoft, Amazon Web Services, Oracle, and Google 
have been able to persuade many companies that it would be safer and 
cheaper for the tech giants to manage their servers and software appli-
cations off-premises. The vendors argued that they are specialists in both 
IT and cybersecurity and have the size and flexibility to deliver services 
at scale. Therefore, they could also do a better job protecting the systems 
for less money than the companies would have to spend if they did it all 
by themselves.

It has been one of the biggest trends in the technology field of recent 
years. Cloud providers have earned billions of dollars providing these 
services to their “tenant” companies. Amazon, Microsoft, and Google 
accounted for 65 percent of the $53 billion in global cloud-service spend-
ing in the first quarter of 2022 according to Synergy Research Group. 
That’s a staggering amount of money for a single quarter.3 Major consult-
ing firms such as Accenture and Deloitte help sell these services, and the 
technology media has been laudatory. President Biden’s Executive Order 
on Improving the Nation’s Cybersecurity even directs that executive 
branch agencies must “accelerate movement to secure cloud services.”4 
There is, in effect, a powerful lobby for cloud computing.

For Americans to understand how vulnerable their cloud computing 
systems have become, we turned to a technology executive who wished 
to remain anonymous due to the potential impact on her company. We 
will call her “Jane.” She asked that her real name not be used because 
her comments might paint a target on her company’s back. Jane is the 
chief technology officer of a well-known company and has been an infor-
mation technology professional for more than thirty-five years—even 
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before AOL started proclaiming, “You’ve got mail!” According to Jane, 
to understand the true nature of the threat facing our networks, we must 
first understand what the cloud is.

At its most basic level, the cloud is simply someone else’s server. 
Rather than companies spending money to manage systems and appli-
cations on their own premises, cloud providers take on this role remotely 
and offer it as a service. But the cloud is not monolithic; organizations 
can tap cloud providers for a multitude of services. They can buy soft-
ware-as-a-service, or SaaS, meaning they don’t buy their own software 
but rely on software maintained by the vendor, as well as others. Or they 
can simply store data in the cloud.

For the different types of services, there are also different types of 
clouds: public, private, and hybrid. A public cloud shares resources across 
multiple different customers, or “tenants.” Think of this like operating 
a store in the mall. Each tenant store operates independently and pays 
rent to the mall for the space it occupies. For this rent payment, the 
tenant store has all its services, such as water, electricity, heating and 
air-conditioning, janitorial services, and physical security managed for it 
by the mall.

But, importantly, none of these services are provisioned only to a 
single tenant store; they are shared. This is how a public cloud functions. 
A cloud provider offers its services to its tenants over the public internet, 
and its tenants share finite resources that are provisioned to each from a 
single pool based on their needs. Importantly, this means that data from 
multiple organizations that is stored in a public cloud can all reside on 
the same physical server at the cloud provider’s data center.

While data from multiple tenants is logically separated—that is, 
there are technical safeguards in place that prevent one tenant from 
accessing or modifying another tenant’s data—vulnerabilities exist. And 
because resources are shared, tenants can experience outages and signifi-
cant lag times during periods of peak usage. Think of what would happen 
to the water pressure if every tenant in the mall simultaneously turned 
on their faucets.

A private cloud, by contrast, is akin to operating that same store in a 
stand-alone building on Main Street. Now, the tenant’s rent still includes 
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all the same services as it would have had in the mall, but instead of shar-
ing those resources with all the other mall tenants and being beholden 
to the mall’s hours of operation, a single tenant has control over the 
resources. That is, everything from the heating and air-conditioning sys-
tem on the roof to the armed security guard standing outside the door. 
Private clouds allow tenants to benefit from the efficiencies of using 
cloud services while maintaining control over such important issues as 
data privacy and cybersecurity.

The downside to a private cloud is the higher price. For this reason, 
a company might use a private cloud for some of its functions but push 
others to the public cloud, which is what a hybrid cloud model represents. 
“Let’s say I want to control my research and development systems,” Jane 
explains, “and I want to control my human resources and finance systems. 
So, I’m going to create my own little private cloud internally to do that, 
but maybe I’ll push email and desktop software to the cloud because I 
don’t care as much about it from a security perspective. I’ll keep what I 
regard as the crown jewels.” Only users within the company’s “ecosystem” 
can get access to the private cloud.

One reason a company might want to retain control of its crown 
jewels is that public clouds can get busy and response times slow down. 
“Let’s say I’m the weather service,” Jane says. “I probably don’t want to 
put my tornado alert system on the public cloud because I don’t know 
how busy the cloud will be when the next storm hits. I want to put that 
on a private cloud that I own and have built to a certain capacity. Finan-
cial institutions might make a similar calculation. You don’t want to have 
a broker trying to execute a transaction and you have a problem in the 
cloud that can slow you down. You want to be able to handle the trans-
actions in a system that has been specifically designed to handle them.”

What all this means is that a company’s data is moving from system 
to system, sometimes across multiple cloud providers, and may not be 
adequately protected. And there are so many points of access. Where is 
the network perimeter? If attackers can get into any piece of this chain 
and use fake or stolen credentials, they can move freely throughout much 
of the system, unless it has been properly segmented and protected.
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The issue of whether each “tenant” customer is segmented and pro-
tected inside a public cloud is critical. Researchers at Wiz, a cloud secu-
rity startup firm, hacked into a widely used database service in Microsoft 
Azure’s public cloud in August 2021.5 They reported gaining access to the 
databases of thousands of tenants and reported the vulnerability to Mic-
rosoft. The company quickly fixed the problem, avoiding a possible crisis.

Wiz went on to report that it found five vulnerabilities that sug-
gested “cross-tenant vulnerabilities,” meaning that if an attacker could 
penetrate one tenant company, it could also penetrate others using the 
same technique in one fell swoop. To understand this, let’s return to our 
mall analogy. Each store in the mall is segmented. Three walls separate 
each store from its neighbors, and customers can only enter one store at 
a time. Moreover, at closing time, the entrance to each store is protected 
by a metal rolling security door that lowers from the ceiling and locks 
into the floor.

This model is meant to ensure that only authorized personnel can 
access each store. A cross-tenant flaw is one that creates a universal key to 
these security doors, effectively allowing the employees of any one store 
to open the security door of any other store. A cross-tenant flaw is “the 
most severe vulnerability that could be found in a cloud service provider,” 
said Shir Tamari, head of research at Wiz. Where a cross-tenant flaw 
exists, a hacker only needs to compromise one of the tenants to access all 
data housed in that public cloud environment.

Microsoft, which pays companies that find bugs in its software, 
issued a statement in response to Wiz’s discovery about its cloud offering. 
“Security is foundational for Azure,” it said. “Customers trust Microsoft’s 
multi-layered security . . . with cybersecurity experts actively monitoring 
to protect organizations’ data.”

Jane isn’t convinced. She uses the analogy of a house to explain the 
potential problems with cloud computing. “Let’s say we have blocked 
everything up,” she explains. “The doors are locked and there are security 
alarms on all the windows, but we have an eight-year-old child who needs 
to come and go. So, we’ve given him a key to the front door. As an adver-
sary, I can easily take the key away from the kid or make a copy without 
the kid realizing it, and then I have easy access to the house. A number 
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of people believe that simply because they are using a brand-name cloud, 
they have security. What they don’t realize is that, in a lot of cases, the 
most vulnerable piece of that architecture is their own access point—the 
eight-year-old, in other words. It’s their desktop or laptop they use to 
access the cloud. It’s much easier for an adversary to go into your home 
computer and steal your password than it is to penetrate the cloud. The 
cloud is only as secure as its weakest link in the ecosystem, and for most 
clouds that’s the user.”

If adversaries can get the key to the front door, so to speak, they do 
not have to go through firewalls (which attempt to keep unwanted users 
out of systems) or special systems meant to detect intrusions. They are 
seen as legitimate users.

Jane continues with another house analogy to explain a second 
challenge: what if an adversary organization pays to join a cloud? “Let’s 
say you have a room you rent to someone, and that person starts to steal 
everything in your house. That’s very much what we see happening in 
the cloud. Anyone can get access to the cloud. You just have to subscribe 
to a provider’s services. Cloud providers worry a lot about whether they 
are going to have a hacker come in and subscribe to their services. When 
that happens, the adversaries are inside the perimeter of the protection 
systems of the cloud, trying to break into different rooms in the house. 
The cloud providers have always been concerned about this.”

A final challenge to the cloud is all the different types of software in 
use. As demonstrated in the previous chapter, the supply chain involved 
in producing software has been an important infiltration target for both 
the Chinese and the Russians. “Let’s say a resident of the house has 
brought in a very large box with a hacker hiding inside it,” Jane explains. 
What happens? “It pops out at night and attacks other residents of the 
house. We see it in software that has been inserted into different applica-
tions that might give someone a backdoor into the house.”

Jane adds: “The guys who have put so much thought into their cloud 
architecture are getting defeated because they have not fully secured the 
interior of the cloud from internal attacks by professional security people 
configuring applications and devices on the resources they lease from the 
cloud.”
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Although cloud service providers promise security, they do not pro-
vide a warranty and are not on the hook for damages if there is a breach. 
“No one gives you a cybersecurity insurance policy when you sign onto 
the cloud,” Jane explains. “You have to buy your own insurance exter-
nally. If I get breached or someone else gets breached, it’s a very difficult 
situation,” because it is rarely clear who is legally responsible or whose 
insurance carrier bears what burden. And the cost for litigating such 
disputes can be high.

The Chinese, in particular, have amassed considerable cloud com-
puting expertise. In July 2021, the NSA, CISA, and the FBI published 
a joint cybersecurity advisory warning against Chinese state-sponsored 
cyber threats: “Chinese state-sponsored cyber actors consistently scan 
target networks for critical and high vulnerabilities within days of 
the vulnerability’s public disclosure,” it said.6 The advisory went on to 
describe common Chinese hacker tactics, which include targeting “ser-
vices in hybrid cloud environments to gain access to cloud resources.”

Once inside a cloud computing system, the Chinese have demon-
strated great ability to “play hopscotch” or “hop” from one company’s 
systems to another, as APT10 did, which lends credence to the possibility 
that “cross-tenant vulnerabilities” exist and are being exploited by our 
adversaries.7

The Department of Justice said Chinese APT10 hackers got into 
the systems of companies in an astonishingly wide range of fields: avi-
ation, satellite and maritime technology, industrial factory automation, 
automotive supplies, laboratory instruments, banking and finance, tele-
communications and consumer electronics, computer processor tech-
nology, information technology services, packaging, consulting, medical 
equipment, health care, biotechnology, pharmaceutical manufacturing, 
mining, and oil and gas exploration and production. Precisely how they 
did it has never been publicly revealed, but they clearly exploited some 
form of weakness.

By consolidating data into the hands of a few large cloud providers, 
we have created highly attractive targets. All it takes is a single point of 
failure for a malicious actor to penetrate the systems of multiple compa-
nies. It is a new front on the cyber battlefield.
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Was the marketing pitch for cloud computing providing better secu-
rity all hype? Not entirely. “For most organizations, their core business is 
not IT or security,” Jane says. “Going to the cloud is going to be a quan-
tum leap in security. But that doesn’t make it foolproof, nor adequate.”

Stop to consider the cumulative effect of software supply-chain and 
cloud computing vulnerabilities. “Here’s the sad state of the environment 
today,” Jane said. “IT and cybersecurity are not the core business for a 
lot of organizations. They see paying for those things as a tax on them. 
They see those types of expenditures and organizations as bottom feeders. 
Cybersecurity providers are taking directly from their profits.”

The government alone cannot fix the problem. “Our country is not 
set up to have the federal government go in and secure people’s critical 
infrastructure,” she added. “All they can do is to try to create policies.” 
The Europeans have started imposing financially significant fines on U.S. 
tech giants that cannot adequately protect the data of European custom-
ers. China has completely clamped down on its technology companies. 
But in the United States, there are few significant criminal penalties or 
personal fines for executives who knowingly fail to address cybersecurity 
issues.

The threat extends beyond the loss of data or intellectual property. 
The real threat is disruption of critical infrastructure. “[The Chinese] are 
not going to be like some other organizations that try to steal money,” 
Jane adds. “That’s not their purpose. Their purpose is to put software in 
these systems to hide for a rainy day when they can activate it. From the 
perspective of an asymmetric war, I think the Chinese, the Russians, and 
the Iranians, to some extent, are willing to be very patient. . . . They are 
jealously guarding their hidden access points.”

Cunningham’s take is that “China nationally and strategically plays 
the long game. They’re willing to wait. They are kind of like the sea snake 
that’s willing lie on the floor of the ocean and just let their adversaries 
pick at them as they continue to move toward their target. They’ll do it 
for fifty years. They see this as a big-time national initiative, and they will 
use any and every opportunity to continue to leapfrog the competition 
until they are the dominant global superpower, which I would say I think 
they kind of are now,” Chase told us.
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Russia is a different kind of threat. “The Russians have fallen into 
a quagmire lately with this physical conflict [in Ukraine],” he said, “but 
before that they were doing a really good job of using the internet and 
corporate America’s networks to basically fund their activities.” These 
activities spanned multiple types of actors, including those from spy 
agencies, the Russian military, and criminal organizations. “They had set 
up an infrastructure that was enabling [ransomware attacks], and then 
they also were smart enough to make sure they had plausible deniability. 
But nothing occurs in Russia without someone having oversight.”

Jane also puts the Chinese ahead of the Russians in their offensive 
cyber capabilities. “The Chinese have a large number of people,” Jane 
says. The ability of the Chinese to focus large amounts of resources and 
apply pressure to our weak points is substantial. “It’s part of their doc-
trine of asymmetric warfare,” she said. “Our adversary has been telling us 
exactly what they are going to do, but we haven’t listened. If an adversary 
really wanted to disrupt our critical infrastructure, I think it would be 
well within their capability to do that. There are so many places where 
we have so many systems that can be attacked—our water, our power, our 
self-driving cars.”

Herein lies the problem. On one hand, Chinese and Russian hackers 
are dedicated to giving their countries an unfair advantage by attacking 
the U.S. private sector, and on the other, at least some U.S. executives 
and their boards have willfully ignored the threat in favor of maximizing 
corporate profits. “The 9/11 of cyberattacks has not occurred yet, so you 
are not seeing the response from industry,” Jane said. If corporate Amer-
ica is waiting for that type of existential moment to act, it is making a 
potentially fatal mistake.

It is imperative that corporate leaders understand that, while their 
organizations can outsource data storage and IT services, they cannot 
outsource responsibility. The cloud is not a panacea of security—far from 
it. “Every computer system on the planet, in some form or fashion, has 
got some level of compromised activity for something. It’s the very nature 
of operating in a digital environment,” Cunningham said. Companies 
need to take an active role in securing their cloud access points and in 
training their employees on proper cloud cybersecurity hygiene.
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Vulnerabilities are a fact of life. Americans could never possibly put 
the proverbial genie back in the bottle. But Cunningham believes that 
we as a nation are “doing a better job of accepting the reality of the mon-
ster we’ve created. We are dealing with the risks that are inherent to the 
nature of the way we operate and then applying controls and technolo-
gies that keep us ahead of the curve of malevolence.”

Unfortunately, this is not a traditional battle where we will ever be 
able to claim victory. “At the end of the day,” Cunningham concluded, 
“this is about staying a step ahead of the zombie horde.”
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Chapter 8

Stealing the War
Cyber Threats to America’s Defense Supply Chain

The greatest long-term threat to our nation’s information and intellec-
tual property, and to our economic vitality, is the counterintelligence 
and economic espionage threat from China.

—FBI Director Christopher Wray

As a war fighter whose storied career spanned more than 
forty years, U.S. Air Force general Herbert “Hawk” Carlisle led combat 
aviators flying some of the most advanced weapon systems on the planet. 
Before retiring, Carlisle rose to the pinnacle of any air force officer’s career: 
commanding general of Air Combat Command. As commander, Carlisle 
was responsible for overseeing, delivering, and maintaining all U.S. Air 
Force combat assets, including more than 135,000 airmen deploying 
worldwide. “I felt secure knowing that the tireless efforts of organiza-
tions across the U.S. defense industrial base provided our armed forces 
with cutting-edge technology critical to maintaining a tactical advantage 
over any adversary,” Carlisle wrote in the foreword to a Department of 
Defense report on threats to the U.S. military’s supply chain.

Then he added ominously: “However, our military superiority is 
under direct attack from our most sophisticated adversaries—nations 
whose cyber actors continuously target the very industry that powers the 
U.S. military’s technological advantage.”1
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After retiring from the air force, Carlisle served as the president 
of the National Defense Industrial Association—an organization that 
works to meet military and national security requirements through the 
innovative prowess of the American private sector. The defense industrial 
base is comprised of more than three hundred thousand companies that 
serve as the industrial backbone for the U.S. military. These organiza-
tions include major corporations such as Lockheed Martin, Boeing, and 
Northrop Grumman, as well as all the smaller companies and manufac-
turers within their supply chains.

The defense industrial base—or DIB, as its name is commonly 
shortened to—provides the Department of Defense its research and 
development, manufacturing, and advancements in weapon systems and 
components critical to sustaining a technologically advanced military 
that operates worldwide. This vast and complex sector is the sine qua 
non of America’s ability to field, maintain, and advance its military year 
after year.

However, in 2022, for the first time in history, the National 
Defense Industrial Association gave the health of the industrial base 
“below a passing grade.” In addition to economic strains resulting from 
the COVID-19 pandemic, the defense industry “faces sustained and 
increasing threats of intellectual property theft, economic espionage, 
and ransomware hacks among other security breaches,” the association 
wrote in its annual report.2 “Data breaches, intellectual property theft, 
and state-sponsored industrial espionage in both private companies and 
university labs are on an unrelenting rise.”3

Given Carlisle’s intimate understanding of the technological impera-
tives of sustaining America’s war-fighting edge, this report should be read 
as an SOS for U.S. national security. For the first time, the U.S. military 
can literally see that it could be fighting a Chinese adversary that is 
armed with weapons developed from stolen American technology, such 
as its new Fujian aircraft carrier that bears a remarkable resemblance to 
America’s Gerald R. Ford class of carriers, among many, many others.

Carlisle is not the only senior military officer raising the alarm. In 
June 2022, Major General Cameron Holt—the deputy assistant sec-
retary of the air force for acquisition—gave a keynote address at the 
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Government Contracting Pricing Summit during which he painted a 
grim picture of the state of U.S. defense contracting. The Chinese mili-
tary, Holt said, is able to acquire weapons “five to six times” faster than 
the U.S. Department of Defense. “In purchasing power parity, they spend 
about one dollar to our 20 dollars to get to the same capability.”4

At the close of the twentieth century, the United States enjoyed 
unrivaled military and economic dominance. But it was the Gulf War, 
beginning in 1990, in which the United States and its allies effortlessly 
toppled the Iraqi forces that served as a wake-up call for China. The first 
conflict of the nascent digital era demonstrated to Chinese strategists the 
critical role of information technology, including cyberspace, satellites, 
and advanced communications. Chinese leaders watched with dismay as 
the American military routed and dismantled the Iraqi army in what is 
considered one of the most one-sided conflicts in the history of modern 
warfare.

Going into the first Gulf War, Iraq’s military was ranked fourth 
in the world—having ballooned to more than one million troops, who 
had been trained on weapons financed by the West to fight its bloody 
eight-year war with Iran. The Chinese military, though larger in number, 
paled in technological comparison to the forces commanded by Saddam 
Hussein. In the early 1990s, China’s air force was comprised of few 
fighter jets, mostly limited to its J-7—an indigenously produced replica 
of the Russian 1960s-era MiG-21. Iraq’s air force, by contrast, was com-
prised of far more advanced fighters, like the Russian MiG-29—which 
was comparable, at the time, to the U.S. Air Force’s F-16—and supported 
by advanced antiaircraft missile defense systems. But even these advanced 
weapon systems proved wholly ineffective against American technology. 
This was underscored by Iraq’s total inability to detect the presence of 
the U.S. Air Force’s “invisible” F-117 Nighthawk stealth fighters, whose 
bombing campaign in the opening salvo cleared the way for wave after 
wave of American aerial bombers.

On the ground, Iraqi forces fared no better. The Iraqi T-72 tanks 
that faced U.S. forces were considerably superior to China’s indigenously 
produced main battle tanks and were supported by advanced short-range 
ballistic missiles. However, the ability of American forces to combine 
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ground maneuvers with airpower left entire Iraqi armored divisions 
without support of any kind. Due to the early effectiveness of American 
“smart” munitions—such as radar and GPS-guided bombs—many Iraqi 
missile operators turned off their electronics for fear of being detected 
and targeted. The net effect was Iraqi missile forces launching what 
amounted to long-range unguided missiles against an American force 
moving with lightning speed and using precision munitions against Iraqi 
positions. For Chinese military commanders, dismay turned to horror 
as they watched General Norman Schwarzkopf ’s “left hook,” wherein 
1,900 American tanks annihilated the numerically superior Iraqi tank 
corps, leaving 4,000 armored vehicles as smoking heaps of twisted metal 
in the desert.

“The Chinese looked at Iraq and saw an army similarly equipped 
as theirs with old Soviet weaponry, and they saw how quickly the Iraqis 
were taken apart,” Mandiant analyst Scott Henderson told us. He was 
with the U.S. Army at the time specializing in China. “A lot of the ease 
of victory had to do with the information advantage. The Chinese looked 
at that as a warning to them, but also an opportunity. They decided they 
needed to leapfrog us. The Chinese realized they did not have to compete 
with us plane for plane and tank for tank. They could envision how they 
could get to a level playing field with us using technology rather than 
building traditional weapons.”

The People’s Liberation Army (PLA) studied the Gulf War for 
years. In 1999, two senior colonels in the PLA, Qiao Liang and Wang 
Xiangsui, published a book titled Unrestricted Warfare.5 It was published 
by the PLA’s own publishing house, implying that the army’s leader-
ship endorsed it. In it, the authors argued that hacking into American 
websites, targeting financial institutions, using the American media, and 
conducting urban warfare should all be part of a conflict with the United 
States. Qiao was quoted in an interview as saying that “the first rule of 
unrestricted warfare is that there are no rules, with nothing forbidden.”

China’s subsequent campaign of aggressive technology moderniza-
tion has enabled a sprint to near parity with the United States. Crucial to 
this achievement has been China’s centralized economic control. China 
makes no secret of its intentions. The government announces openly the 
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technologies it wants to develop. It did so in its “Made in China 2025” 
plan and also has done so in its various five-year plans. The Chinese gov-
ernment encourages its state-owned enterprises and once private-sector 
companies (over many of which the Communist Party has reasserted 
control) to become national champions in these technologies. The Chi-
nese military and intelligence services then provide the companies with 
advanced research and development obtained through malicious cyber 
activities, intellectual property theft, and predatory investment practices. 
This has allowed Chinese manufacturing and technology sectors to 
bypass many phases of research and development—saving an enormous 
amount of money. China can more rapidly commercialize an idea that 
is stolen from an American research lab because the government is sit-
ting on $3.1 trillion in foreign exchange reserves. It can generously fund 
any technology it deems strategic. By contrast, in the American system, 
with its focus on short-term profits, the best ideas often face years of 
development and regulatory burdens before they can be successfully 
commercialized.

Advanced technologies flow to the People’s Liberation Army because 
of the “military-civil fusion” that President Xi Jinping has declared, and 
they pose a direct threat to U.S. forces, as the PLA demonstrated in 
August 2022 by encircling Taiwan and launching at least eleven ballistic 
missiles. The United States is ultimately waging a government-centric 
campaign against an adversary that has mobilized its entire society. Amer-
ica’s military is not just confronting another military—it is confronting 
what Dwight D. Eisenhower would have called a “defense-industrial 
complex” that melds the military with intelligence services, universities, 
research labs, corporations, and indeed an entire nation.

The stated goal of China’s strategy of military-civil fusion is to trans-
form the PLA into the world’s most technologically advanced military 
by 2049, the one hundredth anniversary of Mao Zedong’s creation of 
communist-ruled China. It does not tolerate the quaint distinctions 
Americans make between their government and the private sector.

Chinese entities have attacked the Pentagon’s secrets from a dizzying 
variety of directions, and the U.S. Navy has been a favorite target because 
of its highly visible role in defending Taiwan and the South China Sea. 
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China’s APT10 group, it was revealed in December 2018, had stolen the 
names and personal information of one hundred thousand navy person-
nel. That, combined with the breach of the Office of Personnel Manage-
ment in the 2014–2015 time frame, could mean the Chinese have the 
personal information for nearly every service member in the navy.

All the information stolen in 2018 was in a cloud computing system 
maintained by private-sector companies—which is another Pentagon 
vulnerability. As mentioned earlier, the Department of Defense does not 
have the power to audit the computing systems of the different levels 
of its supply chain or even to insist that third-party auditors conduct 
forensic inspections to identify possible Chinese penetrations. Smaller 
suppliers do not tend to spend sufficiently on IT security, rendering them 
much more vulnerable than top-tier suppliers. The inability of the Pen-
tagon to better monitor its own supply chain also means that it cannot 
catch the Chinese creating backdoors into critical military technologies 
to enable cyberattacks against U.S. ships, aircraft, and communications 
systems during a hot war.

There are also concerns that China could be using TikTok to 
observe the movements and living quarters of military members on bases 
throughout the world. The Department of Defense has banned the use of 
TikTok on official military-issued phones, but service members have per-
sonal devices and regularly use TikTok to communicate with one another 
and with their families according to public testimony by Brendan Carr, 
the FCC commissioner cited in chapter 4, who has emerged as a leading 
TikTok critic. “U.S. service members around the world have participated 
in a viral TikTok trend where they upload video and audio of their bar-
racks,” Carr said. “Hundreds of video tours have been posted from not 
only multiple U.S. installations but as far afield as the United Kingdom, 
South Korea, Japan, Italy, Germany, and Afghanistan.”

If the Chinese government has access to that data, as is widely 
presumed, it could obtain details about the barracks’ locations and be 
aware of troop movements. The Department of Defense is seeking to 
discourage the use of TikTok on personal devices but has not yet been 
completely successful.6
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Yet another possible avenue of attack is the Huawei telecommu-
nications equipment that has been installed in regional telephone net-
works in the American West near U.S. military bases or launch sites for 
missiles. The FCC’s Carr said that cell phone towers around Montana’s 
Malmstrom Air Force Base, which oversees missile fields, use Huawei’s 
technology. That might allow Huawei to track troop movements or to 
interfere with the launch of an intercontinental ballistic missile, he said. 
Nebraska and Wyoming also have systems that use Huawei’s technology, 
and they also host American military installations. It was entirely appro-
priate for the U.S. government to ban the sale of new Huawei equipment 
in the United States, but the problem is what to do with what is already 
installed. The FCC has issued a “rip and replace” order to those rural 
telephone networks, but the deadline does not kick in until 2023 and 
many thorny issues remain before Huawei’s gear can be fully removed.7

These are all crucial weaknesses when dealing with China. The extent 
of Chinese cyber espionage is far more significant—and dangerous—
than politicians, media outlets, and corporate leaders would like to admit.

But it is the assault on the defense industrial base that may be the 
single most important line of attack. “In order to obtain the capabili-
ties needed to support . . . advanced technologies, China relies on both 
legal and illicit means, including foreign direct and venture investments, 
open-source collection, human collectors, espionage, cyber operations, 
and the evasion of U.S. export-control restrictions to acquire intellectual 
property and critical technologies,” a Defense task force reported in its 
2018 response to an official inquiry by President Trump.8

This creates an asymmetric threat to the United States and its allies. 
Western nations function on theories of capitalism and free market 
competition. China, by contrast, is an autocratic regime operating a 
command economy. Everything and everyone in China exists to benefit 
the state. Just as China recognizes no distinction between business and 
government interests, it also does not distinguish between traditional 
espionage and using government resources to target Western companies 
and steal technologies for the benefit of its own industries. Where the 
United States has prohibitions on using government resources to conduct 
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espionage to provide an advantage to any particular company or organi-
zation, China makes this common practice.

The fruits of this espionage-fueled modernization have plainly man-
ifested themselves in China’s march toward maritime superiority. Since 
the early 1990s, China has been transforming its navy into an advanced 
modern force capable of contending with the U.S. Navy. According to 
the Department of Defense, China’s current fleet comprises the largest 
navy in the world, with 355 vessels—from ballistic-missile submarines 
to surface combatants to oceangoing amphibious landing ships.9 And 
in June 2022, the Chinese navy launched its first so-called indigenously 
produced aircraft “supercarrier.” Named for China’s Fujian Province, this 
new supercarrier forms the cornerstone of China’s modern blue-water 
naval force being built with the stated goal of supplanting the U.S. Navy’s 
presence in East Asia by 2035.

Since World War II, the hallmark of global military dominance has 
been the ability to project power anywhere in the world. To military 
strategists, this is largely measured in the ability of a nation to deploy 
and sustain carrier battle groups. In 2022, the United States had eleven 
carrier strike groups—six on the East Coast, four on the West Coast, and 
one stationed in Japan. Each U.S. aircraft carrier is over one thousand 
feet in length and carries a complement of sixty to seventy aircraft and 
more than five thousand crew members. To illustrate the comparison 
with other blue-water navies—those capable of deploying vessels outside 
of their territorial waters, China has three carriers; the United Kingdom 
has two; and Russia, France, and India each have one. Importantly, each 
of these aircraft carriers—with the exception of Fujian—is only a fraction 
of the size of American supercarriers. Indeed, many of these carriers more 
closely resemble the U.S. Navy’s amphibious landing ships used primarily 
to launch and recover helicopters.

Fujian is different. Though the Chinese navy has been conducting 
carrier operations for more than a decade, until now their two seaworthy 
carriers were small carriers that used ski-jump-like devices to launch 
planes. They were based on a 1980s-era Russian Kuznetsov-class carrier. 
The newly launched Fujian is billed as being entirely “Made in China.” 
However, a close inspection reveals that this nearly one-thousand-foot 
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supercarrier is based on the design and technology of the American Ger-
ald R. Ford–class aircraft carrier. Readily apparent from Chinese propa-
ganda photos are the housings for Fujian’s four electromagnetic catapults, 
capable of launching her entire complement of advanced aircraft in under 
an hour. Truly a floating forward airbase, Fujian will enable China to 
project naval power worldwide.

The acquisition of technology and expertise necessary to indigenously 
build, launch, and logistically sustain a carrier battle group in a span of 
twenty years is simply stunning. Jim Fanell, a retired U.S. Navy captain 
who served as the director of intelligence for the U.S. Navy’s Pacific Fleet, 
has been a leading voice about the threats of Chinese industrial espionage 
for more than a decade. Fanell points to many aspects of Fujian that 
are the result of Chinese intellectual property theft, most notably the 
electromagnetic aircraft launch system. “Given [China’s] past espionage 
activities surrounding its first aircraft carrier, there is no question that 
the PRC has once again stolen [military] technology from the U.S. Navy. 
Anyone who suggests otherwise is only providing cover for the PRC’s 
espionage programs.”10

While the eighty-thousand-ton carrier is the most visible piece of 
copied military hardware, China’s technology theft is evident across its 
military. In 2017, Director of National Intelligence Dan Coats testified 
to Congress the U.S. intelligence community’s assessment that Chinese 
hackers had stolen data on advanced U.S. airframes, including the F-35 
Joint Strike Fighter and the F-22 Raptor fighter jet.11 Today, the fruits 
of this theft can be seen flying above Shanghai in the Shenyang J-31 and 
Chengdu J-20. These fifth-generation fighters are a far cry from the Cold 
War–era knockoffs the Chinese flew at the turn of the century—and the 
similarities with their American counterparts are beyond mere outward 
appearance. In 2000, nearly every fighter in China’s inventory was limited 
to engaging targets within visual range. China’s navy and air force were 
incapable of engaging targets over the horizon. Today, as a product of 
cyber espionage, the air-to-air missiles and precision-guided munitions 
in China’s fifth-generation fighters can outreach American and allied 
weapons.
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Another carbon copy of American military technology can be found 
in military transports. Taking off and landing from the commercial ter-
minal at Charleston International Airport in South Carolina provides a 
rare glimpse into the scope of both the complexity and prowess of U.S. 
military logistics. Stretching almost the entire length of one runway sit 
two seemingly endless columns of gray C-17 Globemaster III heavy 
freight aircraft. Operated by the U.S. Air Force and Air National Guard, 
these four-engine behemoths are responsible for rapidly deploying per-
sonnel and equipment in and out of combat zones throughout the world. 
Distinctive in both size and shape, the C-17 forms the backbone of the 
U.S. military’s heavy airlift capability.

In 2006, a Boeing aerospace engineer named Dongfan Chung stole 
the C-17 designs and handed them over to the Chinese government. 
In 2011, Chung was sentenced to twenty-four years and five months in 
prison.12 That same year, China’s Xi’an Aircraft Industrial Corporation 
began work on China’s copy of the C-17: the Chinese Y-20. According 
to the China Daily, the Y-20 is capable of flying over nine thousand miles 
without refueling and can carry over two hundred tons.

But Chung’s traditional espionage on behalf of the Chinese govern-
ment was not China’s only source of sensitive military technology on the 
C-17. In 2013, the Defense Science Board reported that more than fifty 
Defense Department system designs and technologies had been com-
promised by Chinese hackers.13 Prominently listed in that report was the 
C-17, as well as the F-22 and F-35 fifth-generation fighter jets and the 
electromagnetic aircraft launch system recently unveiled on the Fujian.

In 2014, the FBI arrested a Chinese national and permanent resident 
of Canada for his part in a six-year conspiracy that allowed Chinese 
hackers access to the networks of Boeing. In his 2016 guilty plea, Su Bin 
admitted to having enabled the hackers to steal sensitive military infor-
mation—including information on the development of the C-17, as well 
as the F-22 and F-35 stealth fighters—and export it to China. Beginning 
in 2008, Su identified for the hackers individuals within Boeing with 
access to sensitive information China sought who would be lucrative tar-
gets for exploitation. After one of the Chinese hackers “gained access to 
information residing on computers of U.S. companies, he e-mailed [Su] 
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directory file listings and folders showing the data [the hacker] had been 
able to access,” Su’s 2016 plea agreement reads. Su admitted that he had 
directed the Chinese hackers “as to which files and folders [they] should 
steal.” Su and the Chinese hackers “did this specifically with respect to 
data related to certain aircraft programs or technology.” Su would then 
translate the information from English to Mandarin on behalf of the 
hackers.14

For his part in the conspiracy, Su was sentenced in 2016 to just 
four years in federal prison. While the Justice Department touted Su’s 
guilty plea as a strong message that “stealing from the United States and 
our companies has a significant cost,” no criminal penalties were ever 
imposed against the Chinese hackers with whom Su conspired. In total, 
the scheme yielded the Chinese government and its defense industry 
630,000 files totaling sixty-five gigabytes of sensitive information per-
taining to the C-17 and 220 megabytes of flight-test data pertaining to 
the F-22 and F-35.15

However, shortly before the FBI arrested Su in Canada in 2014, the 
U.S. Department of Justice had scored its first indictment of a different 
set of Chinese hackers. In May 2014, the U.S. Attorney’s Office for 
the Western District of Pennsylvania presented its case to a grand jury 
seeking an indictment of five Chinese military hackers for espionage 
and hacking into the networks of six U.S. companies. “From at least in 
or about 2006,” the indictment reads, “members of the People’s Libera-
tion Army . . . conspired together and with each other to hack into the 
computers of commercial entities  .  .  . to steal information from those 
entities that would be useful to their competitors in China, including 
state-owned enterprises.”16 Finding sufficient evidence to charge the 
Chinese hackers, the grand jury returned thirty-one counts ranging from 
economic espionage, to computer fraud and abuse, to aggravated identity 
theft.17

The six charged hackers were all part of the PLA’s Unit 61398, which 
has been described in previous chapters. But these six were just the tip 
of the iceberg. According to the groundbreaking 2013 Mandiant report 
revealing the activities of Unit 61398, between 2006 and 2013 the unit 
stole “hundreds of terabytes of data from at least 141 organizations.”18 To 
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sustain such a large team of hackers, the on-keyboard operators “would 
need to be directly supported by linguists, open-source researchers, mal-
ware authors, industry experts who translate task requests from request-
ors to the operators, and people who then transmit stolen information to 
the requestors.”

In other words, the Chinese military’s Unit 61398 is a very 
well-funded and organized element with the full backing of the state 
whose mission was to steal intellectual property from the U.S. defense 
industry. In addition to the Justice Department’s indictment, Mandiant’s 
incredibly detailed 2013 report made clear that “the Communist Party 
of China is tasking the Chinese People’s Liberation Army to commit 
systematic cyber espionage and data theft against organizations around 
the world.”19 In total, Mandiant revealed that Unit 61398 was responsible 
for more than one hundred intrusions into U.S. entities across twenty 
different sectors.

* * *

Following the establishment in 2015 of the Strategic Support Force 
within the PLA, grouping all the military’s cyber and information war-
fare forces together, there appeared to be a lull in Chinese state-sponsored 
hacking against the American defense industrial base. But the reprieve 
was short lived. While the Strategic Support Force cyber operators refo-
cused their efforts on Chinese war-fighting capabilities in cyberspace, 
China’s Ministry of State Security (MSS) quickly took over as the lead 
organization for commercial cyber espionage. In doing so, the MSS 
began to use contractors to target the American defense industrial base. 
For example, in 2017, the Justice Department indicted three owners and 
employees of the Guangzhou Bo Yu Information Technology Company 
Limited—known more commonly as Boyusec. Following the indictment, 
multiple security researchers confirmed that Boyusec was an MSS con-
tractor and that two of the indicted individuals had direct ties to Chinese 
intelligence cyber operations.20

What received little attention at the time is a startling revelation: the 
MSS was crowd-sourcing its commercial cyber espionage targeting the 



Living through a Hack by Unit 61398
The chief information officer of a subcontractor for multiple 
defense companies, including Boeing and Lockheed Martin, spoke 
with coauthor Bill Holstein on the condition of anonymity. The 
cybersecurity firm, FireEye, made the introduction. This account 
first appeared in Chief Executive magazine in 2016. Here’s his story.

“I was out on the golf course on a Saturday in May 2013 when 
my CEO called,” the CIO recalled. “This was everyone’s worst 
nightmare. He told me he was having trouble with the company’s 
email system and asked me to check it out. I looked at email on my 
phone and, sure enough, we had problems. It was the canary in the 
coal mine because our email server had its own private network to 
the internet. That network was being saturated with data leaving 
the building.

“We didn’t know what was going on for a couple of days until 
we looked at where the traffic was going. All of it was going to one 
location in Shanghai, and we didn’t have any customers or oper-
ations there. The information being targeted was export-control 
documents we had filed with the U.S. government to export equip-
ment to the UK, India, and Spain. But it seemed like the real target 
was the U.S. Navy because what we were exporting was similar to 
what we make for the navy. Whoever was doing this wanted to take 
an easy route to help their own navy.

“With help from FireEye, we discovered they had been on our 
systems for two months before we found them. The forensics work 
showed that they did a lot of poking around and knew what they 
were looking for. They had set up a process for getting the data out 
by compressing the files so they could be exfiltrated.

“We stopped them manually in mid-exfiltration, and they 
couldn’t get back in. Which meant they did not have time to clean 
up and cover their tracks. We could see all the trails they had left. 
Our whole directory of emails and passwords had been compro-
mised. They had taken a lot of documents and RFPs [requests for 
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U.S. defense sector. This arrangement effectively allows for a disaggre-
gated—and near limitless—pool of hackers operating from anywhere in 
the world to use common advanced tools to target and exploit companies 
in the American defense industrial base. For network defenders, this shift 
in tactics poses a significant challenge.

This challenge is due in large part to the cybersecurity models 
currently most prevalently in use. The current cybersecurity construct 
is predicated upon knowing what “bad” looks like. Antivirus and mal-
ware detection software is primarily based on signatures, or identifiable 
features, of malicious activity. It works like this: when hackers breach a 
network, they leave signatures, which are like digital fingerprints. These 
fingerprints can include anything from the email address used to send 
a spear-phishing email, to the spoofed IP address the hacker’s traffic 
appears to be coming from, to the malware the hacker deploys to com-
promise the network.

Once a breach occurs and is detected, digital forensic analysts parse 
through audit logs to identify these fingerprints and then use them to 
create signatures to detect similar activity in the future. These signa-
tures are fed into intrusion detection systems and shared with the larger 
cybersecurity community to inoculate other networks. So, the next time 
that email or IP address communicates with a network, the traffic will 
automatically be blocked. Similarly, the next time that specific malware 

proposals], but they had not yet taken our drawings, which are the 
secret sauce. If they had gone for the drawings first, it would have 
been better for them.

“The Mandiant people at FireEye told us that the attack was 
similar to other attacks by a unit of the People’s Liberation Army 
called simply Unit 61398. They had been tracking these guys and 
knew their patterns. This unit represented what they called an 
Advanced Persistent Threat (APT). We had a firewall and virus 
protection. But realistically, if someone is good and they want to 
target you, they are going to get in. There is no way to stop it. The 
key question is: how fast can you limit it?”
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is deployed against a network, the intrusion detection system or antivirus 
software will identify it as “bad” and either block the traffic or quarantine 
the file.

Think of it this way—if there is a wanted sign depicting the face of 
a bank robber posted on the door of a bank, all a security guard needs to 
do is to watch out for that bank robber and not let him into the bank. 
Simple, right? Deny access to the known bad guys so that the bank can 
carry on its business with the presumed “good” clients. But what happens 
when a white-haired grandmother with a walker, a twelve-year-old boy 
with a jar of quarters, and a teenage girl chewing bubble gum all walk 
into the bank? The guard looks at each, sees that they don’t match the 
known “bad,” and holds the door open.

The problem with Chinese intelligence services crowd-sourcing 
commercial cyber espionage is a significant increase in the breadth of sig-
natures that companies now have to identify to defend their networks. If 
an individual hacker modifies the malware or uses a different IP address 
to launch his attack, the system does not recognize the traffic or activity 
as a known “bad.” In the same way, while the cybersecurity community 
maintains long lists of signatures to identify bad actors, it is exceedingly 
difficult to identify the “bad” when the signatures are constantly chang-
ing. By contracting out for cyber espionage, the Chinese government 
is able to diversify the fingerprints targeting specific sectors to increase 
effectiveness, target a substantially larger number of companies, and 
focus its professional military hackers on developing tools and access for 
destructive cyberattacks and cyber warfare.

Around the same time the Justice Department indicted Boyusec, a 
different Chinese hacking group was quietly penetrating the network of 
another defense contractor—one with far greater implications for the U.S. 
military. Due to the sensitivity of the program, the government redacted 
the victim company’s name and affiliation in all official correspondence, 
except to verify that the company was a defense contractor working on 
sensitive programs for the U.S. Naval Undersea Warfare Center. In the 
end, the Chinese hackers stole more than six hundred gigabytes of data 
from the contractor’s system.21
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Charged with developing next-generation submarine technologies 
and weapon systems, the Naval Undersea Warfare Center represents a 
strategic asset for U.S. national security. Occupying the northern third 
of the Newport Naval Station in Newport, Rhode Island, the Naval 
Undersea Warfare Center is the navy’s focal point for all research, 
development, testing, and evaluation of undersea warfare capabilities—
everything from autonomous submersibles to small modular nuclear 
reactors to next-generation sonar. Heavily reliant on universities and 
other private-sector partners to meet the unique technical requirements 
of undersea warfare, the center has an unclassified budget of over $1 
billion. And contractors working on these types of projects are precisely 
the target Chinese hackers supporting the advancement of the Chinese 
navy were looking for.

The unnamed contractor was secretly developing a supersonic anti-
ship missile capable of being launched from submarines. “Sea Dragon”—
as the secret program was named—was scheduled for initial deployment 
on U.S. submarines in 2020. Considered a “game changer” by military 
experts, submarine-launched supersonic and hypersonic antiship missiles 
are incredibly difficult to shoot down and nearly impossible to evade. 
But in January and February of 2018, as tensions between the Chinese 
and U.S. navies in the South China Sea continued to rise, Chinese 
hackers penetrated the contractor’s network and stole the plans for the 
Sea Dragon, along with details about hundreds of other mechanical and 
software systems.

While the full extent of the impact to national security caused by 
this compromise remains classified, the apparent damage is irrevocable. 
In 2019, in the wake of the Sea Dragon breach, the U.S. Navy pub-
lished an internal cybersecurity review detailing the extent of Chinese 
cyber commercial espionage targeting military technologies. The navy’s 
“dependency upon the defense industrial base presents another large and 
lucrative source of exploitation for those looking to diminish US military 
advantage,” the report reads. “Key DIB companies, primes (prime con-
tractors), and their suppliers, have been breached and their [intellectual 
property] stolen and exploited. These critical supply chains have been 
compromised in ways and to an extent yet to be fully understood.”22



143

﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿Stealing the War﻿﻿﻿﻿﻿﻿﻿

China’s astonishing rollout of its nuclear capability, as evidenced 
by its building of thousands of missile silos, was also based at least in 
part on stolen American technology. That pattern of espionage at the 
Department of Energy’s Sandia and Los Alamos laboratories in New 
Mexico may have been in progress for a quarter of a century. It was first 
detected in the late 1990s—and was even the subject of a congressional 
commission—but top U.S. officials in both Republican and Democratic 
administrations were eager to expand the U.S. relationship with China 
and chose to ignore the warning signs.23 As a result, the United States 
now faces two nuclear powerhouses—Russia and China.

The espionage and theft of intellectual property has been consistent 
over time. Chinese commercial espionage has become so prolific that in 
2020, FBI Director Christopher Wray announced that the FBI had “a 
thousand investigations involving China’s theft of U.S.-based technol-
ogy.” America’s long-term military advantage is being eroded by years 
of intellectual property theft from the defense industrial base. China is 
not merely stealing sensitive military information; it is also using it as 
a springboard to launch its next generation of weapon systems. What’s 
more, Chinese penetration of defense industrial base networks rep-
resents a significant threat to the integrity and reliability of U.S. military 
technology.

Fiction . . . or Future?
Imagine, for a moment, that the United States is leading a coalition to 
halt a Chinese incursion into Taiwan.

The U.S. Seventh Fleet, headquartered at the former Imperial Jap-
anese naval base in Yokosuka, has dispatched the USS Gerald R. Ford 
carrier strike group with its full complement of over sixty aircraft, as well 
as three Arleigh Burke–class destroyers, a Ticonderoga-class cruiser, and a 
Virginia-class fast-attack submarine to the Taiwan Strait. While tran-
siting the East China Sea, Ford’s airborne early-warning aircraft gets a 
radar hit on the Chinese Fujian aircraft carrier steaming east to intercept 
the Ford—staying just out of range of Virginia’s Sea Dragon antiship 
missiles. Immediately, the strike group sets general quarters, manning 
every battle station.
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Ford’s F-35s are the first to get airborne. As soon as a division of 
eight are airborne, Ford’s combat information center alerts the pilots to 
inbound enemy aircraft. Chinese J-20s from the Fujian form an attack 
profile over the horizon. Intelligence indicates that the J-20s can carry 
a hypersonic air-launched variant of the Sea Dragon antiship missile. 
Under the rules of engagement, the American F-35s are permitted to 
engage to protect the strike group. Flying at nearly twice the speed of 
sound, the F-35s close with the J-20s. The American pilots get radar 
locks on their targets well before they can see them.

Over the radio, the flight lead calls out, “Fox 3,” and squeezes 
the trigger. The AIM-120 advanced medium-range air-to-air missile 
(AMRAAM)—the most advanced air-to-air weapon in the navy’s 
inventory—fails to fire. The lead’s specialized helmet allows him to look 
through his cockpit at the F-35s flying in close formation around him. 
Expecting to see the contrails of eight AMRAAMs marking the paths 
of missiles screaming toward their Chinese targets, the pilot sees nothing.

“Fox 2,” he barks into his headset. Nothing. Exasperated, he yells, 
“Fox 1!” Each pilot frantically presses the weapon release button again 
and again with no result.

A few miles ahead of the F-35s, the formation of J-20s drops down 
to one hundred feet in altitude and launches their hypersonic antiship 
cruise missiles at the strike group. Out of the fourteen Chinese missiles 
launched, seven find their targets. Four missiles strike at the waterline 
of two destroyers, sinking them almost immediately. Two others explode 
inside the hangar bays of the Ford, damaging all aircraft within and 
destroying the elevators used to lift them to the flight deck. The final 
missile strikes the bow of the cruiser. As the smoke settles, the carrier and 
cruiser are both disabled, and the two destroyers slip beneath the waves 
into the darkness.

The J-20s then turn their sights on the F-35s. With no working 
weapon systems and no carrier on which to land, the fighters point their 
noses east and make a last-ditch effort to outrun the J-20s to the Marine 
Corps air station on the Japanese island of Okinawa.

What happened? Several years prior, Chinese hackers compromised 
a small subcontractor using a spear-phishing email. As it turns out, the 
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subcontractor—an offshoot of CalTech—manufactures a small micro-
controller for the F-35’s missile launch system for Lockheed Martin. 
This well-financed start-up, which had recently won the bid to subcon-
tract on the navy’s newest fighter, finished compiling its computer-aided 
design—or CAD—files for the chips just before a long weekend. Over 
the weekend, Chinese hackers modified the CAD drawings to include a 
small—almost imperceptible radio frequency receiver. The hackers made 
no other modifications to the network and deleted all log files, hiding any 
trace of their activity.

The microcontrollers then were incorporated into the infinitely com-
plex F-35 and passed every test the navy had with flying colors.

Those receivers lay dormant. But when the Ford strike group crossed 
into the East China Sea, the Chinese used their electronic warfare capa-
bility to transmit a signal that acted as a kill switch for the microcontrol-
lers. Knowing the range of the U.S. submarine’s Sea Dragon missiles, the 
Chinese strike group intentionally stayed outside of striking distance of 
any American weapon but Ford’s aircraft. With no indication that any-
thing was amiss, the F-35 pilots launched to face China’s most advanced 
strike fighters—armed with ship-killing weapons developed from data 
stolen from the United States—with no functioning air-to-air combat 
weapons.

This could be the face of the next war, which could be unimaginable 
in scope—even if nuclear options can be avoided. It is widely assumed 
that if the fighting were to escalate beyond a single incident, the major 
powers would seek to disrupt the critical civilian infrastructures of their 
foes’ banking, food, electricity, and gasoline systems in a new version of 
the Cold War’s mutually assured destruction (MAD).

As China’s most renowned military strategist Sun Tzu famously 
wrote, “Victorious warriors win first, then go to war, while defeated 
warriors go to war first, then seek to win.” In the battle to establish 
next-generation military technological dominance, China is winning. Let 
there be no doubt, without a significant change of course and a whole-
of-nation effort to secure our critical technologies, China will win the 
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next war before we ever fire a shot. The United States is leaving itself 
essentially unable to defend against a much larger, more focused, and 
more cohesive adversary.
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Chapter 9

Retreat from Globalization
Easing Corporate America’s Addiction to China

Corporate America’s addiction to China did not happen over-
night. It has taken decades for an estimated seventy thousand American 
companies to establish their massive presences throughout the main-
land.1 For many years, their presence in China was seen as in keeping 
with broader American goals of encouraging a measure of political liber-
alization and economic reform. The concept of globalization—indeed, a 
near religion—has held that business was just business.

The Chinese, being long-term strategists, understand the appeal of 
their vast market. They have been watching the behavior of foreigners 
trying to get rich in China since the days of the British Empire—when 
a nineteenth-century British merchant reputedly exclaimed, “If only we 
could add an inch to the shirttail of every Chinaman, we could keep the 
mills of Lancashire running forever!” The gleam in foreigners’ eyes has 
never disappeared.

It has been only in the past decade, since Xi Jinping took power, that 
the Chinese have drawn in American and other foreign companies so 
deeply, allowing them to make sufficiently large profits, that they have 
begun using those companies as geopolitical tools. The Chinese have 
been astute in recognizing that business is more than business; it carries 
strategic implications.

American companies have fought hard to comply with the rules and 
wishes of the Communist Party while also adhering to U.S. laws and 
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maintaining an appeal to the American consumer base. This balancing 
act has become increasingly difficult, as World Wrestling Entertainment 
superstar and actor John Cena found after “mistakenly” referring to 
Taiwan as a sovereign nation. Cena’s effusive apology to the people of 
China—in Mandarin—to prevent his films from being banned in China 
both turned off American consumers and served as fodder for late-night 
television hosts for weeks. But American professional sports and Holly-
wood self-censor themselves as a matter of practice to ensure Chinese 
viewership and avoid the ire of the Communist Party.2

On the corporate side, American companies have been obliged to 
redraw their airline route maps and hotel maps to delete Taiwan as a 
separate country and to treat it as part of China. Apple routinely deletes 
apps from its App Store that it fears will anger Beijing. Moreover, China 
has consciously lured in major Wall Street firms recently with sweet deals 
because it believes, correctly, that they possess political clout in Washing-
ton. Incredibly, the Chinese government sought to persuade American 
business groups to lobby against a $52 billion piece of legislation aimed 
at helping the United States maintain its lead in semiconductors.3 That 
bill morphed into the CHIPS and Science Act.

Few people in the world understand what American CEOs are 
thinking about their China operations better than James McGregor, 
who lived and did business in China for thirty years. He is chairman of 
APCO Worldwide, Greater China, and served as president of the Amer-
ican Chamber of Commerce of China before retreating to the United 
States at the onset of COVID-19 more than two years ago. Some things 
have changed since then—China has suffered COVID lockdowns and 
supply-chain disruptions, and Beijing has reimposed party and govern-
mental control of its once-thriving technology companies. But the heart 
of McGregor’s analysis still resonates.

“The formula with China is that you can’t not be there,” he told us. 
“Nobody says it’s going to be a lot of fun. You have to be there, it used 
to be, because the market was so big and growing. China now represents 
a third of global growth, surpassing Japan, Europe, and America collec-
tively. It’s adding hundreds of millions of people to its middle class. It’s 
looked at as a ‘market for the decades’ at the same time that the United 
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States and Europe have kind of topped out. People now are focused on 
how to be in the China market and have a robust business there and not 
screw up their entire global future.”

Now that relations between the United States and China have 
deteriorated over a host of issues, what are American CEOs thinking 
about continuing to operate in China? “I think most American company 
CEOs are patriotic people who care about the United States,” he said. 
“But every economic incentive they have is about not being tied to any 
country. Our system is all about free market results, not about how much 
business you do in America or what you do for America. Globalization 
untethered them from having a strong business incentive to put America 
first in their business plans. If your market in China is bigger than it is in 
the United States, which is the case for many major U.S. multinationals, 
and the China market is much more of a future market than others, Xi 
Jinping may be more important to you than Joe Biden from a business 
standpoint.”  He added pointedly, “Meanwhile in China, there is not 
a single noodle shop that doesn’t have to make sure whatever they are 
doing keeps the Chinese government happy.”

One of the key challenges in contemplating how American compa-
nies might be persuaded to ease back on the volume and level of tech-
nology they sell in China is that competitors from other countries would 
seize the opportunity to increase their own sales. “If American companies 
retreat from China, the Koreans and Japanese and Germans and God 
knows who else will then usurp American companies,” McGregor said. 
“That’s the problem. If you’re not in China doing business, your competi-
tors will be in there. And the Chinese market is so robust and fast moving 
that you will find yourself no longer being a global leader.”

But isn’t there a way to prevent semiconductors designed by Qual-
comm in the United States and manufactured in Taiwan from ending up 
in the hands of the People’s Liberation Army (PLA), which uses them 
in its jet fighters and missiles? “Everything is ‘dual use’ now,” McGregor 
explained. “Dual use” means a product or component can be intended for 
either civilian or military purposes. “It used to be that if you were trying 
to keep technology away from a country’s military, it was very clear that a 
particular technology was going to guide a missile,” McGregor said. “But 
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it would be almost impossible to prevent the PLA from buying chips. The 
chips go into a big sales system (an internal Chinese distribution system) 
and make their way from there. It’s not like the Taiwanese are selling 
directly to the PLA. To prevent their chips from ending up in the hands 
of the PLA, they would have to quit selling to China. If you quit selling 
to China, you’re out of business.”

It’s obviously a quandary of historic proportions. But McGregor has 
some hope. “The actions of China in the past decade and past couple of 
years have alienated China from so much of the developed world. If we 
all could come together and figure something out. . . . Are we going to 
be in the position of Germany today? Germany is looking back on its 
decisions to rely on gas and coal from Russia. The result was that Putin 
felt he could do what he wanted. What happens in ten years if China 
invades Taiwan and the U.S. economy and its advanced manufacturing 
companies are so tied into China that the Chinese are able to prevent any 
kind of U.S. response? That kind of calculation is happening in Wash-
ington today.”

What would “figure something out” mean? We will devote the rest 
of this chapter to precisely that question. American and other foreign 
companies need to be able to retain critical distance from Beijing—they 
need to be able to stand up to its demands and resist supporting its 
authoritarian surveillance state. We will first concentrate on what that 
means in the realm of semiconductors, because it is arguably the single 
most important industry in China’s relations with the world. Passage of 
the CHIPS and Science Act, with $52 billion in subsidies to semicon-
ductor makers, is a major development in that competitive landscape, as 
are the sweeping restrictions on semiconductor sales to China for U.S. 
companies or companies using U.S. technology. As some pundits have 
argued, taken together these steps may be the most ambitious piece of 
industrial policy in fifty years.

Then we’ll turn to the argument about whether Apple and other 
American companies can successfully “reshore” any meaningful percent-
age of their production now in China. Clearly, some CEOs have made 
a mistake by relying too heavily on suppliers in China without creating 
alternative suppliers in other countries. A final piece of the equation 
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is a new American law that has just taken effect barring the import of 
goods from China made with forced labor in Xinjiang or elsewhere on 
the mainland. It could have much more sweeping consequences than 
previously foreseen.

China bought $430 billion worth of semiconductors from manufac-
turers worldwide in 2021, more than it spent on imported petroleum.4 
China manufactures some chips on its own but, until recently at least, 
they are not the most sophisticated. Foreigners still possess a command-
ing lead in many different aspects of designing and making the most 
advanced chips, namely the ones whose circuits are only three to five 
nanometers in width, which have applications in artificial intelligence 
and facial-recognition systems.

China recognizes that semiconductors are the number-one “choke 
point” that the techno-democracies possess over it.5 The Center for 
Security and Emerging Technology (CSET) at Georgetown University 
in Washington, a relatively new but important think tank because of its 
concentration on China-related technology issues, issued a report in May 
2022 based on a series of stories that a Chinese scientific newspaper pub-
lished in 2018. Written in Chinese and appearing in a relatively obscure 
newspaper, the articles had completely escaped attention in the West. 
In the articles, the Chinese science writers identified semiconductors 
as their country’s number-one vulnerability. Then, in the same month, 
CSET issued a report titled “Preserving the Chokepoints.”6 They were 
not trying to be funny or ironic; think tanks lack humor. In the maritime 
context, choke points are strategic waterways of economic and naval sig-
nificance—such as the Suez Canal in Egypt, the Bosporus Strait at the 
mouth of the Black Sea, and the Strait of Malacca connecting the South 
China Sea to the Indian Ocean.

It’s obvious that private-sector companies from different countries, 
who see one another as fierce competitors, will not be able to agree on a 
strategy to limit the volume of their sales or limit the level of technol-
ogy they sell in China. They cannot cure their addiction by themselves. 
Governments will have to be involved, which is hotly controversial, but 
which we argue is also essential. It’s also obvious that the United States 
alone cannot maintain the techno-democracies’ lead in semiconductors. 
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The effort must involve other allied nations—another controversial 
concept, but one we again argue is critically important. We need to 
retreat from unfettered globalization that benefits our adversaries, while 
embracing and enhancing globalization when it comes to our relations 
with like-minded nations.

Free market economists and theoreticians will scoff at this idea, but 
there are few national security imperatives greater than forging a global 
technology strategy with semiconductors at its core. China has clearly 
articulated what its strategy is in key technologies and devoted enormous 
resources to them, in addition to targeting the techno-democracies for 
the theft of those technologies. But we have refrained from defining a 
strategy because it goes against our traditional notions of capitalism.7 
The United States believes that private-sector companies have the sole 
responsibility for charting their technological paths, with no regard for 
U.S. national security or well-being. Unfortunately, that’s a losing strategy 
in countering the ambitions of the techno-giant that China has become.

It bears taking a brief detour to explain semiconductors and the com-
plexity of manufacturing them.

What are semiconductors? Semiconductors are the tiny conductive 
components inside a computer that enable the efficient flow of electricity 
across a circuit. At the most basic level, modern computers operate as an 
incredibly complex system of switches and circuits. The ones and zeroes 
of binary code—the machine-readable language that tells a computer 
what to do—dictate how electrons flow through a circuit. Put enough of 
these signals together, and the computer performs the desired process. In 
other words, if you don’t have semiconductors, you don’t have computers.

What are they made of? The vast majority are based on circular 
silicon wafers. There has been some experimentation with different 
materials, but for now, silicon continues to dominate. Many individual 
semiconductors are printed on each silicon wafer.

How are they made? Humans, often using advanced software called 
electronic design automation (EDA) tools, design the circuits. The 
techno-democracies have so far possessed a lock on designing the most 
advanced chips. After they have been designed, powerful light, guided by 
mirrors and lenses, etches those circuit designs onto the chips.
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How do the chips come off the silicon wafers? They don’t come off. 
The wafers are diced into individual semiconductors. The chips also have 
to be tested and packaged on circuit boards. Even if a chip is fabricated 
(manufactured) in the United States, much of that testing and packaging 
activity takes place in East Asia—partly because that’s where most of the 
world’s electronic products are assembled. Labor there also is cheaper.

Why does everyone seem to be trying to make smaller and smaller 
circuits? The narrower the circuits, the more functionality can be crammed 
onto a single semiconductor. More tiny transistors and other components 
can be added. The chip becomes more powerful and can store more data.

Just how small are these circuits? As noted, the most sophisticated 
chips have circuits that are only three to five nanometers wide, much 
thinner than a human hair.

Why, in general, haven’t the Chinese been able to catch up? There 
is an incredibly intricate supply chain of machines, software, chemicals, 
lenses, and mirrors. The Chinese have not been able to develop the best 
automated design software. And they lack human capital. It takes years 
of experience to learn how to perform all the steps involved in designing 
and making the most advanced semiconductors.

A possible exception to this pattern has been the recent news that 
China’s main vehicle for semiconductor manufacturing, the state-owned 
Semiconductor Manufacturing International Corporation, known as 
SMIC, has produced or obtained a chip with circuits of only seven 
nanometers in width. But the chip could have been stolen from Taiwan 
or based on Taiwanese designs.8

Where the Chinese have clearly been making gains is in the man-
ufacturing of lower-end chips and circuit boards. American companies 
may design the chips and build the equipment to produce them, but the 
physical production of many chips has shifted to China and Taiwan.

This is a huge, complicated subject, so let’s start by concentrating 
on two different sets of actors in different parts of the semiconductor 
supply chain. The first are companies that make the equipment used to 
make semiconductors. They are in the United States, Europe (primarily 
Holland and Germany), and Japan. Then there are the companies that 
use that equipment to actually make semiconductors. Those companies 
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are primarily in South Korea (Samsung Electronics), Taiwan (Taiwan 
Semiconductor Manufacturing Company, or TSMC), Japan (which has 
multiple chip makers), and the United States (Intel, Nvidia, Xilinx, and 
others—Qualcomm designs chips but does not manufacture them).

Manufacturing Equipment. The single most advanced piece of equip-
ment is made by a company called ASML Holding in Holland and uses 
extreme ultraviolet (EUV) light to create tiny circuitry. The machine is 
astonishingly complex and includes components from the United States, 
Japan, and Germany—the Germans are masters of making precision 
mirrors and lenses. It took decades to develop the use of EUV. The key 
is that EUV light has tiny wavelengths, so it can create smaller circuitry 
than other forms of light. The machine costs more than $150 million, 
and shipping it to customers requires forty shipping containers, twenty 
trucks, and three Boeing 747s.9 ASML is the only company in the world 
that can make one of these EUV machines.

The United States has enjoyed some success in persuading the Euro-
peans to cooperate in halting the export of this equipment to China. The 
Chinese were able to order one of these machines and sign a contract, but 
the United States persuaded the Europeans and Japanese that selling the 
equipment to China was not in their self-interest. The Trump adminis-
tration first succeeded in blocking the sale in 2019, and the Biden admin-
istration has maintained the same policy stance.10 Trying to expand upon 
that success, the Biden administration is also seeking to persuade ASML 
and Japan’s Nikon not to sell equipment from the previous generation of 
ultraviolet light technology called deep ultraviolet lithography (DUV).11

For its part, Germany is blocking the sale of a wafer fabrication 
company to China. In November 2022, the government of Chancellor 
Olaf Scholz said it was halting the sale of Elmos Semiconductor’s wafer 
fabrication subsidiary to Silex Microsystems, a Swedish company wholly 
owned by a Chinese company.12

All that is promising. Another key test is whether Britain will reverse 
the Chinese acquisition of Newport Wafer Fab, a plant in Wales that 
transforms logs of silicon into circular wafers that eventually get cut into 
chips. That is obviously a crucial step in the manufacturing of chips. Nex-
peria, a Dutch subsidiary of Wingtech Technology, made the acquisition 
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in 2021. Wingtech is based near Shanghai, and about 22 percent of its 
ownership can be traced back to the Chinese government. For all intents 
and purposes, Wingtech and Nexperia are serving the interests of China’s 
party-state.

After the American government objected to the sale, Britain’s busi-
ness secretary, Kwasi Kwarteng, triggered a national security review of 
the sale. A final decision has not yet been made. But it’s another signal 
that cooperating with European allies to prevent China from obtaining 
advanced semiconductor manufacturing equipment is possible.

Note that two different types of action were taken or contemplated—
blocking exports of manufacturing equipment and the other reversing or 
forbidding a Chinese acquisition of a non-Chinese company. Any strat-
egy to thwart China’s semiconductor ambitions would have to involve 
multicountry export controls, as well as reviews of Chinese acquisitions 
of the sort that the Committee on Foreign Investment in the United 
States (CFIUS) conducts. It has to be a coherent, unified strategy or the 
Chinese will pick it apart. To his credit, on September 15, 2022, President 
Biden issued an executive order that bolsters CFIUS and specifically 
expands its charter to review and potentially block any acquisition that 
threatens U.S. technological leadership.13

One possible challenge to any global, synchronized effort to prevent 
the Chinese from reaching parity with today’s chip leaders is presented 
by American makers of the equipment themselves, CSET argues in its 
“Preserving the Chokeholds” report. China is the largest market for 
American manufacturers of such equipment, and they want to avoid 
export controls. The largest U.S. company in this industry, Applied Mate-
rials, says that half of its manufacturing already takes place in Singapore. 
One reason for moving offshore is to obtain easier access to customers in 
East Asia, where most of the world’s electronic products are assembled, 
and to obtain access to technical talent and labor.

But another reason may be that these manufacturers want to be in 
position to sell machines to China whose American content has been 
designed out. This would be the ultimate statement of “statelessness”—
American companies relocate to Southeast Asia and make equipment 
that has no American components so they can continue selling to China. 
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CSET recommended that the U.S. government take this possibility very 
seriously.14

East Asia and Finished Chips. Devising a strategy in East Asia to 
moderate the sale of advanced chips to China could be more difficult 
than any initiative in Europe because of geopolitics and ancient animos-
ities. East Asia has a much longer written history than Europe does, but 
it has lagged far behind the Europeans in creating a regional trading 
bloc such as the European Union—it simply has not been able to create 
one—much less the equivalent of NATO. And East Asia is where several 
large chip-making companies are located. Some 90 percent of the most 
advanced chips are manufactured in Taiwan, for example.

Yet another recent CSET report, titled “Silicon Twist: Managing 
the Chinese Military’s Access to AI Chips,” concluded that the People’s 
Liberation Army is obtaining American-designed chips that are helping 
it improve its artificial intelligence capabilities, which looms large in the 
future of warfare.15 They are manufactured by TSMC and Samsung and 
are sold to intermediary companies with nondescript names such as Bei-
jing Lanfun Qifu Technology Co. and Beijing Hengsheng Technology 
Co., which then build them into larger systems or sell them as they are 
to the PLA.

The United States seems to be groping for a winning strategy. It 
proposed a semiconductor industry alliance with Japan, South Korea, and 
Taiwan called the Chip 4 Alliance, but the Japanese counterproposed a 
bilateral alliance involving only the United States and Japan. There is a 
great deal of historical animosity between Japan and Korea, primarily 
because, most recently, the Japanese occupied the Korean Peninsula from 
1910 to 1945, committed significant atrocities against the Korean people, 
and sought to eradicate the Korean language and any sense of Korean 
nationality. Getting these two U.S. allies to cooperate is difficult on many 
issues.

Another impediment is that neither Japan nor South Korea would 
want to join a formal industry association that includes Taiwan because 
that would surely anger Beijing, which would then retaliate against Japan 
and South Korea. Each has extensive sales on the mainland. Such is the 
fear that China’s neighbors feel. China has explicitly warned South Korea 
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not to follow the U.S. lead and said that it should not be blamed if it takes 
“countermeasures” against South Korea.16 The matter is compounded 
because two South Korean chip companies operate factories in China.

The Biden administration recently started talks on creating a 
fourteen-nation Indo-Pacific Economic Framework, which would 
exclude Taiwan.17 The United States also has nurtured “the Quad,” con-
sisting of India, Japan, Australia, and the United States—but once again 
excluding Taiwan. Neither would be an effective vehicle to manage a 
semiconductor strategy.

Attempting to patch together some type of cooperation, the Biden 
administration in June 2022 launched an initiative to deepen eco-
nomic engagement with Taiwan called the “U.S.–Taiwan Initiative on 
21st-Century Trade.” Items on the agenda include coordination of 
export controls and measures to secure semiconductor supply chains. If 
the United States can informally combine the Taiwan initiative with its 
other regional alliances, it might set the stage to be able to moderate and 
better control the semiconductors sold to China. Chinese companies “all 
rely on the Taiwanese chip maker for custom-built AI-powered chips 
that power everything from computer vision to cloud servers and auton-
omous driving to fifth-generation, or 5G, mobile technology base sta-
tions,” Taiwan-based analyst Liam Gibson wrote. “Besides TSMC, only 
Samsung Electronics and Intel can manufacture these kinds of chips. If 
all three stop shipping chips to China, China’s fourth industrial revolu-
tion will grind to a standstill.”18 We coauthors do not advocate halting 
sales, merely doing a better job of controlling the level of technology and 
ultimate use.

Once again, the globalization mind-set of American business leaders 
threatens any such effort because U.S. venture-capital firms, chip indus-
try giants such as Intel, and other private investors are investing to help 
China’s semiconductor industry move up the technology ladder, the Wall 
Street Journal reported. These investors took part in fifty-eight investment 
deals in China’s semiconductor industry from 2017 through 2020, double 
the number of deals from the previous four years. The Journal based its 
report on research by the New York–based China research firm Rho-
dium Group. One particularly sensitive deal involved Intel investing in 
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Primarius Technologies Co., which specializes in chip design tools where 
U.S. companies currently hold leadership.

The Biden administration is aware of these investments and sought 
authorization from Congress, as part of the CHIPS and Science legisla-
tion, to screen American investments in China in semiconductors, quan-
tum computing, artificial intelligence, critical minerals and materials, and 
high-capacity batteries.19 But that measure was stripped out of the bill as 
part of the compromises that were necessary to enact it.

Instead, the government is relying on actions by the executive branch. 
In the summer of 2022, the Biden administration made it clear that it 
would not approve shipments of equipment capable of making chips with 
circuits smaller than fourteen nanometers20 and cracked down on the sale 
of equipment used to make less sophisticated memory chips.21 It also 
announced new restrictions on the electronic design automation (EDA) 
software tools that are so essential in designing the most sophisticated 
chips.22

Then, in early October, the Department of Commerce announced 
the most sweeping export controls on the sale of semiconductors and 
chip-making equipment in a decade. Employing the same “foreign direct 
product” rule that President Trump used to target Huawei, Commerce 
also banned any sale by companies throughout the world if their products 
are made with U.S. technology, software, or machinery.23

One problem with the American strategy so far is that it has been 
sporadic and not comprehensive in nature. No one knows yet for certain 
whether the Commerce Department will be able to build the expertise 
and capabilities to truly enforce the new rules or whether it will wink 
at some questionable export requests and allow them to proceed. The 
Department of Commerce has taken other actions against Chinese 
state-owned enterprises and companies on its “entities list” that have 
been suspected of selling to the Chinese army or its surveillance state in 
Xinjiang Province. It has also banned sales to the Semiconductor Manu-
facturing International Corp., China’s primary chip vehicle.

Nor does anyone yet know whether fellow techno-democracies and 
the private sector in general will accept the direction set by the Biden 
administration. What is needed is a consistent, coordinated campaign 
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across multiple fronts with multiple allied countries. “This effort will 
demand employing regulatory tools like export controls, investment 
security mechanisms, and restrictions on data and capital flows, as well as 
interventions in the market such as the restoration of industrial and man-
ufacturing bases independent of Beijing and standards organizations not 
co-opted by the CCP (Chinese Communist Party),” wrote Matt Turpin, 
a visiting fellow at the Hoover Institution. “The question remains: can 
democratic governments, along with their companies and citizens, build 
the next generation’s digital operating system to protect global norms, 
prosperity, and security—even as the CCP seeks to undermine them?”24

Any such coordinated strategy would challenge the Washington 
bureaucracy because different agencies have different responsibilities—
the Commerce Department manages export controls, and its ranks would 
have to be dramatically expanded to handle the volume of work (there 
are currently more than five hundred Chinese companies on the entities 
list, and the department’s links to the intelligence community would have 
to be enhanced). The Treasury Department has complete overview of the 
foreign investment screening mechanism CFIUS, which is already a mul-
tiagency coalition. And the Treasury Department and the Securities and 
Exchange Commission monitor monetary and investment flows. Strong 
leadership would have to be exercised from the White House.

There are still other pieces of the chip equation. The United States is 
going to benefit from major announcements of new chip plants in Ohio, 
Texas, and Arizona. Intel said in January 2022 it would spend at least $20 
billion to build two new chip factories near Columbus, Ohio; Taiwan’s 
TSMC began construction of a $12 billion semiconductor complex near 
Phoenix; and Samsung Electronics chose Taylor, Texas—near Austin—
for a $17 billion factory.25 In a related move, Micron Technology, the 
Idaho-based maker of memory chips, announced a $40 billion expansion 
of its current headquarters and investments in memory chips.26

This much investment by the world’s leading chip makers could be 
transformative if the United States takes full advantage of it and over-
comes the typical political sniping. Efforts by the Obama administration 
to jump-start the solar panel and electric vehicle industries were torn 
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apart by partisan wrangling, ultimately resulting in the bankruptcy of 
Solyndra and A123 Systems.

The CHIPS and Science Act, which also includes $24 billion in 
advanced manufacturing tax credits, was critically important in luring 
the latest chip investments. Some of that funding also could be used to 
encourage the reshoring of the cutting, testing, and packaging of chips 
from Asia, which has become a more important part of the semicon-
ductor supply chain.27 Altogether, the new law will provide $280 billion 
in funding for a range of high-tech research and investment projects, 
including space and 5G wireless communications.

A key component of reestablishing a healthy semiconductor industry 
on U.S. soil is training the people to operate these plants, a responsibility 
that would fall to universities but perhaps even more directly to com-
munity colleges, technical colleges, and vocational schools. America’s 
manufacturing infrastructure and talent pool have been allowed to dissi-
pate. Workforce development is one area where America has consistently 
failed, but the CHIPS act will make more money available to build a 
labor pipeline.

And where will all these chips be used? If the American goal is to 
create a vibrant semiconductor industry on U.S. soil, then at least some 
of the customers for those chips ought to also be in the United States, 
which suggests that the consumer electronics, computer, and smart phone 
industries could start to be reestablished here. The United States allowed 
all that type of manufacturing to go offshore, much of it to China. As 
long as those products are made in China, the Chinese will be able to 
penetrate them.

Any such global semiconductor strategy would have to be coordinated 
in a highly secure manner because Chinese hackers have demonstrated 
the ability to penetrate computer systems and monitor unprotected com-
munications of the United States and its allies. The Chinese government 
certainly would find a way to punish any company it suspects of cooper-
ating in what it would undoubtedly view as a sinophobic global conspir-
acy. Indeed, the Foreign Ministry’s Zhao Lijian, whom we mentioned in 
chapter 5, has already called the effort to prevent the sale of DUV man-
ufacturing equipment “classic technological terrorism.”28 Any successful 
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strategy would also require that the techno-democracies continue to 
harden their protections against Chinese espionage, both by human and 
digital means. It would be a hollow victory to develop next-generation 
technologies only to have them stolen.

A global semiconductor strategy might establish the template for 
how global techno-democracies can cure their companies’ addictions to 
China while keeping them financially viable. It presumably could be done 
even for technologies where the United States and allies currently lag 
behind China, such as 5G wireless communications. Sweden’s Ericsson 
and Finland’s Nokia, whose governments are now joining NATO, possess 
some key technological strengths in 5G. These tech powerhouses should 
be included in a coordinated strategy among the techno-democracies to 
leapfrog China’s Huawei. None of these strategies should be carried out 
by a go-it-alone America. Welcome to the new globalization.

The Apple Syndrome—Held Hostage?
Of all major American companies, perhaps Apple is the most deeply 
entrenched in China—so much so that it must adhere to the Chinese 
government’s policies on censorship, data processing, and other issues. So 
much so that only recently has it chosen to start diversifying its near-total 
dependence on China as its global manufacturer. A handful of suppliers 
have started building plants in Vietnam and India, raising the prospect 
that Apple might start shifting its production.29 The COVID lockdown 
of the Apple plant in Zhengzhou and the escape of many workers from 
inside the complex made the headlines and put a crimp in Apple’s ability 
to produce its new iPhone 14.30

But so far, Apple remains hooked on China. Only 3.1 percent of 
Apple’s global manufacturing base in 2021 was in India. More than 90 
percent of Apple products such as iPhones, iPads, and MacBook laptops 
were made in China by contractors.31

It’s worth pausing to reflect on the deep presence Apple has achieved, 
with Chinese help, and how it has had to make compromises with Bei-
jing as a result. The New York Times, in an excellent article in May 2021, 
laid it out in a comprehensive fashion.32
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Current CEO Tim Cook started Apple’s move into China two 
decades ago when he was chief of operations. Hon Hai Industries, also 
known as FoxConn, was the Taiwanese company that Apple tapped to 
operate its factories in China. The Taiwanese speak Mandarin Chinese 
and know how to run disciplined factories. Various levels of the Chinese 
government built roads, utility services, dormitories, and all the physical 
infrastructure that Apple would need. All of Apple’s parts suppliers are 
located near FoxConn plants. It is a massive manufacturing platform 
involving 3  million workers. The vast majority of Apple’s products are 
made in this fashion.

Over time, the Chinese government’s demands on Apple have 
increased. Apple was already censoring its App Store in China, effectively 
making it part of the Chinese government’s censorship machine. It had 
deleted thousands of apps in recent years, including foreign news outlets, 
gay dating services, and even the Dalai Lama.

Perhaps the toughest showdown came recently after China passed a 
law that all data about all Chinese citizens had to reside inside China’s 
borders. To comply, Apple decided to build a quarter-mile-long data 
center in Guiyang, deep in China’s interior. In short order, the Chinese 
government insisted on managing the facility. Chinese state employees 
physically manage the computers that store the data, and the encryption 
keys used to unlock that data are stored on-site—at the Chinese govern-
ment’s insistence. “Apple’s compromises have made it nearly impossible 
for the company to stop the Chinese government from gaining access 
to the emails, photos, documents, contacts, and locations of millions of 
Chinese residents,” the Times concluded. Apple, meanwhile, proudly 
proclaims that it is committed to protecting the privacy of all its users.

Despite these claims about protecting privacy, multiple reports 
have suggested that the Chinese government has been able to penetrate 
iPhones once they are in use. It was Alphabet, the parent company of 
Google, that in 2019 discovered that security flaws in the iPhone had led 
to a “sustained effort to hack the users of iPhones in certain communities 
over a period of at least two years.” It was widely reported that the targets 
were Uighurs living or traveling outside of China. Apple responded by 
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saying that the attack was “narrowly focused” and hit fewer than a dozen 
Uighur websites.33

Is it possible that the Chinese government has learned how to pene-
trate Apple’s systems in China and perhaps the world? If the government 
controls each player in the company’s supply chain and controls its data 
center, the opportunities for mischief would abound.

Multiple experts have called on Apple to diversify its manufacturing 
footprint more quickly. At one point early in the Trump administration, 
the CEO of FoxConn announced a $10 billion liquid crystal display 
factory in Wisconsin. Then–House Speaker Paul Ryan, who was from 
Wisconsin, took part in a ceremonial ground breaking with President 
Trump. It would have been an important step in recreating a consumer 
products industry in the United States, but it never happened. Why not? 
It may have been that Apple calculated—with FoxConn—that the costs 
of diversifying did not justify doing so. It may have concluded that the 
surest way to continue increasing quarterly earnings was to maintain the 
existing footprint.

It also could have been that Apple was scared of what might happen 
if it started to diversify. This is only speculation, but it is grounded in the 
experience of the lawyers at the Seattle-based law firm Harris Bricken, 
who have deep expertise in China.34 They recommend that companies 
interested in “reshoring” production back to the United States or else-
where get all the details lined up before advising their Chinese partner 
or manufacturer because they’ve observed the following things happen-
ing after foreign companies inform their Chinese partners that they are 
leaving:

•	 The Chinese partner keeps all the foreign company’s tooling and 
molds, the heart of its intellectual property. The obvious threat is 
that the Chinese partner will begin making the product them-
selves and compete against the foreign company that was once its 
partner.

•	 The Chinese have registered the foreign company’s brand names 
and logos in countries such as Thailand so the foreign company 
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cannot make its own brand-name products or have them made in 
that country.

•	 The Chinese partner tells the Chinese government about the dis-
pute, and the foreign company discovers that its components are 
being seized at the Chinese border for allegedly violating someone 
else’s trademark or design patent.

•	 The Chinese partner says it will not ship any more product 
effective immediately because the foreign manufacturer is late on 
payment and owes it hundreds of thousands of dollars, which is 
untrue. But it triggers action by the Chinese government against 
the foreign firm.

In effect, the Chinese have learned how to essentially hold some foreign 
firms hostage. “Manufacturing in China has become much riskier, but 
leaving China has become much riskier as well,” Harris Bricken said.

Harry Moser is an old-school manufacturing guy with deep family 
roots at the old Singer sewing machine factory in Elizabeth, New Jersey, 
within eyesight of Lower Manhattan’s skyscrapers. “My grandfather was 
a foreman and ran a department,” Moser explained to us. “Dad was an 
assistant superintendent and ran about a third of the factory. It was the 
largest factory of any kind in the world—2.5 million square feet with 
five thousand employees. I drove past there twenty years ago. Nothing is 
made there anymore. I have found nothing made in the United States by 
Singer anymore. It was all wiped out by imports.” That was the result of 
the wave of globalization that shifted much U.S. production to East Asia, 
Mexico, and other cheaper labor locations.

For his part, Moser made a career selling machine tools and equip-
ment as the globalization push proceeded. “But it was made more difficult 
by industry after industry, company after company, going under before I 
could sell them anything,” he said. “I concluded something had to be 
done.” That led to his founding the Reshoring Initiative, a nonprofit that 
has pioneered the case for bringing back at least some American manu-
facturing to the United States, which is called “reshoring” or “onshoring.”
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One of Moser’s key concepts is called the total cost of ownership 
(TCO) formula. He argues that many CEO’s made decisions to set up 
or expand manufacturing in China because its labor costs were so much 
lower than in the United States. But there are other factors, such as logis-
tics and “coordination costs”—such as having to send engineers and other 
supervisors to China on lengthy assignments—that CEOs have not 
factored into their cost calculations. When they understand their total 
costs, in Moser’s view, they will shift their thinking on about 20 percent 
of what they now import.

There are signs that is happening. The Reshoring Initiative esti-
mated in August 2022 that American companies reshoring production, 
combined with new investment decisions by non-American companies, 
would create nearly 350,000 jobs in 2022. About two-thirds of those new 
jobs will be the result of reshoring. “What started as a trickle in 2010 has 
become a torrent today,” the Reshoring Initiative said.35

What are you hearing from manufacturing companies these days? “I 
hear fear,” Moser said, speaking from his summer home in Maine. “I have 
had a surge of companies come to me in the last three to four months, 
and it’s clear that somebody high up in the company told them, ‘Get 
the work out of China.’ The thing they’re concerned about could be the 
delays like the mess out there now [associated with COVID lockdowns 
and port delays]. But underlying it is the risk of decoupling in which 
China gets so pissed off at us or there is an incident over Taiwan, and 
suddenly nothing comes out of China.”

He notes that the Chinese government has vowed reprisals if Con-
gress passes the CHIPS and Science bill, which it did.36 No retaliation 
has happened yet, at least not publicly, but the mere threat implies that 
the government could choose to interrupt or halt the shipment of parts 
from China to U.S. factories that assemble them into products. “Most or 
many U.S. companies are so dependent on China that it would be exis-
tential for many of them [if China were to interrupt the flow of goods or 
parts],” Moser said. “If it happened to any one company, that company 
could find other suppliers. But if it happened to ten thousand U.S. com-
panies all at the same time, it would be a disaster. There simply are not 
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enough suppliers here. I’m convinced that corporate leaders are starting 
to recognize the substantial risk they face in being dependent on China.”

Moser says he is telling corporate leaders to use his total cost of 
ownership formula to calculate what pieces of their production chain can 
be brought back to the United States without hurting their profitability. 
“That turns out to be 20 to 30 percent of what they are getting over 
there,” he said. “At least get started and bring back the things you can 
without hurting your profitability.”

The real problem is not any disruption facing major retailers that 
source goods made by Chinese-owned factories in China. “It’s easier for 
Walmart,” Moser explained. “If they’ve been getting shirts in China, they 
can get shirts out of Bangladesh. But if you have a component coming in 
from China to go into a refrigerator you’re assembling here and it’s cast in 
China or made by injection molding, and you can’t get the part and you 
can’t get your tooling out if something goes wrong, you’ve got a mess.”

Moser is encouraged by what he sees as reinvigoration of the semi-
conductor industry in the United States, but he warns that the new plants 
that have been announced are just a first step. “Most every major country 
is building or increasing semiconductor manufacturing,” he said. “In five 
or seven years, there will be an excess of chip capacity. When that hap-
pens, it will be all about competing on price—and U.S. chips will be more 
expensive because of wage rates and regulations and other problems. It’s 
going to cost more to make a chip here than in China or Taiwan. If the 
government just works on the chip foundries but does not develop the 
consumer electronics industry, then we’ll go from being dependent on 
Taiwan and China for chips to being dependent on China to buy our 
chips to build the infotainment systems and servers and medical devices 
to ship back to us. We don’t want that.

“We say,” he continued, “that if you want chip foundries to succeed, 
you have to have a rising tide that lifts all the boats. You bring back a 
broad range of electronic assembly and automate it so that most of the 
chips that are made here are consumed here in the country.”

It will require a major shift in American thinking to fully realize 
the gains, Moser argues. It will require shifting some resources from 
encouraging young people to get four-year liberal arts degrees toward 
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spending more on engineers and manufacturing apprentices. “We have 
an excess of liberal arts graduates,” he said. “Many of them are working 
for Starbucks.” He would cut tuition for engineering students and offer 
government loans to apprentices so the required wage rates paid by the 
employers could be low enough that the employers would not have lost 
money if the apprentice is hired away by another company.

Moser’s views reflect a recognition that manufacturing is strategic. 
No nation can defend its prosperity and national security by relying on 
another manufacturing platform located twelve time zones away across 
the Pacific Ocean, particularly if the Chinese government is prepared to 
manipulate supply chains to its advantage. One critical industry where 
the Chinese could exert tremendous pressure on American manufactur-
ers is that of rare earths, which are used in electric car batteries, weapon 
systems, and a wide variety of high-tech goods. China controls an esti-
mated 80 to 90 percent of these materials. If America is to once again 
think strategically about its manufacturing base, this would be one crucial 
gap to address.

A last piece of the U.S.-Chinese manufacturing puzzle is how rigor-
ously a new American law will be enforced.37 The law, which took effect 
in June 2022, bars Chinese-made products from entering the United 
States if they have any links to Xinjiang Province, where the forced 
assimilation of Uighurs is underway. The law puts the burden of proof on 
importers into the United States—they have to produce evidence that 
their supply chains do not run through Xinjiang or involve slavery or 
coercive practices.

That is exquisitely difficult because an American company could 
have dozens of suppliers in China, and each of them could have dozens 
of sub-suppliers, who might contract their work out to other entities. 
American companies can hire auditors to study their supply chains in 
China, but if those auditors are Chinese, they are not necessarily going 
to reveal that cotton products or solar panels may have been made in 
Xinjiang. Other products from Xinjiang include food products such as 
tomato paste, hops, walnuts, and peppers and industrial products such as 
rayon and beryllium.
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The experts say that that rigorous enforcement of the law could affect 
1 million businesses globally. “The public is not prepared for what’s going 
to happen,” said Alan Bersin, former commissioner of U.S. Customs 
and Border Protection. “The impact of this on the global economy, and 
on the U.S. economy, is measured in the many billions of dollars, not in 
the millions of dollars.” And it could result in American CEOs further 
rethinking their Chinese supply chains. Clearly, the era of unbridled 
manufacturing expansion in China is coming to an end.

Summary of Recommendations in Chapter 9
•	 The U.S. government should use the CHIPs and Science Act to 

revive the manufacturing of semiconductors on U.S soil. It will be 
important to follow through to foster and encourage the devel-
opment of related industries that can purchase and use the chips. 
That should be accompanied by efforts to train the people who 
will be necessary to operate the new plants being built by Intel, 
Samsung Electronics, and Taiwan Semiconductor Manufacturing 
Corp. Doing that will require governmental encouragement for 
“reshoring” as a whole so that U.S. companies can maintain critical 
distance from Beijing’s demands. This would be a “rebalancing” not 
a “decoupling.”

•	 Government should undertake a comprehensive strategy to 
maintain the U.S. lead in the design of advanced chips through an 
alliance with the “techno-democracies,” and it should use sim-
ilar strategies to regain lost ground in technologies such as 5G 
and rare earths where the Chinese have established leadership 
positions.

•	 These coalitions or alliances should collectively ban the export 
of critical technologies, place bans on investing in Chinese com-
panies in those areas, and establish tough reviews of Chinese 
acquisition of technology assets outside of China. They also should 
cooperate to protect key technologies from Chinese espionage and 
intellectual property theft.
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Social Disorder
Reining in Social Media and Big Tech

On October 29, 1969, two refrigerator-sized mainframe com-
puters exchanged the first communication over the internet. “LO”—two 
simple letters were beamed more than three hundred miles from the 
University of California, Los Angeles, to the Stanford Research Insti-
tute. As if by biblical proclamation, “LO” ushered in a new era—one 
where unimaginable troves of information are available with the click 
of a mouse, where ideas and thoughts can be shared and critiqued by a 
global audience, where untold economic opportunities abound for even 
the most remote peoples.

However, “LO” was not a biblical proclamation at all. The first 
word that crossed the wires of the early internet was supposed to be 
“LOGIN,” but the network crashed after the operator had typed a mere 
two characters.

Despite these early sputters, the internet roared to life. From global 
commerce to critical infrastructure processes to basic human interac-
tion—life in the developed world has come to be unimaginable without 
access to the internet. However, as we increasingly live, work, and play 
in an online world, the significant influence the internet exerts over our 
perception of the world around us—and our very sense of self—has bred 
new existential threats.

As we documented in the first part of this book, we now have 
fake think tanks and fake experts issuing opinions that receive wide 
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distribution on social media. We have fake social media profiles, includ-
ing untold thousands that are “bots,” or robots managed by programs that 
make them appear to be authentic—they “like” articles and automatically 
connect with all accounts recommended by a social media platform. 
Entire “farms” of these bots can be used to give an influencer a significant 
following. This technique can be used by anyone from high schoolers in 
California to foreign spy agencies. And we have seen just how vulnerable 
social media influencers are to outright bribery, which is what China did 
with influencers to enhance the “touching” moments of the 2022 Winter 
Olympics in Beijing.

It speaks volumes that Elon Musk sought to renege on his acquisi-
tion of Twitter because the company would not or—more likely—could 
not tell him how many of its registered users were real people. For social 
media giants like Twitter and Facebook, this poses a direct threat to their 
business models. Advertisers pay astronomical fees to target individual 
consumers through these platforms. If a platform’s user base is substan-
tially comprised of bots, advertisers would be much less likely to pay a 
tech giant’s asking price. For the rest of us, this portends something far 
more ominous: If social media giants cannot distinguish between real 
and fake accounts, how can we protect our information space from a 
hostile takeover by our adversaries? How can we identify our adversar-
ies’ attempts to hijack legitimate social movements to undermine our 
democracy?

Fixing all this is truly a Herculean task. Let’s talk first about what 
our goals as a society should be: We want to force or persuade social 
media companies to start exercising more responsibility for the content 
they host.

We don’t want to force Facebook, Instagram, Apple, Google, Micro-
soft, Twitter, and others into bankruptcy. These are American companies, 
arguably built on American ideals, but definitely subject to American 
laws. We need viable social media and technology companies—as well as 
traditional mainstream news organizations—that are strong enough to 
secure the American information ecosystem and, by default, the informa-
tion ecosystems of all democracies. At the end of the day, the information 
wars against China and Russia cannot be won without the help of our 
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social media giants. As China props up its national champions to extend 
its authoritarian ideals and its surveillance state, we too need national 
champions that embrace democratic principles and individual rights to 
enable those ideals to flourish throughout the world. The power of ideas 
and information has never been more tangible.

There are a variety of policy strategies the government can use to 
either force or persuade Big Tech to play as part of Team America, but 
we will concentrate on just two: social media policy and antitrust policy.

Social Media Policy
The issue is not whether the social media platforms are tilting to one 
side of the political spectrum or another. That is a red herring. The sheer 
number of platforms and users guarantees that all manner of ideological 
and personal convictions can be voiced and are being voiced. The real 
issue is accountability.

One way to start adding a bit of accountability would be to gradually 
urge more platforms to verify the real identities of their users. Asking 
users to voluntarily register with their driver’s license numbers or veri-
fiable telephone numbers would start to alter the nature of the internet. 
Today, platforms allow anyone to create profiles using false names. This 
ease of anonymity enables hate speech, bullying, and outrageous political 
accusations to be made because users believe they can’t be identified. It 
also enables our adversaries to operate on American social media with 
impunity—as observed during the 2016 U.S. presidential election.

While there are significant risks associated with anonymous and 
pseudonymous speech, the right to anonymity is an important freedom 
that our founders relied on in creating our founding documents. In 
publishing The Federalist Papers, Alexander Hamilton, James Madison, 
and John Jay used pseudonyms to defend the Constitution to the public. 
Indeed, activism and the freedom to express support for or displeasure 
with the government and our social norms has been critical to the devel-
opment of our democracy. “Whoever would overthrow the liberty of a 
nation must begin by subduing the freeness of speech,” Benjamin Frank-
lin famously wrote under the pseudonym Silence Dogood. Today, this 
right to anonymity continues to be of immense importance.
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In July 2022, following the highly contentious Dobbs v. Jackson Wom-
en’s Health Organization Supreme Court ruling, which overturned Roe v. 
Wade, a group identifying itself as “ShutDownDC” offered up to $250 
to service industry workers in Washington, DC, who reported sightings 
of conservative Supreme Court justices in public. “DC Service Industry 
Workers . . . If you see Kavanaugh, Alito, Thomas, Gorsuch, Coney Bar-
rett or Roberts DM us with the details!” ShutDownDC posted on Twit-
ter. “We’ll Venmo you $50 for a confirmed sighting and $200 if they’re 
still there 30 mins after your message.” When Twitter was asked about 
removing the group, Twitter representatives responded that ShutDown-
DC’s actions did not violate Twitter’s terms of service, which comport 
with the Constitution.

The First Amendment of the Bill of Rights protects the right to 
anonymous free speech. Ironically, the Supreme Court—the institution 
currently being targeted by anonymous speech—upheld that very right 
in a seminal ruling in 1995. The Court held, “Anonymity is a shield from 
the tyranny of the majority. . . . It thus exemplifies the purpose behind 
the Bill of Rights and of the First Amendment in particular: to protect 
unpopular individuals from retaliation  .  .  . at the hand of an intolerant 
society.”1 Whether one agrees or disagrees with the Supreme Court’s 
decision on abortion is of far less importance than the right to express that 
sentiment. Alarmingly, however—as Musk’s recent foray has revealed—
Twitter is unable to determine whether groups like ShutDownDC are, 
in fact, an organic American movement or a Russian influence campaign 
engineered in St. Petersburg.

The challenge in protecting the right to anonymous speech while 
safeguarding our nation against our adversaries’ malign influence cam-
paigns requires that we achieve a delicate balance. There would rightly 
be howls of outrage at any proposal that mandates verification of user 
identities. The chilling effect on freedom of speech and expression, as 
well as the right to privacy, would be significant. Grindr—the gay dating 
application—offers a prime example. Grindr requires an email address 
and a phone number to sign up, but it does not require any further proof 
of identity. While Grindr has an incentive to prevent bot activity on its 
platform, it has an equally strong incentive to protect its users’ privacy. 



175

﻿﻿﻿﻿﻿﻿﻿﻿﻿﻿Social Disorder﻿﻿﻿﻿﻿﻿﻿

How many Grindr users would cease using it if they were required to 
“out” themselves? By that same token, how many conservative professors 
would be confident in voicing their strong opposition to gay marriage or 
abortion rights on anonymous message boards if they could be identified 
in a liberal-dominated university?

At the same time, our adversaries use the openness of the internet 
and our social media platforms against us. They target our electorate, they 
foment political unrest, and they seek to exacerbate societal rifts to divide 
us internally. This approach follows Sun Tzu’s ancient teachings: “Form a 
single united body, while the enemy must split up into fractions. Hence 
there will be a whole pitted against separate parts of a whole.” To create 
a bulwark against influence campaigns aimed at dividing us, we need to 
be able to discern real users from fake, humans from bots, and foreign 
actors from Americans.

To be clear, we do not advocate for a solution that impinges upon 
Americans’ right to anonymous speech. That would be autocratic. For 
instance, China requires its citizens to use their national identification 
numbers—which are akin to Social Security numbers and are used to give 
citizens a social credit score—to register for WeChat accounts. While 
this makes the Chinese government incredibly effective at identifying 
and preventing foreign influence, it also chills speech on the platform 
because users know that anything written is reviewable by China’s feared 
Ministry of Public Security. This is a defining feature of authoritarianism.

To achieve the right level of accountability on America’s social media 
platforms, we turn to Section 230 of the Communications Decency Act.2 
Often called the internet’s most important law, Section 230 provides 
social media platforms a liability shield both for the actions of third 
parties on the platforms and for actions taken by the platform when it 
removes objectionable content “in good faith.”

The Communications Decency Act was enacted in 1996 when the 
vast majority of people had no idea what the internet would become. 
It was before Google, before Twitter, before Facebook—and before 
Xi Jinping and Vladimir Putin. Section 230 was enacted as part of an 
omnibus law aimed at limiting indecent material on the internet. The 
section was specifically added to protect then-nascent internet platforms 
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with user-generated content from massive litigation. Although the vast 
majority of the Communications Decency Act was repealed as an uncon-
stitutional restriction on free speech, Section 230 remains intact in its 
original form.

In his 2019 “biography” of Section 230, Jeff Kosseff appropriately 
adopted the title The Twenty-Six Words That Created the Internet.3 Sec-
tion 230 is remarkably short for something of such importance. Those 
twenty-six words are: “No provider or user of an interactive computer 
service shall be treated as the publisher or speaker of any information 
provided by another information content provider.” In other words, so 
long as an interactive service provider does not moderate user-generated 
content in bad faith, they are absolved of virtually all liability.

Now, more than twenty-five years later, one of the biggest tech-
nological revolutions in human history has washed over us. We have a 
quarter of a century of experience to start making judgments about what 
is working and what is not. The Electronic Frontier Foundation, a San 
Francisco–based digital rights nonprofit that opposes major changes to 
Section 230, explains what it sees as the law’s impact: “This legal and 
policy framework has allowed for YouTube and Vimeo users to upload 
their own videos, Amazon and Yelp to offer countless user reviews, 
Craigslist to host classified ads, and Facebook and Twitter to offer social 
networking to hundreds of millions of Internet users,” it says. “Given the 
sheer size of user-generated websites (for example, Facebook alone has 
more than 1 billion users, and YouTube users upload 100 hours of video 
every minute), it would be infeasible for online intermediaries to prevent 
objectionable content from cropping up on their site. Rather than face 
potential liability for their users’ actions, most would likely not host any 
user content at all or would need to protect themselves by being actively 
engaged in censoring what we say, what we see, and what we do online”4 
(emphases added).

We disagree. Social media platforms are already in the business of 
moderating objectionable material on their sites. For example, child 
pornography cannot be shared via Instagram—not because it is a fed-
eral crime, but rather because it violates Instagram’s terms of service. 
The law requires that social media platforms report instances of child 
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pornography and exploitation to the National Center for Missing and 
Exploited Children when they have actual knowledge of such instances. 
While Instagram, and its parent company, Meta, could bury their heads 
in the sand, the platform has instead developed algorithms that are able 
to identify objectionable material. Why would a social media platform 
voluntarily subject itself to moderation and federal reporting require-
ments? It’s a business decision—Meta determined that the dollar value 
associated with attracting and retaining users and advertisers through a 
restriction on child pornography was greater than the cost of moderation 
and potential legal liability for having actual knowledge.

Other areas of regulation have similarly resulted in platform 
self-regulation. For instance, Craigslist—the classified advertisement 
website—shut down its widely used “personals” section in 2018 when 
Congress passed the Senate’s Stop Enabling Sex Traffickers Act 
(SESTA) and the House of Representatives’ Fight Online Sex Traffick-
ing Act (FOSTA). SESTA/FOSTA does not explicitly strip Section 230 
protections, but it creates such substantial ambiguities about liability as 
to pose an unreasonable business risk for some platforms. “Any tool or 
service can be misused,” Craigslist wrote in a statement following its 
decision to shutter its personals section in the wake of the new law. “We 
can’t take such risk without jeopardizing all our other services, so we are 
regretfully taking craigslist personals offline.”

Substantial revisions of Section 230 would undoubtedly harm a 
significant number of large U.S. social media platforms, which is the rea-
son they have lobbied so hard against any such action. And those same 
business interests, paradoxically, need to be harnessed to guard against 
inauthentic and malicious activities. That’s the central contradiction that 
must be managed.

A possible compromise on Section 230, rather than simply elimi-
nating it, would be to amend it so that it achieves the original goal of 
requiring social media companies to “take reasonable steps” to protect 
their users from any harm. “Back in the 1990s,” Gordon Crovitz of 
NewsGuard explained to us, “the issue was how could AOL and the early 
portals keep pornography off their sites without being liable for every-
thing on their platform? Section 230 solved that problem by granting 
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them blanket immunity. Twenty-five years later, it turns out there’s a 
downside to blanket immunity—which is that we’ve got a whole industry 
of companies like Facebook and Google that were literally founded to 
be immune. If you tell an industry you’re not going to be held liable for 
any known harms on your platform, we shouldn’t be surprised that they 
behave irresponsibly. We’ve told them they don’t have to be responsible.”

One option would be a simple modification of Section 230 that 
would leave the interpretation of the statute to the courts. If, for instance, 
language requiring the platforms to take “reasonable steps” to protect 
users were to be inserted into Section 230, the term “reasonable” would 
obviously be subject to interpretation and would no doubt require litiga-
tion, paving the way for the courts to establish norms based on tort law 
or contract law. “That’s what our common law does all day long,” Crovitz 
said. “Chemical companies have to take reasonable steps not to have 
chemical spills. We tell oil shippers they have to take reasonable steps not 
to spill oil. That’s how our system works. That’s okay.”

The challenge with this approach, however, is that by not clearly 
defining the reasonable steps a social media platform is required to take, 
there invariably will be different outcomes in different legal jurisdictions, 
and the goal of identifying inauthentic and malicious activity might 
not be achieved. The goal in crafting such requirements should be to 
simultaneously protect our national security interests while limiting legal 
exposure for social media platforms. For American social media plat-
forms to serve as an effective bulwark of democratic ideals against Chi-
nese and Russian platforms’ autocratic censorship and surveillance, they 
must remain competitive in the global marketplace. For these reasons, 
we advocate that the statute be amended to include narrow requirements 
social media platforms would have to meet to avail themselves of Section 
230 protections.

One such narrow requirement could be the implementation of a 
method by which users can readily discern authentic accounts from 
fraudulent personas. Section 230 could be amended to require that social 
media platforms provide a mechanism for users to elect to be validated. 
In this way, users who wish to remain anonymous are free to do so 
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without penalty, but legitimate news sources and users have the option to 
authenticate their accounts to boost their credibility.

Although it’s not clear whether Musk will continue these policies, 
Twitter has offered this service to its users whose accounts are “authen-
tic, notable, and active.” This policy restricts the coveted Twitter blue 
checkmark to those accounts that are “associated with a prominently 
recognized individual or brand” and “active with a record of adherence to 
the Twitter Rules.” To authenticate these accounts, Twitter requires eli-
gible individuals to verify their identities by providing a photo of a valid 
official government-issued identification document.5 The way we know 
that @elonmusk is the real account of the founder of Tesla and SpaceX 
is because a blue checkmark follows his name. This is also how we know 
that, despite the display name of “Elon Musk” and accompanying profile 
picture of the billionaire, @King_Langabi is not the real Elon Musk.6

Twitter does not offer this service to its wider user base, and any law 
requiring such strict authentication would likely have a chilling effect 
on speech and run afoul of the First Amendment. However, if Section 
230 protections were predicated on social media platforms making such 
authentication available to all users, it would be up to individuals to vol-
untarily decide whether they wished to remain anonymous. Were indi-
vidual users able to distinguish between the accounts, posts, and direct 
messages of authenticated users versus unverified accounts, market forces 
would likely lead to a preference for the former. In this way, social media 
providers could better arm their users to spot inauthentic or malicious 
activities while preserving the right to anonymity.

Another possible compromise would be for the social media giants 
to embrace “middleware” tools such as NewsGuard’s services that would 
give users more control over what they see. That would be similar to what 
Britain enacted in 2022 in its Online Safety Bill. Companies there should 
be held liable unless they “can show that they are taking reasonable steps 
to protect the online safety of their users,” Crovitz said. “That has to be 
done by the design of the products.”

According to Crovitz, between 10 and 15 percent of Facebook, Twit-
ter, and YouTube users rely primarily on disinformation sources for their 
news. “Platforms have to open up their products so consumers can check 
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a box, saying ‘I don’t want ads about gambling,’ or they can check a box, 
saying ‘I don’t want to see anything that’s bad for the kids.’” That would 
give individual users more control over how they interact with social 
media and allow them to independently regulate their information feeds.

As of this writing, perhaps the best single piece of legislation pending 
in Washington is the Safeguarding against Fraud, Exploitation, Threats, 
Extremism and Consumer Harms (SAFE TECH) Act. It is cosponsored 
by Senators Mark Warner, Mazie Hirono, and Amy Klobuchar—all 
Democrats. It is not the ultimate solution, but it takes steps in the right 
direction by allowing social media platforms to be held accountable for 
cyber stalking, targeted harassment, and discrimination. “When Section 
230 was enacted in 1996, the Internet looked very different than it does 
today,” Senator Warner said in introducing the bill.7 “A law meant to 
encourage service providers to develop tools and policies to support 
effective moderation has instead conferred sweeping immunity on online 
providers even when they do nothing to address foreseeable, obvious and 
repeated misuse of their products and services to cause harm.”

One further step that should be taken would be to require Facebook 
and other platforms that accept advertisements or content from foreign 
governments to clearly label that material. As mentioned earlier, the 
Chinese government spent $10 billion on ads on Facebook in 2021. 
No agency of the American government would be able to advertise on 
Chinese media, yet Facebook is giving the Chinese government a mega-
phone to propagate misinformation into the United States—despite the 
fact that its own service is blocked in China. This creates an imbalance 
in the information space that puts the United States at a significant 
disadvantage.

“The Foreign Agent Registration Act (FARA) should be enforced on 
the internet, just like it was in print,” Crovitz argues. “FARA was passed 
in 1937 to counter Nazi propaganda. It said, ‘If you are a book or maga-
zine distributor distributing Nazi books and Nazi magazines, you have to 
have a giant label that says you are distributing propaganda for a foreign 
government.’ That continued on through the Soviet era and the Cold 
War. But it stopped with the internet. The Justice Department did not 
enforce it against the digital distributors the same way they did against 
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book and magazine distributors. The platforms lobbied the department. 
It just didn’t happen.” It’s an idea whose time has returned. The law is 
already on the books. The only thing that’s needed is enforcement.

There are lessons to be learned from the European Union as well. The 
EU has taken a leadership position on social media issues, as it has on 
antitrust and privacy. The EU in early 2022 enacted the Digital Services 
Act that will force internet services to combat misinformation, disclose 
how their services amplify divisive content, and stop targeting ads on the 
basis of a person’s ethnicity, religion, or sexual orientation.8

Frances Haugen, the data scientist who leaked twenty thousand 
pages about Facebook policies to the Securities and Exchange Commis-
sion, described the new law this way: “It is a broad and comprehensive 
set of rules and standards, not unlike food safety standards for cleanliness 
and allergen labeling,” she said. “But what is also remarkable about it is 
that it focuses on oversight of the design and establishment of systems—
like how algorithms behave—rather than determining what is good or 
bad speech.” In other words, the law seeks to improve social media with-
out interfering with freedom of speech.9 The Europeans have been able to 
take a series of actions to rein in the influence of the social media giants 
partly because those companies do not possess the same lobbying clout 
in European capitals that they do in Washington.

There are additional layers to this problem, and undoubtedly addi-
tional challenges will emerge. For instance, even if social media platforms 
offered authentication to verify the identities of their users and the 
platforms disclosed foreign advertising proceeds, there would still exist 
a threat of a foreign adversary co-opting authentic users and influencers. 
Influencers on platforms such as Instagram and Facebook have exploded 
in popularity because consumers prefer to hear about products and ser-
vices from people who are their own age or from people they aspire to 
become more like. The problem is that the world of influencers is ephem-
eral. Trends can come and go with stunning speed.

“So, you’ve been an influencer for a year,” Chris Hadnagy, the social 
engineering expert, explained to us. “You’re taking the fame that has 
become a drug for you. But all of a sudden someone else with a new 
dance comes along and your numbers start to tank. China comes to you 
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(most likely through an intermediary) and says, ‘You don’t want to lose 
your status. We can help keep you in the running, and we’ll give you a 
million dollars to do it.’ They don’t say, ‘Help us disrupt this democracy.’ 
Instead, their suggestion is to talk about certain issues. The influencer 
says, ‘I can go on and talk about Black Lives Matter, no problem. I can 
talk about gun violence, no problem.’”

The Federal Trade Commission (FTC), which is responsible for 
truth in advertising, is ratcheting up pressure on influencers to fully 
disclose any advertising relationships they may have. The goal is not to 
prevent them from having advertisers, only to make sure they fully and 
clearly disclose who the advertisers are. Unfortunately, the relationships 
the FTC requires influencers to report are limited to commercial brands. 
If influencers are paid to advocate for or against social issues such as pro-
moting the Winter Olympics in Beijing, reporting is not required. This 
is a shortcoming that exists in the reach of both the FTC’s regulatory 
jurisdiction and the legal requirements to register as a foreign agent.

To protect against this attack vector, the Justice Department’s 
National Security Division should establish a task force to investigate 
violations of FARA by social media influencers. To bolster the Justice 
Department’s efforts, Congress should amend FARA to make influenc-
ers strictly liable for violations. This would shift the burden of discovering 
the foreign principals behind advertising funds to the influencers and 
would allow the Justice Department to hold them strictly liable for any 
violation—whether they push foreign influence wittingly or unwittingly.

We should also address the risks of foreign social media in wide use 
across the United States. Chinese social media poses the most significant 
risk to Americans for reasons discussed in chapter 5. At home, the Chi-
nese Communist Party leverages the idea of internet sovereignty “to pro-
hibit internet users from viewing foreign social media and propagating 
‘heretical or superstitious ideas’ online,” according to Georgetown Uni-
versity’s Initiative for U.S.–China Dialogue on Global Issues.10 In other 
words, American social media platforms are blocked in China to prevent 
the flow of democratic ideals that would undermine the Communist 
Party. However, the Chinese government encourages (and underwrites) 
the expansion of Chinese social media platforms into the United States.
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To correct this imbalance, the United States should ban social media 
companies with direct ties to China from the American market, effective 
immediately. One of the most concerning platforms is TikTok—particu-
larly in light of BuzzFeed’s June 2022 revelations that TikTok’s American 
data security personnel have no idea where the data from American users 
can be found.11 “Everything is seen in China,” a TikTok executive was 
quoted as saying. TikTok is playing an elaborate game of charades by 
arguing that it can move the data of its U.S. users to the cloud computing 
infrastructure of Oracle Corp., but that does not mean Chinese entities 
cannot access it. China can still see everything.12

Banning Chinese platforms could be achieved with a single pres-
idential executive order on national security grounds. Less than a year 
after the Trump administration issued an executive order banning Tik-
Tok and WeChat, the Biden administration repealed that order. Clearly, 
a more lasting approach is needed. Congress, under its constitutional 
power to “regulate Commerce with foreign nations,” could also ban the 
use of Chinese social media applications within the United States due to 
the substantial threat to national security.13 When Congress acts under 
its enumerated powers, so long as it does not encroach upon another 
constitutional provision, its power to regulate is absolute.

Make no mistake, these platforms—including TikTok and Zoom, 
among others—are Chinese entities with Chinese-written applications 
whose data is available to the Chinese intelligence and security services. 
Rarely in history has a nation allowed an adversary to penetrate its com-
munications and entertainment ecosystem so completely. Chinese social 
media platforms are not benign alternatives to American platforms; 
they are tools of the Chinese government used for espionage, surveil-
lance, and oppression. American-owned, American-managed companies 
would seek to fill any void in the market left by the departure of Chinese 
platforms.

Deciding what to do with WeChat is more difficult. This is the online 
platform owned by Tencent, one of China’s biggest tech companies, 
which is subject to the demands of the Chinese government. It is used 
by millions of members of the Chinese diaspora living outside of China 
to communicate with loved ones back home and vice versa. The 360,000 
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Chinese students at American universities, for example, rely on it to 
communicate with friends and family—as well as Chinese government 
officials. We have had Chinese friends implore us not to advocate for the 
complete prohibition of the use of WeChat in the United States. But the 
reality is that Chinese authorities are using WeChat as a tool to monitor 
Chinese citizens in the United States and elsewhere to identify both dis-
senters and potential spies. WeChat also serves as a platform for Chinese 
intelligence services to communicate with their agents abroad. If the use 
of WeChat in the United States could somehow be segmented from 
WeChat in China so that communications among family and friends can 
continue without the Chinese government monitoring it and exploiting 
it, that would be worthy of consideration. But we remain skeptical that a 
firewall could be reliably established.

Antitrust Policy
There is a stunning similarity between today’s Big Tech CEOs and the 
Rockefellers, Mellons, Morgans, Carnegies, and Vanderbilts who domi-
nated the American economy in the late 1800s. Those business magnates 
were quick to recognize the profound changes transforming the Ameri-
can economy in the form of steel, coal, railroads, oil, and big banks. They 
dominated those critical sectors, often buying out their competitors. If we 
own a railroad and someone else owns a second railroad, we are compet-
ing against one another on price. But if we buy that other railroad, com-
petition is reduced, if not eliminated, and we can raise prices. The “robber 
barons” became hugely wealthy and thought of themselves as superior to 
government. The Interstate Commerce Commission was created in 1887, 
and the Sherman Antitrust Act was enacted in 1890.

But the Sherman Act wasn’t tapped until President Teddy Roosevelt 
and his trustbusters invoked it in 1904 to break up Northern Securities 
Co., which was controlled by J. P. Morgan and which dominated railroads 
from Chicago to the American West.

In today’s terms, Bill Gates, Steve Jobs and Tim Cook, Larry Page 
and Sergey Brin, Mark Zuckerberg, Jeff Bezos, and others have dom-
inated computers and smart phones, software and the internet, online 
retailing, and more, becoming incredibly wealthy. Their clout in the 
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American economy and politics has become outsized. As in the late 
1800s, there needs to be a rebalancing. The problem is that today’s 
monopolists are engaged in a different pattern of activity that our anti-
trust laws were not written specifically to address. The outcomes of their 
actions (such as acquisitions of smaller companies) often have no bearing 
on price. They may actually result in more services being provided for 
“free”—in exchange for precious data.

This problem has also been brewing for roughly twenty-five years, 
ever since the Clinton administration in 1998 launched an antitrust law-
suit against Microsoft for “choking off the air supply” of Netscape, a story 
that coauthor Bill Holstein covered for U.S. News & World Report. At the 
time, Microsoft’s Windows operating system did not have a browser that 
would allow users to connect to the internet. Netscape had one. Micro-
soft figured out a way to “bundle” a browser with Windows, and that was 
enough to cripple Netscape. Microsoft had the resources to contest the 
antitrust lawsuit by the Department of Justice until the administration 
of George W. Bush took power in 2001 and the government’s ideology 
shifted away from antitrust enforcement. Not only does Big Tech have 
the power to resist new legislation—it has the power to use the courts to 
resist governmental action for years.

One problem today is that not many in Congress understand the 
power of the platforms that have been created, such as Google’s search 
engine, Apple’s App Store, Amazon’s online superstore, or Facebook’s 
platform. It was a moment of stunning clarity in 2018 when, in another 
of a seemingly unending parade of congressional hearings, Senator Orrin 
Hatch asked Mark Zuckerberg a question that revealed his complete 
absence of knowledge about the Facebook model.

“So, how do you sustain a business model in which users don’t pay for 
your service?” Hatch asked.

“Senator, we run ads,” Zuckerberg replied, barely able to contain a 
smirk.

One of the primary areas of concern about the power of tech giants 
today is that they create “platforms” that take on huge importance 
because of their amplifying “network effects.” Amazon’s online shopping 
site has become so powerful that it shapes American commerce. Should 
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Amazon be allowed to promote the goods and services of companies it 
owns, or does it have a responsibility to maintain a level playing field for 
all retailers, including the ones it does not own? Does Apple have the 
right to charge a hefty fee to the third-party makers of games that sell on 
its App Store, or has the App Store become, in effect, a public utility that 
should treat all providers evenly? Does Google have the right to advance 
articles and ads that benefit its interests when people do Google searches, 
or should it be a neutral arbiter?

“I think we’ve seen time and time again that when you have a com-
pany that has captured control over a key artery of commerce, that control 
can be used unlawfully,” Lina Khan, chair of the Federal Trade Commis-
sion, said in an interview.14 “That was partly what animated the passage 
of the antitrust laws where Congress recognized that the dominance 
of railroads and their control over key arteries of commerce was really 
allowing these small number of companies to pick winners and losers in 
our economy to shape the trajectory of innovation.” Note her use of the 
term “key artery of commerce.” Her suit to break up Facebook appears to 
be advancing in U.S. courts. It seeks to reverse Facebook’s acquisition of 
Instagram and WhatsApp. A bill cosponsored by Senator Amy Klobu-
char (D-MN) has also been introduced in Congress that would prohibit 
the tech giants from using their platforms to promote their own goods 
and services over those of others, but it faces scant prospect of passage 
because of intense lobbying against it. Tech companies poured tens of 
millions of dollars into lobbying against it, and the chief executives of 
Google, Amazon, and Apple all personally lobbied against the bill.15

The Europeans have a freer hand to act. The European Digital Mar-
kets Act, another major piece of legislation Europe has enacted, specifies 
that companies that become “gatekeepers” reaching a specified number 
of customers and possessing a specified amount of sales and market cap-
italization would be required to make their services interoperable with 
smaller providers and cannot exploit their own platforms at the expense 
of others. It also bars them from buying smaller companies if it can be 
proven that such moves would limit competition. It should be examined 
as a possible model for the United States.
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Let us repeat that the goal of improved antitrust policy and enforce-
ment should not be to force breakups but rather to moderate Big Tech’s 
behavior by having clear sets of rules. Antitrust policy becomes a lever 
used to bring Big Tech into greater congruity with American interests.

Each of these social media and antitrust policy approaches should 
be coordinated with the Europeans, who have expressed interest in the 
idea of trans-Atlantic coordination. If any of that happened, governments 
would have much more powerful tools than any single government cur-
rently possesses. Japan should be drawn in as well, creating a global policy 
framework. That’s ultimately what it might take to significantly alter Big 
Tech’s behavior.

As with so many of the latest technologies, Americans have been 
eager to exploit the fun, positive, and valuable aspects of the internet. 
But we have utterly failed over the course of twenty-five years to address 
the negative consequences of allowing technology powerhouses to reach 
such positions of dominance. “Inertia is too kind of a word to describe 
what’s happened in the United States; there’s been a lack of will, courage 
and understanding of the problem and the technologies,” said Jeffrey 
Chester, executive director of the Center for Digital Democracy, a public 
interest group. “And consumers are left with no protections here and lots 
of confusion.”16

Learning how to limit the power of Big Tech and how to work with 
social media platforms to regulate inauthentic activities is part of the 
even broader challenge of redefining the relationship between the U.S. 
government and the private sector as a whole, a theme that also runs 
through the next three chapters.

Summary of Recommendations in Chapter 10
•	 Section 230 of the 1996 Decency in Communications Act must 

be altered. There are several possible ways. One would be to insert 
that social media providers have to take “reasonable steps” to pro-
tect users. Another would be to require social media platforms to 
allow users to authenticate their identities. A final would involve 
the use of “middleware” that gives users more control over the 
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content presented to them. One or more of these initiatives should 
be taken.

•	 The SAFE TECH Act, which would hold social media platforms 
accountable for cyber stalking, targeted harassment, and discrimi-
nation, should be enacted.

•	 The Justice Department should enforce a 1937 law requiring that 
foreign government advertising on social media be prominently 
labeled as such.

•	 TikTok and Zoom should be banned, either by the president 
through executive order or by Congress through legislation. Ways 
should be explored to create a firewall between American use of 
WeChat and the use of that service in China.

•	 Antitrust laws written in the nineteenth century should be 
updated to create clear rules for how technology companies man-
age their platforms. Europe’s new laws offer insights. Cooperation 
with Europe, and Japan, to create common policy frameworks 
could be effective.
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Chapter 11

Re-Architecting Security
What the Private Sector Must Do

Control over the internet is an elusive concept. In the early 
days of ARPANET—the U.S. government–funded precursor to the 
modern internet—one man was arguably in control. Jon Postel, a com-
puter scientist who helped create the Stanford Research Institute’s Net-
work Information Center, was responsible for issuing and maintaining 
network addresses for ARPANET. The network addresses, which are 
critical for directing the flow of web traffic, are unique numerical identi-
fiers that allow packets of information to go to the correct recipient. In 
his role as internet numbers coordinator, Postel was the central authority 
for the operation of ARPANET.

As the commercial internet was born in the early 1990s, Postel 
continued to issue addresses and manage the global domain name sys-
tem through an entity called the Internet Assigned Numbers Authority 
(IANA). In 1997, however, the Clinton administration and the U.S. 
Department of Commerce asserted their control over the domain name 
system.

In response, Postel personally emailed the operators of eight out of 
the twelve organizations that control the address books for the internet 
and asked that they reconfigure their systems to pull addresses from a 
computer Postel controlled at IANA rather than one controlled by the 
U.S. government. In one fell swoop, Postel hijacked the internet and 
wrested it away from the federal government.
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Shortly after Postel’s death from a heart condition, the federal gov-
ernment created the Internet Corporation for Assigned Names and 
Numbers, a nonprofit organization more commonly referred to by its 
acronym ICANN to manage the domain name system under contract 
with the Department of Commerce. Though the government began 
transitioning many of IANA’s responsibilities to ICANN, the Commerce 
Department maintained veto power over all ICANN decisions. In other 
words, the U.S. government maintained effective control of the flow of 
traffic across the internet.

That changed, however, in 2016. Under pressure from the interna-
tional community following the Edward Snowden revelations about the 
extent of the NSA’s internet surveillance, Congress passed legislation 
that fully transferred control of the internet to ICANN. It functions as 
a multi-stakeholder organization with a government advisory committee 
comprised of representatives from 111 nation-states.

It would be tempting to argue that the United States should start 
closing off its internet-based communications and computing net-
works—in cooperation with fellow techno-democracies—to protect 
them from China, Russia, Iran, and North Korea. Despite ICANN 
maintenance of the domain name system, these four key adversaries have 
begun exerting their own control over their domestic digital spaces, clos-
ing off large portions to access by outsiders while continuing to maintain 
unfettered access to networks in the West. Surely that’s an unfair advan-
tage. Surely we should devise a way to keep them out.

But creating such a complete “splinternet” would be a mistake. While 
authoritarian regimes throughout the world seek to control access to 
information and, by proxy, their own people, the founding principle of 
the internet was to establish an open forum for the exchange of ideas. 
Trying to shut down the authoritarian world’s access to our internet 
would leave billions of people behind their own digital iron curtains or, 
in regions without access to the internet, completely cut off from the 
flow of information and cut out of the stream of commerce. It would 
lock the United States into perhaps an even longer period of confron-
tation with the authoritarian axis than it already faces. As former Wash-
ington Post chief Katharine Graham once said, “democracy depends on 
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information circulating freely in society.” To counter the rise of autocra-
cies, it is far preferable to extend the reach of American platforms and 
open information.

That’s the argument made by Doowan Lee, the San Francisco–based 
national security expert and founder of VAST-OSINT, which provides 
automated solutions for detecting the origins of misinformation. “Do we 
abandon everyone who is living behind these firewalls?” he asked us in a 
video interview. “Sometimes we are so self-centered. About 99 percent of 
the time, we are concerned about how we protect our data from foreign 
actors. But we forget that out of seven billion people on the planet, four 
or five billion don’t have access to the open internet. Unless we break 
down that barrier, we cannot prevail. Eighty percent of the world would 
end up adopting Chinese standards of data ownership no matter what 
we do in the United States, Europe, Asia, and Africa. That’s not going 
to work.

“How do we push unadulterated, unmolested information into Iran, 
China, Russia, and Venezuela?” Lee continued. “Did we win the Cold 
War because we put massive pressure on the Soviet bloc? No, it imploded 
on its own because of the information environment. There are now a 
small number of companies trying to build low-orbit satellites. This 
conversation has to focus not just on protecting our own information but 
also on breaking down the authoritarian barriers to flows of information.”

Achieving such a strategy will be difficult and will involve many 
different moving pieces. It will require accelerating efforts to build an 
internet that is not as reliant on a patchwork of volunteers and nonprofit 
foundations maintaining open-source software, as Google says it is trying 
to do. It will require improving the way that software developers write 
software throughout the whole development cycle. Furthermore, a suc-
cessful strategy will require a major shift in thinking at the top of Amer-
ican companies, both management and boards of directors, to elevate the 
role of cybersecurity in how they build and maintain their computing and 
communications systems.

It will probably take a full decade for America to secure its comput-
ing systems. The pattern of penetration is so deep because of the malware 
and backdoors that have already been inserted into thousands of U.S. 
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systems. The private sector could take some steps in the right direction. 
But ultimately the private sector does not presently have the right set of 
incentives to fully clean up its act. Government will have to use a mix of 
sticks and carrots to change the cost-benefit calculus that takes place at 
the top of the corporate world. This gap between the private sector and 
government, which in some ways is a key to American prosperity, is also 
our Achilles’ heel. Neither China nor Russia recognizes such a distinc-
tion. That is the very nature of authoritarian regimes—all actors exist to 
serve the interests of the party in power.

The first part of the new American strategy is to go on offense. Star-
Link, part of Elon Musk’s SpaceX, is the most visible of the companies 
building small satellites to supplement existing networks of satellites 
that are circling the globe. The Chinese Communist Party watched with 
trepidation what Musk did with StarLink’s satellites when the Russians 
invaded Ukraine. Although the Russians succeeded in knocking out 
Viasat’s satellite internet services, Musk’s constellation of small satel-
lites 350 miles above the battlefield prevented Russia from controlling 
the information flow in and out of Ukraine.1 Time after time, StarLink 
successfully thwarted Russian cyberattacks targeting its network, going 
toe-to-toe with—and beating—one of the world’s foremost cyber 
powers. So far, four hundred thousand people around the world have 
subscribed to StarLink’s internet service. Other competitors are entering 
the game. Viasat and Amazon are launching or expanding their own low 
Earth orbit satellite services. Both hope to launch thousands of satellites. 
Taken together, what these three companies are seeking to do would have 
outsized geopolitical consequences.

Since 1998, the Chinese Communist Party has relied on the Great 
Firewall to censor and monitor the digital lives of its 1.4 billion citizens. 
The Great Firewall is a massive system used to block IP addresses, tam-
per with and redirect traffic, and filter content deemed by the party to be 
“offensive.” Now imagine for a moment that thousands of shoebox-sized 
satellites are orbiting 350 miles above the earth and outside of the 
Communist Party’s reach. Anyone who could obtain a small twelve-inch 
antenna would have high-speed communications even in the absence of 
base stations and other equipment normally required to support internet 
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access. This would effectively render the Great Firewall null and void, 
granting the Chinese people unfettered access to the internet. For an 
authoritarian regime relying on total control of its population to remain 
in power, this is a nightmare scenario. For the United States, few technol-
ogies offer such a substantial counterweight to China’s ever-expanding 
technological reach. The U.S. government should consider subsidizing 
the spread of these satellites because of their strategic value.

This strategy meshes very well with the White House’s announce-
ment in late April 2022 that it would work with fifty-five other nations 
to push rules for the internet that are underpinned by democratic values. 
The announcement received very little attention in the United States, but 
the Chinese were clearly listening. Not long afterward, they announced 
they were creating the World Internet Conference, with a Chinese 
official in charge of seeking to create an internet that was favorable to 
Chinese interests.

While we promote exporting a democratically oriented internet, we 
have to address the challenges to ensuring that our domestic cyber ter-
rain is defensible. Google has announced that it will spend $10 billion 
over five years to advance cybersecurity by improving the security of the 
third-party foundations whose work supports the communications of the 
internet; securing the software supply chain to prevent attacks like the 
one that hit SolarWinds; and expanding the zero-trust security model, 
in which no person, device, or network enjoys inherent trust. It is easy to 
be suspicious that this is just a public relations move aimed at mollifying 
policy makers in Washington, but Google does have the scale to make 
an impact. “We don’t just plug security holes,” Kent Walker, president of 
global affairs for Google and parent company Alphabet, said on the com-
pany blog.2 “We work to eliminate entire classes of threats for consumers 
and businesses whose work depends on our services.” A year after that 
announcement, the company declined to comment on how much money 
has been spent and to what effect.

The needs are indeed broad and wide ranging. More of the reposito-
ries and libraries of open-source software need to take part in validating 
their software and then issuing online certificates of authenticity. Software 
development houses must overcome the temptation to rush software to 
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market with known vulnerabilities merely because it meets performance 
specifications—it is far better to get it right from the beginning.

The eight-hundred-pound gorilla in the room is fixing the way 
the private sector produces software, which is at the heart of so 
many network penetrations. Increasingly, the concepts of isolation and 
micro-segmentation apply to software development. For many years, 
most software applications have been called “monoliths” by industry 
insiders, meaning there is one giant body of code for everything. That 
makes it difficult to see how different pieces of the puzzle interact with 
one another or to build in controls. More recently, developers have started 
switching to a microservices architecture. The idea is that a microservice 
should only serve a single purpose and operate on its own data. This 
practice creates its own potential problems, but it is clearly more secure 
than the old monoliths.

We asked NIST’s Paul Black what it would take to start making dra-
matic progress on the integrity of America’s software. He said software 
developers “could start tomorrow. The knowledge and skills are available. 
There are too many times when a senior manager pressures a software 
writer, saying, ‘We’ve got to get this out [to market], we’ve got to get 
this out,’ in contradiction of their best practices. Imagine if an architect 
designed a bridge but wouldn’t release his designs until he or she figured 
out the likely stresses and strains on the bridge. But then along comes 
a superior who says, ‘No, we don’t have time. We have to get the design 
out by January. We don’t have time for those computations.’ As a society, 
we’d be outraged. Yet we as a community do that all the time in software.”

Because of the intense competition in the software industry, Black 
argues it will take a sea change in attitudes before the industry reforms. 
“We get rid of doctors who do not practice well, who engage in malprac-
tice,” he said. “When was the last time you heard about a programmer 
being drummed out of the profession because they did not take sufficient 
care? Unfortunately, we in the software community don’t hold ourselves 
to sufficiently high standards.”

Black likens the scale of the challenge to what faced the auto indus-
try as the OPEC oil embargo struck in the mid-1970s. “Automobiles had 
terrible gas mileage before the gas crisis of 1976,” he said. “Cars leaked oil 
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and got twelve miles to a gallon. As a society, we started to expect better. 
Today we expect that if we buy a car, it won’t have problems. It will be 
able to run forty or fifty thousand miles just adding oil and gas. If we as 
a society said, ‘No, we won’t accept bad software,’ things would get better. 
But now the refrain is, ‘All software has bugs.’ It’s a mind-set that’s hard 
to change.”

He agrees that one lever government has is writing its contracts to 
purchase IT products from the private sector with clear sets of expecta-
tions about how a software program will perform over time. That would 
imply getting rid of, or at least limiting, the indemnities currently allowed. 
To a limited degree, this has begun to take shape. In September 2022, the 
U.S. Office of Management and Budget (OMB) released a memorandum 
requiring federal agencies to obtain attestation from software develop-
ers affirming that each developer follows secure development practices 
before the agency runs third-party software on government networks.3 
While self-attestation is an important first step, the federal government 
should reinforce secure software development practices by enshrining 
the OMB requirement in the Federal Acquisition Regulation (FAR) and 
the Defense Federal Acquisition Regulation Supplement (DFARS) as 
mandatory contractual clauses. Because of the purchasing power of the 
federal government, this would have a substantial spillover effect for the 
commercial sector.

Another important step in injecting more responsibility and account-
ability into the software development process would be to institute a 
licensing system for software engineers. They are the only kind of engi-
neer in America who does not require a license. “Anyone anywhere can 
write software, and you don’t even have to have a background in coding 
or security,” Chase Cunningham, the cyber warrior we introduced in 
chapter 6, told us. He is deliberately provocative. “If you wake up tomor-
row morning and decide you have a great idea for identifying dog crap 
on your daily walk, you can go off and build a GPS-enabled application 
to put on your phone to stop yourself from stepping in dog poo. You also 
could ship that out to a million users and do it all within thirty-six hours.” 
The government should not be in the business of licensing software 
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developers, but it could encourage the creation of an industry-wide insti-
tute or licensing mechanism.

Black also supports the idea that software developers should be 
licensed but says that ultimately it will require an all-of-society approach 
to make America’s software more secure. “It’s important for everybody to 
say, ‘We want more secure software,’ and to not produce or put up with 
poor software,” Black said. “It’s important not to insist that ‘I want the 
software right now,’ regardless of how it was produced.”

Software developers should also consider whether the utility of 
including administrative applications in all software packages is out-
weighed by the risks of these apps being targeted by hackers. For exam-
ple, one of the most useful applications offered as part of Microsoft’s 
Windows operating system is PowerShell. Network administrators and 
security teams use PowerShell extensively to automate tasks, improve 
forensic analysis, and assist with incident response both in servers on 
premises and in Microsoft’s cloud platform. However, the same utility 
that makes PowerShell such an important tool for administrators also 
provides hackers with the ability to leverage this tool to gain access to 
and control a victim’s network.

This type of threat is called “living off the land,” wherein hackers uti-
lize legitimate software and programs running on the target system. One 
way it works is like this: an attacker will target an employee of a company 
or organization through LinkedIn. The attacker will make overtures 
about a job offer and ask the employee for an email address where the 
attacker can send a “standard” nondisclosure agreement. The employee, 
excited at the prospect of a job offer, provides his email address, and the 
attacker sends the agreement via email during business hours. Attached 
to the email is a .pdf, which, unbeknownst to the employee, has malicious 
code embedded in it. Once the employee opens the .pdf, the file executes 
a script in PowerShell on the employee’s computer that gives the attacker 
access to the employee’s device. From there, the attacker can move lat-
erally throughout the network, obtain higher-level privileges, and carry 
out whatever malicious activity the attacker wishes—all without tripping 
intrusion detection systems.
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Attackers use PowerShell for a variety of reasons. The first is its 
ubiquity. Since Microsoft introduced Windows XP, PowerShell has been 
a feature included on every Windows operating system. And in 2016 
Microsoft released the source code for PowerShell to be an open-source, 
cross-platform framework capable of being run on Linux-based comput-
ers as well. The second reason, as described above, is camouflage. Because 
PowerShell is a legitimate tool used widely by system administrators and 
cybersecurity teams, an attacker’s activity can go undetected because it 
appears to be consistent with normal administrator activities. Finally, 
attackers use PowerShell because it is an incredibly capable tool. By tar-
geting a single program, an attacker can remotely access a considerable 
number of applications critical to the functioning of a network.

There are many ways for individuals to better secure PowerShell: 
ensure that you are running the most updated version, enable logging, 
and set the execution policy to “restricted,” to name a few. But, as a 
society, we need to ask a more basic question. Should programs like 
PowerShell be installed on every computer running Windows? In 2021, 
cybersecurity firm McAfee reported that threats leveraging PowerShell 
rose by 208 percent in the final three months of 2020. As the threat 
landscape continues to evolve, software companies should begin looking 
at ways to administer their services more responsibly. In the case of Pow-
erShell, perhaps Microsoft should include that application in its suite of 
tools as an exception rather than the rule.

Blaming developers for America’s software mess is not entirely fair. 
Ultimately, it is the decision making at top levels of the corporate world 
that will be most important in securing our systems. Stephen Soble, the 
CEO of Assured Enterprises whom we introduced in chapter 6, is at the 
forefront of arguing that companies, led by their boards of directors, must 
organize themselves to protect their data rather than playing an elaborate 
blame game after a breach has occurred. While many companies have 
hired chief information security officers (CISOs), one knee-jerk reaction 
after a breach is to simply fire the CISO. Being a CISO has become one 
of the most hazardous burnout jobs in corporate America. Directors and 
officers also increasingly retain outside counsel and cybersecurity experts 
and rely on insurance to help them “mitigate” losses after a breach. But 
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as cyber insurance costs skyrocket, mitigation is proving to be less cost 
efficient.

Soble argues that managers and directors must place more emphasis 
on the protection of their data. Like other cyber experts, he assumes that 
old-fashioned network perimeters cannot be defended. He envisions a 
different approach to addressing cybersecurity issues through corporate 
leadership.

“The issue is the board of directors, the audit committee, their under-
standing of their responsibility, and their personal liability for security 
and for their company’s data security,” Soble said. “It is not very difficult 
to educate the board of directors about what they should be doing and 
why. It’s also not difficult to provide the information to the board so that 
they don’t have to be technical.”

The key to getting through to directors and officers is to demystify 
cybersecurity. “They don’t have to listen to the CIO and the CISO cross 
swords about some technical issue,” Soble continued. “What they want to 
know is, how do we define the risk we have today? How do we quantify 
it? How do we manage it?” Cybersecurity professionals need to be able 
to articulate to corporate leaders how the organization can put itself in 
the best security position, within commercially reasonable limits, to max-
imize profits and limit risks. Directors and officers understand fiduciary 
responsibility in other areas—cybersecurity should be no different.

At a basic level, many directors and officers do not know how much 
risk their organizations face. Clients often tell Soble, “We don’t really 
know how much risk we have. We don’t really know what we need to 
know.” Or they voice the refrain: “No one knows how to do this. We’re 
not any worse off than anyone else. We’re all in the dark.”

Other common responses Soble hears from IT administrators are, 
“Everyone gets hacked,” or “It’s the cost of doing business,” or “There’s 
nothing you can do about it.” But accepting those answers is defeatist. 
“All these excuses that get thrown around all the time are intended to 
cover up the fact that we have not organized ourselves to protect the 
data and prevent data breaches,” Soble said. The focus needs to shift to 
front-end protection.
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Boards of directors need to understand what their personal liabilities 
are in the event of a data breach. “They have to understand that when you 
calculate the losses caused by a data breach, you are calculating a whole 
array of costs,” Soble said. This includes other costs, such as regulatory 
penalties, attorney’s fees, and litigation costs. Beyond fees and costs, 
directors and officers also must consider the reputational risk, increased 
insurance premiums in the event of a breach, and decreases in valuation 
for publicly traded companies.

Presently, companies believe they should spend just enough on 
cybersecurity to avoid liability in a negligence suit. If the industry stan-
dard is to spend 1 percent of a company’s operating costs on cybersecu-
rity, directors and officers who spend 1 percent are unlikely to face a suit 
so long as they meet that threshold and hire a brand-name cybersecurity 
firm. As Soble puts it, “People said, ‘Let’s hire a SWAT team, an external 
company. Let’s put them on retainer. Their employees will come and fix 
our situation. If we get a good company, they’ll keep us on the straight 
and narrow.’”

There seems to be broad agreement within the cybersecurity com-
munity that the way that many companies and their boards approach 
security is seriously flawed. “There is some degree of truth to the argu-
ment that some companies don’t really want to know how to defend their 
systems,” said a cyber expert who requested anonymity. “In general, most 
will at least design and do a preliminary audit that protects them against 
a compromise due to gross incompetence.” If “gross incompetence” can be 
proven in court, it increases a company’s insurance exposure.

“In reality, security auditing and secure development practices gener-
ally receive minimal funding,” she added. “Security is layered, and there 
must be a balance between implementation and maintenance cost versus 
the value of the target you are protecting. For most, it’s cheaper to deal 
with a breach than it is to implement better security practices. It will 
frankly probably take some sort of legal reform that imposes monetary 
penalties before this gets better.”

As she suggests, what the government might be able to do is shift 
the economics of the corporate decision-making process by requiring 
companies to report data breaches above a certain size to the government, 
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which means they would become publicly known. The Securities and 
Exchange Commission has no cyber enforcement powers, but it does 
have the power to require publicly traded companies to disclose risks 
that are “material,” a word accountants and auditors love to argue about. 
The SEC is in the process of requiring companies to disclose “material” 
cybersecurity incidents, meaning they are big enough to affect a compa-
ny’s profitability.4 That would damage investor confidence in companies 
that have not taken the right steps, and perhaps customer confidence as 
well. That might shift the cost-benefit calculus in the boardroom—what 
if protecting our data was actually more cost effective than hiring legions 
of lawyers, insurance firms, and cybersecurity companies?

Another option for changing corporate decision making would be to 
hold directors and officers in certain critical industries personally liable 
for negligence in securing their networks, as Soble argues. While this 
may seem a burdensome requirement, the Delaware Supreme Court and 
the Delaware Court of Chancery have developed a standard for director 
and officer accountability for risk oversight that can be directly applied 
to cybersecurity.

In 1996, the Delaware Court of Chancery ruled in In re Caremark 
International that directors of corporations bear responsibility to estab-
lish a reporting mechanism to exercise oversight of the functions of a 
company. “Utter failure to attempt to assure a reasonable information 
and reporting system exists . . . will establish the lack of good faith that 
is a necessary condition to liability,” the court in Caremark held.5 In June 
2019, the Delaware Supreme Court sharpened the Caremark duty in 
another landmark case, Marchand v. Barnhill, which ratcheted up the 
scrutiny of boards who breach their duties to oversee the mission-critical 
areas of an organization operating in a highly regulated industry.6 In 
October 2019, the Delaware Supreme Court further refined the Care-
mark standard in the third case, In re Clovis Oncology, by imposing not 
only a duty to make a good-faith effort to establish a reporting system or 
controls to ensure oversight, but also a responsibility to provide adequate 
monitoring of the oversight system once implemented.7

Taken together, these three cases stand for the proposition that 
directors and officers of companies in highly regulated industries bear 
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the responsibility for both creating and monitoring processes for the 
oversight of areas critical to the mission of their organization. There is 
little doubt that IT systems fall squarely in the “mission-critical” arena for 
every organization. For companies incorporated in Delaware (and most 
publicly traded companies are incorporated there), boards of directors 
in critical infrastructure that fail to fulfill their cybersecurity oversight 
responsibilities may be held liable for breach of duty.

Given the scale of the cybersecurity crisis, courts have the opportu-
nity to enhance the enforcement of effective cybersecurity protocols and 
prevent ignorance of vulnerabilities from impacting America’s critical 
infrastructure. By adopting the Delaware standard of liability for direc-
tors and officers of companies in critical infrastructure sectors, courts 
would send a clear message to corporate leaders: the burden for ensuring 
strict oversight and monitoring of cybersecurity protocols falls on the 
board of directors.

Elsewhere, it is important that companies learn to be more pro-active, 
not merely reactive. There are myriad techniques available. Most critical is 
for any network owner to reduce the “attack surface.” That means limiting 
the number of points of contact between a company’s IT systems and 
the open internet, which reduces the number of channels that malicious 
actors can exploit.

Accepting that a network’s perimeter cannot be defended is absolutely 
essential. “The simple fact of the matter is that there is no perimeter,” 
Cunningham argues. “The perimeter is everywhere. Every user presents a 
risk, every device presents a risk, every data transaction presents a poten-
tial risk, and it’s all transiting an inherently dangerous environment.” 
That’s why the concept of “zero trust” is so important. If the castle’s 
walls, meaning network perimeters, have been breached, what must be 
done? “The new, new concept if you want to continue with the medieval 
analogy is to make sure that everyone inside the castle is wearing a suit 
of armor instead of just kind of wandering around,” said Cunningham. 
“What we’re trying to do with micro-segmentation and isolation is make 
sure that every entity—every person, device, and bit of data—has got 
security controls around it. We are enveloping that entity in a sort of 
secure cocoon so that you’re not an easy target.” “Micro-segmentation” 
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and “isolation” mean breaking down the different elements inside a com-
puting system so that they can each be better defended.

Ted Schlein, a veteran of thirty-five years in information technol-
ogy, including twenty-five years with the famous venture-capital firm 
Kleiner Perkins, agrees that “the whole landscape needs to be completely 
rethought.” He told The Record, a news outlet owned by the cyber intelli-
gence firm Recorded Future, that looking for signatures associated with 
malware at the network’s boundary no longer works. “We have to rethink 
things that we took for granted if we’re going to protect ourselves going 
forward,” he said. “We will look for bad signatures, and I think we all 
realize that it just doesn’t work.”

Rather than trying to improve intrusion detection systems (aimed at 
defending a perimeter), he advocates greater use of artificial intelligence 
and machine learning to manage networks more securely. And rather 
than viewing security as an afterthought once a system has been built, 
security has to “be embedded in everything that we do.”8

The new architecture requires multiple layers of protections. One tool 
for confusing an attacker is called “obfuscation” technology, which hides 
the original data and presents modified and hence falsified data to the 
would-be miscreant. One concept in which data obfuscation is used is 
called a “honeypot,” which is the same euphemism used by spies who use 
attractive females to entrap and blackmail married diplomats, scientists, 
or high-ranking military officers in exchange for their secrets. A digital 
honeypot, by contrast, is an “attractive” folder of seemingly important 
data that resides in an easily accessible part of the network. The data, 
which can include a beacon or a watermark to assist law enforcement 
after the breach, is intended to be compromised by an attacker. By 
offering up useless data in an area with weak security, net defenders are 
able to identify attributes of an attacker in order to strengthen their net-
work against future attacks, but also to preserve the “crown jewels” in a 
better-protected part of the network. A similar concept is called “canary 
files,” which sing like a bird, so to speak, by alerting net defenders when 
they are accessed by an attacker, revealing the presence of malicious 
actors.
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It goes without saying that until better software practices can become 
widespread, companies need to be much more active in patching their 
known vulnerabilities, even in older legacy equipment.

Better training of all employees, not just the IT staff, is also essential. 
Knowing how to recognize spear-phishing attacks is key, as is spotting 
fellow employees who may be making mistakes on their systems or, 
worse, cooperating with outside parties posing as allies, when in fact 
they are penetrating the company’s systems. That is a frequent trick that 
hackers use.

All Americans and their companies need to be aware of the security 
hazards created during the pandemic. With so many Americans working 
from home, moving back and forth from personal devices to their corpo-
rate networks, security has taken a backseat to convenience. That has to 
change. Various arms of the U.S. government such as CISA and the NSA 
have posted security and safety guidelines on their websites, but they have 
gone largely unnoticed by the general public. We need an old-fashioned 
World War II–style campaign of posters and propaganda even—possi-
bly including social media influencers—to spotlight best practices. In 
Taiwan, for example, the government has encouraged the slogan “Think 
before You Click.”

“Sometimes we as a society are careless about the importance of soft-
ware that’s well made,” NIST’s Black told us. “It’s not just about compa-
nies going after profits. It’s society as a whole. Governments, engineering 
firms, users, everybody has a role to play in insisting on software being 
written better and built better.”

Summary of Recommendations in Chapter 11
•	 The government should subsidize companies that are introducing 

thousands of low-altitude satellites to expand and strengthen the 
American and allied information ecosystems.

•	 Management and boards of companies must emphasize building 
secure systems rather than playing a circular blame game with 
lawyers, insurance companies, and cybersecurity firms after their 
systems are breached.
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•	 The era of defending “the castle” is over. Network boundaries are 
going to be breached. Companies need new strategies in response.

•	 The government should follow through on an executive order 
requiring that software companies selling to it take responsibil-
ity for the software. Similarly, the government could reverse an 
existing law that exempts software companies from responsibility 
for security vulnerabilities that exist in their software or that are 
created after it is sold.

•	 The Securities and Exchange Commission should follow through 
on the proposal to require publicly traded companies to disclose 
cyber incidents that are “material” to their earnings.

•	 The software industry should consider a licensing program for 
software developers, perhaps in conjunction with government, to 
educate them about best practices and to guarantee that those best 
practices are put to use.
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Government Action
What the Public Sector Must Do

The U.S. federal government appears to be on a war footing 
when it comes to cyber threats. Since 2018, the United States has estab-
lished the Cybersecurity and Infrastructure Security Agency (CISA) 
within the Department of Homeland Security as the leading organiza-
tion for securing federal networks and critical infrastructure cybersecu-
rity. That same year, the Defense Department’s Cyber Strategy laid out 
its aggressive “Defend Forward” plan to enable the military to eliminate 
cyber threats abroad before they can target domestic networks. In 2021, 
President Biden signed the Executive Order on Improving the Nation’s 
Cybersecurity, which established the government as the standard-bearer 
for cybersecurity best practices. And between January 2021 and January 
2022, Congress submitted or passed more than eighty pieces of cyber 
legislation, including the establishment of a national cyber director to 
lead the nation’s cyber efforts from the White House.1

However, appearances can be deceiving. There are 101 federal 
departments or agencies, and many of them are saddled with systems 
and software dating back to the 1970s and 1980s. Each agency has the 
incentive to compete for funding rather than coalescing into a common 
cyber front. “If you don’t have ‘cyber’ or ‘security’ in the title of your 
department, like CISA, Cyber Command, or the NSA, you probably 
don’t prioritize cybersecurity,” executive director of the Cyberspace 
Solarium Commission and retired navy rear admiral Mark Montgomery 
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told us. “The government over the years was slow to properly resource IT 
modernization and slow to properly resource the installation of effective 
cybersecurity.

“When you are catching up for years of underfunding or unrecog-
nized funding, it’s hard,” Montgomery continued. Despite the focus on 
cyber issues of late, the federal government continues to struggle to keep 
pace with the ever-changing threat landscape. “I’m disappointed to see 
that legislation continues to focus on the same traditional areas: report-
ing and punishing,” Tyler Young, director of security at Relativity told 
the Cyber Policy Institute in early 2022. “Reporting and disclosures are 
only interesting if we learn from them and take action. Nothing in the 
legislation calls that out.”2

Similarly, the federal government’s cyber strategy remains limited 
by self-imposed restrictions on what powers different agencies possess, a 
lack of information sharing across agencies and with the private sector, 
and redundant missions. Simply put, the federal government, with its 
incredible spending power and broad access to exquisite sources of intel-
ligence, is not structured appropriately for the battle in cyberspace. Infor-
mation silos, redundancies, skill gaps, antiquated acquisition processes, 
and unregulated cryptocurrency markets—to name but a few—greatly 
hinder the government from getting to where it needs to be.

Further exacerbating the problem is the common misconception that 
cybersecurity can be achieved by simply throwing humans at a problem 
who can respond to an attack, flip a switch, and make the problem disap-
pear. Even if this were true, the federal government and the private sector 
both lack the human capital and the supporting educational system nec-
essary to fill present cybersecurity roles, let alone address future threats.

Moreover, both the federal government and the larger cybersecurity 
community are failing to attract and tap into female and minority tal-
ent pools. As a nation, we need more people from every demographic 
studying software engineering, machine learning, cybersecurity, and data 
analytics. We need foundational education reform at every level—from 
elementary school to trade schools to universities—to make training and 
retraining more accessible. The cyber workforce shortage is far more than 
a human capital problem; it is a pervasive national security problem.
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For the United States to be fully armed in this battle, it needs to 
make organizational reforms within the federal government, take legisla-
tive action to better ensure domestic cybersecurity, and flex its consider-
able muscle to partner with, and place pressure on, the private sector. “But 
information sharing isn’t enough,” argues former NSA general counsel 
Glenn Gerstell. “It would be hamstrung from the start if the government 
cannot seamlessly and quickly track malicious cyber activity from its 
foreign source to its intended domestic victims.”3 Beyond mere improved 
partnerships and information sharing, Americans must be willing to 
embrace a federal government with the authority to pursue adversaries 
onto private networks without a warrant or court order. By the time the 
FBI is able to lawfully act on intelligence the NSA has collected about 
foreign actors operating on U.S. networks, it is already too late, as Gen-
eral Nakasone testified. In the name of privacy, the federal government 
has largely left the private sector to fend for itself. “Like a property owner 
who has put up a fence a few feet inside his property line just to be safe, 
Congress has established more restrictive structures and rules in our 
current system than what the Constitution would require for reasonable, 
warrantless monitoring,” Gerstell writes. The gap between the public and 
private sectors—which is enshrined in our ideals as how we as a nation 
function—is at the same time a critical weakness.

Organizational Reforms
In the 2021 National Defense Authorization Act, Congress gave CISA 
the power to issue administrative subpoenas to internet service providers 
and to conduct threat-hunting operations on federal networks.4 While 
this designation solidifies CISA’s position as the focal point for securing 
federal government and critical infrastructure networks, it did not pro-
vide CISA with powers that would encroach upon those of the military 
or law enforcement agencies like the FBI. And while a clear distinction in 
powers is important, it can create inefficiencies when rapidly responding 
to threats in the cyber domain. In early 2022, Deputy Attorney General 
Lisa Monaco, in a rare breach of protocol, criticized a provision in an 
omnibus spending bill for creating such inefficiencies, arguing that the 
law actually “makes us less safe.”
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Monaco’s position at the Justice Department includes administration 
of the FBI. The new law—the Cyber Incident Reporting for Critical 
Infrastructure Act of 2022—requires operators of critical infrastructure 
to report cyber incidents to CISA but does not require simultaneous 
reporting to the FBI. This is surprising given that the FBI’s actions in 
response to cyber incidents have led to spectacular successes, such as 
clawing back much of Colonial Pipeline’s $4.4 million ransom payment 
and using federal warrant procedures to remotely clean hundreds of 
computers infected by China’s compromise of Microsoft Exchange. The 
law “leaves one of our best tools, the FBI, on the sidelines and makes us 
less safe at a time when we face unprecedented threats,” Monaco said in 
a statement. Government officials do not normally comment on pending 
legislation.

Chinese and Russian hackers care little which agency is designated 
as lead for which type of incident. In fact, there is ample evidence that 
both Russian and Chinese cyber strategies operate precisely at the seams 
where government agencies are unclear as to who is responsible.

Suppose a hacker affiliated with Russia’s intelligence services uses a 
backdoor that it previously established through a software supply-chain 
compromise to target hundreds of organizations across dozens of sectors. 
Which agency leads? Well, it depends. If those organizations are federal 
agencies or critical infrastructure, then CISA would lead. If those orga-
nizations are comprised solely of military networks or the defense indus-
trial base, then the Defense Department would lead. If they are private 
companies or universities, the FBI would lead.

The problem is that large-scale cyber incidents do not align them-
selves to our organizational construct. Moreover, companies rarely 
understand the federal government’s organizational hierarchy for cyber 
incident response. If a company is hit by ransomware, their first call is 
likely going to be to their attorney. If the attorney is good, she will know 
the precise reporting requirements for the specific industry in which the 
company operates (which differ dramatically from sector to sector). But 
what if the attorney is unfamiliar with cyber incident reporting? Or what 
if the company believes they will receive better support from the feds by 
calling the FBI instead of CISA? Law enforcement investigations have 
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specific requirements, such as an evidentiary chain of custody, that are 
outside CISA’s authority. The federal government is tying itself in knots 
trying to determine which agency has the lead role and what information 
can be shared with whom—greatly hindering any sort of “real-time” gov-
ernment support. “Instead of going to five or six different agencies, there 
needs to be a front door that is clearly visible,” former CISA director 
Chris Krebs said during his keynote address at the Black Hat conference 
in August 2022.

The root cause of friction between government agencies when it 
comes to cyberspace is that the government is attempting to overlay 
traditional authorities and delineations designed for the physical world 
onto a domain where no such separation exists. The federal government 
wants Cyber Command to wage war in cyberspace, the FBI to investigate 
crimes and espionage, and CISA to serve as the focal point for threats 
to nonmilitary government networks and critical infrastructure. The only 
problem is that’s not the way our adversaries see the battle space.

To better align U.S. government efforts to the threats facing Amer-
ica, the government should make two very large, sweeping changes. The 
first is to remove CISA from the Department of Homeland Security and 
elevate it to a cabinet agency—the Department of Digital Services—with 
the national cyber director at its helm. The second is to establish a Cyber 
Force that operates under both the Department of Digital Services and 
the Department of Defense, with sufficient military, intelligence, and law 
enforcement authority to take on the full scope of threats in cyberspace.

Department of Digital Services
Presently, responsibility for cybersecurity, digital policy, cyber defense, 
cyber intelligence, and cyber warfare are spread broadly across the fed-
eral government. Writing this book, we’ve spoken to dozens of officials 
from many agencies and departments. Each has a unique role to play, 
but each answers to an entirely different chain of command. By estab-
lishing a cabinet-level agency headed by the national cyber director, the 
federal government would be able to consolidate the national strategy, 
oversight, and enforcement mechanisms into a single organization. Such 
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a consolidation would allow for better management and implementation 
of necessary protocols to ensure digital security across all sectors.

We have certainly witnessed the shortcomings of the present system. 
For instance, in 2015, NIST first published its landmark guidance for 
defense contractors aimed at securing defense supply-chain networks. 
NIST Special Publication 800–171 detailed more than one hundred 
steps it deemed necessary to protect unclassified defense information on 
nonfederal networks. In 2016, Congress modified the Defense Federal 
Acquisition Regulation Supplement—the regulation that governs all 
defense contracts—to require that contractors implement the security 
steps outlined in the NIST special publication. Five years later, in Octo-
ber 2021, Deputy Attorney General Monaco announced that the Justice 
Department was establishing a Civil Cyber-Fraud Task Force to “pursue 
cybersecurity related fraud by government contractors.”5 In other words, 
from the time NIST published its guidelines, it took the Department of 
Justice five years to begin enforcing contractual cybersecurity protocols 
for companies handling national security information. This failure to 
consolidate the policy, regulation, and enforcement arms of government 
has resulted in an insecure defense supply chain and an unacceptable risk 
to U.S. national security.

As head of the Digital Services Department, the national cyber 
director would be responsible for the functioning of an operational 
agency with regulatory responsibilities and enforcement authorities in 
coordination with the Department of Justice. The department would 
continue CISA’s responsibilities for federal network and critical infra-
structure security while also taking on new functions. These would 
include absorbing NIST’s role in establishing standards for cybersecurity 
and data privacy, serving as cochair of the Committee on Foreign Invest-
ment in the United States (CFIUS), and leading the review of American 
technology exports with Commerce’s Bureau of Industry and Security, 
among others.

Establishing a Digital Services Department would also allow the 
federal government to expand its investment in new and critical technol-
ogies. In 1999, the CIA chartered the establishment of In-Q-Tel, a pri-
vately held nonprofit organization charged with identifying and investing 
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in cutting-edge technologies to support U.S. national security. Some of 
In-Q-Tel’s early successes include the precursor to Google Earth, Palan-
tir Technologies, and Wickr secure communications. Similarly, in 2016, 
the Defense Department chartered a “digital embassy” in Silicon Valley, 
named the Defense Innovation Unit. DIU, as it is known, is focused on 
identifying critical technologies being developed by the private sector 
and rapidly adapting them to military use. DIU works exclusively to 
bring artificial intelligence, autonomy, cyber, energy, human systems, and 
space technologies to the military.

Within the Digital Services Department, the federal government 
could establish a federally chartered venture-capital firm and technology 
incubator designed to further national security objectives in cyberspace. 
In this way, the federal government could more efficiently cultivate crit-
ical technologies to compete with China’s state-owned enterprises while 
reinforcing competition in the market that has given American technol-
ogy an edge.

Finally, a Digital Services Department could also serve the function 
of human resources management for civilians across the federal govern-
ment. This does not apply only to cybersecurity, but to a cadre of digital 
services employees. In 2021, the National Security Commission on 
Artificial Intelligence detailed in its report the pressing need to rapidly 
increase digital talent in government. “The government needs new talent 
pipelines, including a U.S. Digital Services Academy to train current and 
future employees. It needs a civilian National Digital Reserve Corps to 
recruit people with the right skills—including industry experts, academ-
ics, and recent college graduates.”

While the report makes a compelling argument for the establish-
ment of such a civilian corps, it places the management of such a cadre 
with the Office of Management and Budget. Instead, human capital 
management for digital talent across the federal government—includ-
ing the National Digital Reserve Corps—should reside in the Digital 
Services Department. The Digital Services Department also needs an 
operational element with sufficient authority, training, and personnel to 
confront modern cyber threats.
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United States Cyber Force6

During World War II, airpower tipped the scale of victory in favor of the 
Allies, as aviation proved to be an indispensable war-fighting capability.7 
From air-to-air engagements and tactical bombing campaigns to aircraft 
carrier–centered naval combat and the delivery of nuclear munitions, for 
the first time in history the air became a significant war-fighting domain.8 
After the war, America’s military and political leaders recognized the 
inefficacy of having all the nation’s airpower subordinated as components 
of the army and navy.9 Nearly two years after the end of hostilities, the 
National Security Act of 1947 officially established the United States Air 
Force as its own military service within the Department of Defense.10

The creation of the U.S. Air Force was predicated on the notion 
that a “realistic understanding of the new weapon, of its implications in 
terms of national security, of its challenge to America, is not a matter of 
choice” but one of the conditions on which national survival rested, wrote 
aviation pioneer Alexander de Seversky.11 Today, cyber superiority has 
wider implications to U.S. national security than air superiority meant at 
the close of World War II, as every facet of life in America has become 
reliant on cyberspace.12

However, threats in cyberspace are inherently different from tradi-
tional national security threats. Malicious cyber actors recognize neither 
physical borders nor the distinction between military and nonmilitary 
targets.13 Nation-states frequently blend criminal activities, espionage, 
and military operations to conduct malicious activities and impose costs 
upon businesses, governments, and individuals.14 To address the novel 
legal and operational challenges of cyber warfare and cyber-enabled 
malicious activities, the United States needs to move beyond the current 
monolithic military, intelligence, and law enforcement constructs to 
imagine a new Cyber Force.

Within the U.S. Code, there are several unique titles that, if com-
bined, would imbue a Cyber Force with authorities commensurate with 
the evolving threats in cyberspace.15 While different organizations within 
the federal government are authorized to conduct various activities under 
multiple titles, no single organization can leverage all requisite authorities 
for effectively combating malicious cyber actors and activities. However, 
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the government is not without adequate models—the U.S. Coast Guard 
and the National Guard offer prime examples for how the United States 
can overcome this obstacle.

The Coast Guard operates at the intersection of homeland defense, 
law enforcement, intelligence activities, and military operations.16 It is 
the only element within the federal government where individual per-
sonnel can conduct activities simultaneously under authorities tradition
ally reserved for individual governmental agencies. The Coast Guard’s 
unique composition offers a particularly good model for addressing the 
challenges inherent in cyberspace, where lines between domestic security, 
law enforcement, and warfare are often blurred.

Following 9/11, the Homeland Security Act of 2002 transferred the 
U.S. Coast Guard to the Department of Homeland Security.17 As the 
agency responsible for the maritime sector within DHS, the Coast Guard 
maintains broad authority over the navigable waters of the United States. 
These powers include the ability to prescribe how private and commercial 
vessels operate,18 control over the anchorage and movement of vessels to 
ensure the safety and security of U.S. naval vessels,19 and the ability to 
prescribe regulations for the inspection and certification of vessels.20 To 
fulfill its role in the maritime domain, the Coast Guard is authorized 
to operate as a law enforcement organization.21 Coast Guard personnel 
have federal law enforcement authorities to board any vessel subject to 
the jurisdiction of the United States, whether on the high seas or on 
waters over which the United States has jurisdiction, and make arrests 
for violations of U.S. laws.22

In addition to its role as a sector-specific agency within DHS, the 
Coast Guard is also “a military service and a branch of the armed forces 
of the United States at all times.”23 As such, the president may direct ele-
ments of the Coast Guard transferred to the Department of the Navy to 
execute operations consistent with the authorities of the armed forces.24 
For example, in April 2021, two Coast Guard cutters deployed to the 
Middle East to operate under the U.S. Navy’s Fifth Fleet in Bahrain. The 
Coast Guard has continuously conducted such military deployments to 
the U.S. Central Command area of responsibility since 2002.
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Among its myriad functions, the Coast Guard also operates as a 
member of the U.S. intelligence community.25 In this role, the Coast 
Guard has the authority to “collect, analyze, produce, and disseminate 
foreign intelligence and counterintelligence” and to “conduct counterin-
telligence activities.”26

These characteristics make the Coast Guard an effective model on 
which to establish a new branch of the military as well as an operational 
arm of the Department of Digital Services. However, the Coast Guard 
model alone would be inherently limited in its scope due to its size and 
placement within the federal government. To complement the active 
component of the Cyber Force, the government should simultaneously 
establish a cyber reserve force modeled on the National Guard.

The National Guard currently consists of the Army National Guard 
and the Air National Guard and operates either as organizations under 
the control of the governors of individual states and territories or as 
elements of the Defense Department when activated by the president.27 
Comprising over half of the total force strength of the entire reserve com-
ponent of the armed forces, the National Guard is a crucial component of 
both national defense and disaster response and recovery.28 For example, 
when natural disasters such as Hurricane Katrina or Superstorm Sandy 
devastated major metropolitan areas, state governors activated their 
National Guard personnel to rapidly provide assistance.

Unfortunately, this resource has not been used well to combat 
cyber threats at the state level. Despite the size and broad powers of 
the National Guard operating under state authority, it has only been 
leveraged in limited scope to “prepare for, respond to, and recover from 
cybersecurity incidents that overwhelm state and local assets.”29 Congress 
has recognized a lack of standardization and efficient employment of the 
National Guard for responding to cyber events.30 In the 2021 National 
Defense Authorization Act, Congress directed the secretary of defense 
to evaluate the “statutes, rules, regulations and standards that pertain to 
the use of the National Guard for the response to and recovery from 
significant cyber incidents.”31 Congress went on to direct an update to 
the National Cyber Incident Response Plan to reflect improved use of 
the National Guard.32
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The United States should establish a Cyber Force with an active 
component modeled on the U.S. Coast Guard and a reserve component 
modeled on the National Guard. The active component would serve as 
the operational component of the Department of Digital Services and “a 
military service and a branch of the armed forces of the United States 
at all times.”33 The reserve component would form a third National 
Guard component—designated the Cyber National Guard of the United 
States—and would operate alongside each of the fifty-four National 
Guard organizations nationwide.

Within the Digital Services Department, the Cyber Force would be 
responsible for responding to cyber incidents affecting federal govern-
ment and critical infrastructure networks. The Cyber Force would retain 
operational control over all U.S. Computer Emergency Response Teams 
(US-CERTs) and the Industrial Control Systems Cyber Emergency 
Response Team (ICS-CERT). The Cyber Force would focus its efforts 
to engage with the private sector, monitor networks, and hunt for threats 
on both government and private-sector networks.

The Cyber Force would be granted federal law enforcement powers 
for the “prevention, detection, and suppression of violations of laws of 
the United States” in cyberspace similar to those of the Coast Guard in 
the maritime domain.34 To limit an overly broad interpretation of this 
authority, the Cyber Force’s law enforcement functions could be limited 
to those unlawful activities that target or affect the federal government 
or critical infrastructure networks. The Cyber Force could use these 
authorities and the warrant process to mitigate cyber threats on domestic 
networks when acting with a warrant.35 Law enforcement authorities 
would also permit the Cyber Force to apply for and serve warrants and 
subpoenas to domestic entities wittingly or unwittingly used by malicious 
cyber actors, such as virtual private servers and cryptocurrency exchanges. 
Finally, these authorities would allow the Cyber Force to integrate with 
and support other federal law enforcement agencies as well as state, local, 
tribal, and territorial law enforcement elements without violating the 
Posse Comitatus Act.

Similar to the Coast Guard, the Cyber Force would also be an indi-
vidual member of the intelligence community, which currently comprises 



216

﻿﻿﻿Chapter 12﻿﻿﻿﻿﻿﻿﻿

seventeen different agencies. This would enable the training and devel-
opment of cyber-specific intelligence and counterintelligence collectors, 
analysts, and operational personnel. The Cyber Force would have the 
authority to conduct counterintelligence activities, operations, and inves-
tigations in direct support of national cyber missions and requirements. 
As a member of the intelligence community, the Cyber Force would also 
be able to conduct foreign intelligence liaison relationships and exchange 
programs with partners to improve the collective cyber defense posture 
of the United States and its allies.

When operating as part of the Defense Department, the Cyber 
Force would serve as the force provider for Cyber Command’s Cyber 
National Mission Force. In this role, the Cyber Force would train and 
equip personnel to conduct full-spectrum cyberspace operations against 
malicious cyber actors. Under the operational control of U.S. Cyber 
Command at the Pentagon, Cyber Force personnel would be able to exe-
cute offensive and defensive cyber operations targeting malicious cyber 
actors outside of the United States. Rotational assignments would ensure 
that personnel supporting U.S. Cyber Command can benefit from the 
operational experience of performing sector-specific functions for the 
Digital Services Department and vice versa. Additionally, mobilization 
of the Cyber National Guard to support Cyber Command would ensure 
that experience is continuously shared between state defenders and the 
Defense Department. Importantly, the establishment of a Cyber Force 
would not supplant the cyber components of the other military services. 
U.S. Cyber Command’s service component commands would maintain 
their respective offensive and defensive missions in the same way as U.S. 
Space Command’s service component commands maintain their areas of 
operation despite the existence of the U.S. Space Force.

As the reserve component of the Cyber Force, the Cyber National 
Guard would serve primarily as a digital militia for individual states and 
territories while providing a ready pool of cyber professionals in the event 
of a national emergency. The establishment of a Cyber National Guard 
would standardize the training and equipping of a state-level cybersecu-
rity response force. This stand-alone force could be leveraged by gover-
nors to respond, using state police powers, to significant cyber incidents 
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affecting state and local governments, critical infrastructure, and private 
entities. A Cyber National Guard would also enable the individual states 
and the federal Cyber Force to tap into the talent pool across the private 
sector by allowing for part-time state and federal service without requir-
ing those individuals to join the regular military.

These two sweeping organizational changes will require significant 
political will and for different agencies within the federal government 
to set aside their individual interests in the name of national security. 
This will require sacrifice and compromise because centralizing all cyber 
functions in a single department means that other government agencies 
will lose funding. However, the current organizational structure is grossly 
inefficient. The government is already reeling from years of underfunding 
cyber priorities; nothing short of sweeping changes will right the ship.

Legislation
In 2019, the government commissioned a blue-ribbon panel to study 
America’s cyber challenges and issue recommendations. It was modeled 
on the Solarium task force that President Dwight D. Eisenhower created 
in 1953 in response to the rise of the Soviet Union. In March 2020, the 
Cyberspace Solarium Commission issued eighty-two proposals—many 
of which have made their way into legislation. However, most of these 
reforms, as well as the vast majority of cyber legislation over the past five 
years, have used the annual defense budget as their legislative vehicle. In 
fact, the 2020 and 2021 national defense acts saw 179 cyber provisions, 
dwarfing the paltry fourteen cybersecurity bills passed during the entire 
116th session of Congress.36

According to Third Way, a Washington think tank, the 2020 and 
2021 national defense acts accounted for 60 percent of all cyber legis-
lation during those years.37 Of course, congressional action addressing 
cyber issues is a positive indication that the cyber domain is receiving 
more attention at the federal level. Indeed, the 2021 national defense act 
had nearly four times as many cyber provisions as its 2017 equivalent 
did, Third Way reported. However, while Congress has grown comfort-
able addressing cyber-related issues annually in the defense budget, this 
creates a disproportionate focus on—and funding for—defense-related 
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programs at the expense of other elements of the federal and state 
governments.

Presently, the 101 federal agencies of the federal government are all 
vying for resources from a limited pool. If the Department of Agriculture 
is making budgetary decisions between cybersecurity and its primary 
role of ensuring viability of the food chain, cybersecurity is going to be 
slashed. “If you’re the Department of Agriculture and you are down to 
your last couple of dollars, and you have a shortage of food inspectors 
and a shortage of IT administrators, I’m pretty sure which way you lean, 
and it’s going to be the food inspectors,” Mark Montgomery told us. 
Congress needs to shift its legislative focus to tackling hard problems 
that cannot be resolved by merely reallocating resources.

One of the benefits of establishing the national cyber director with 
an appropriately staffed office in the executive branch is the ability to 
properly manage the cybersecurity budgets of all 101 agencies. The 
national cyber director should also be responsible for ensuring proper 
investment in cyber talent and technology to protect these networks. 
However, as previously discussed, one of the major cybersecurity issues 
plaguing the federal government is the cyber workforce gap. “The work-
force problem has been a consistent challenge for the twenty-three 
years I’ve been involved in this,” Montgomery continued. “We’ve done 
workforce studies in 2000, 2010, and 2015, and our commission did one 
in 2020. We all identified the same issues. Very few things were getting 
properly addressed.”

According to the Cyberspace Solarium Commission, the United 
States presently has a seven-hundred-thousand-person shortfall in 
cybersecurity, with the federal government missing nearly fifty thousand 
from its required strength. “What happens where you are two-thirds 
manned? Any military organization will tell you that you don’t do as well. 
You’ve got two-thirds of the people trying to do the work of three-thirds,” 
Montgomery said.

But simply filling positions with trained personnel is only the begin-
ning. Cyber is a unique field that requires constant reeducation to remain 
technically competent. Consider how frequently operating systems 
change or the government acquires new hardware or software. Every 
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update or installation requires training of cybersecurity and IT person-
nel to secure and operate the network. Typically this type of training 
is self-taught or is conducted through on-the-job training. This results 
in cybersecurity professionals spending their personal time or overtime 
trying to learn new skills to stay ahead of threats. This leaves little time 
for training and education to attain the advanced certifications required 
to move up in an organization. And when federal government agencies 
are manned at two-thirds, the likelihood that managers will be able to 
allow their workforce to take an extended leave of absence to go through 
training is less likely.

This creates a negative spiral where the federal government is left 
with an overworked, underperforming, and poorly trained workforce. 
With the private sector facing similar personnel shortages while having 
the ability to offer far more lucrative salaries, the federal government 
workforce challenges will only continue to grow more dire as personnel 
opt to leave government for greener pastures.

Part of the problem is a lack of information about the scope of the 
workforce problem. “Despite the fact that we have the Cybersecurity 
Workforce Assessment Act, we still don’t get good data,” Montgomery 
explained. That act is about to expire. One immediate step Congress can 
take to address the workforce issue is to extend and amend the Work-
force Assessment Act to ensure that the government has full visibility 
into the issue. In which agencies are the shortages most acute? What 
types of positions? What pay grades? Why are personnel departing? 
What training is required for personnel to attain different levels? These 
questions, among many others, help the national cyber director and 
individual agency heads to best allocate the resources at hand. Without 
accurate data, national leadership is left to make ill-informed decisions. 
Ultimately, meeting this challenge may “require a greater reliance in gen-
eral on the private sector, since government alone does not possess the 
requisite expertise,” former NSA general counsel Glenn Gerstell argued 
in a landmark op-ed for the New York Times.38

Another area where Congress can legislate solutions is the estab-
lishment of a Digital Services Academy. This idea was promoted by the 
National Security Commission on Artificial Intelligence as a parallel to 
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the military service academies. However, this idea should be expanded 
to address the ability of the cyber workforce to not only gain entry-level 
training but also to move from apprentice to journeyman. Many of the 
shortfalls within the federal government are not at entry-level positions 
but are after the government has made an initial investment in training 
its personnel who are ready to move to the next level. It is at this point 
that the private sector hires away cyber talent for higher salaries and 
advanced training. A Digital Services Academy that offers continuing 
education for all levels of the cyber workforce would provide the oppor-
tunity for improved technical training, upward mobility, and reskilling.

Congress can also address the disparate compensation packages 
between the private sector and the federal government. While the gov-
ernment will never be able to compete dollar for dollar with the private 
sector, it can increase salaries, pay signing bonuses, and offer other non-
monetary incentives—such as free training through the Digital Services 
Academy, student loan repayments, and increased hiring at higher pay 
grades for executives and cyber personnel with unique skill sets.

Equally important is for Congress to address the underlying edu-
cation and digital literacy problem across all demographics. Despite 
exceeding their male counterparts in overall college enrollment, women 
only represent 25 percent of the cybersecurity workforce according to a 
2021 study by Pew Research. Within the federal cyber workforce, that 
number drops to 14 percent. Across all computer-related occupations, 
Black and Hispanic people represent 7 and 8 percent, respectively. Bach-
elor’s degrees among Black and Hispanic college students reflect this 
same underrepresentation, with Black students earning 7 percent and 
Hispanic students earning 12 percent of science, technology, engineering, 
and mathematics (STEM) degrees.

Where the nation is facing a cyber workforce shortage, the U.S. can-
not afford to disclaim or marginalize any group. For Congress to address 
this issue, it should address the digital redlining that renders many areas 
of the country wholly without access to resources necessary to become 
proficient in technical fields. Digital redlining occurs where internet 
service providers selectively underinvest in communities that are lower 
income. These are business decisions driven by profit margins—wealthier, 
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whiter communities generally have a higher rate of high-speed internet 
usage. More households in a geographic area subscribing to high-speed 
internet yields a greater return on investment for internet service pro-
viders. The result is that lower-income communities, which are dispro-
portionately communities of color, have limited access to high-speed 
internet or are charged higher rates for the same speed offered to wealth-
ier communities. “The market doesn’t work in lower-income areas, and 
the problem with the market analogy in general is that Internet is now 
an essential service,” Vinhcent Le, senior legal counsel of tech equality 
for the Greenlining Institute, told Government Technology. “The way we 
designed our broadband systems doesn’t account for everyone needing 
Internet and needing it at fast speed.”39

However, everyone does need internet at fast speed. The COVID-19 
pandemic has revealed the power of remote work and remote education 
to make physical location nearly irrelevant. What this means for the 
future of the cyber workforce is that the education system can retool itself 
to provide on-demand STEM education to K–12 classrooms all over the 
country. CISA is currently piloting a train-the-trainer program to edu-
cate STEM teachers across the country. Altogether, there are more than 
five hundred thousand teachers to whom the program aims to provide 
resources and training. Presently, CISA is training only around eighteen 
thousand—between 10 and 12 percent of the teachers that America needs 
to be trained each year.

To close the education gap, Congress should address digital redlin-
ing, also called the “digital divide.” Congress, through the FCC, should 
require reports by each major internet service provider regarding their 
high-speed internet coverage and rates charged. This granular detail will 
enable government to target resources to rapidly expand access. One 
way to do this would be to subsidize access to satellite-based internet 
by providers such as SpaceX’s StarLink, Viasat, or Amazon. This would 
have the added benefit of supporting domestic satellite-based internet 
technology companies to expand access globally, as well as to drive tradi-
tional internet service providers to compete for customers in historically 
marginalized communities.
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Congress has ample tools at its disposal to address the myriad issues 
affecting America’s ability to secure the cyber domain. Importantly, 
Congress needs to ensure that the cyber issues remain bipartisan. In the 
increasingly polarized political climate in which the United States finds 
itself, addressing cyber threats should be a lightning rod around which 
compromises can be made. Threats to cyberspace affect every American, 
and Congress needs to put the interests of cybersecurity and national 
security above partisan politics.

Modernizing International Cyber Law
Considering the destabilizing effect Russian aggression has on the inter-
national community, international law must evolve to address not just 
individual actions but campaigns of cyber-enabled malicious activities. 
Such an evolution would afford victims the ability to aggregate the con-
sequences of multiple breaches conducted by a single aggressor to most 
effectively defend themselves.40

The principle of aggregation is well understood when applied to 
other areas, such as criminal law. For example, an individual who follows 
his coworker home on a single occasion may draw the coworker’s ire but 
likely would not violate a criminal statute. If the individual continues to 
follow his coworker home on multiple occasions after having been asked 
to stop, he might be liable for harassment.41 If the individual follows his 
coworker home on multiple occasions, makes threatening comments, 
and generally instills a reasonable fear of bodily harm in his coworker, 
the aggregation of individual wrongful acts could elevate the actions to 
the crime of stalking.42 This is called normative aggregation, and it occurs 
where two or more claims—the individual normative weights of which 
are insufficient to establish liability—are aggregated and the combined 
weight of all claims is sufficient.43

When applied to malicious cyber activities in the context of inter-
national law, normative aggregation may be appropriate where a series 
of acts can be attributed to a single state. As with normative aggrega-
tion in domestic criminal law, individual malicious cyber activities do 
not have to constitute a stand-alone wrongful act if, in the aggregate, 
the consequences of state action constitute a breach of an international 
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obligation.44 Under international law, this theory of aggregation is called 
the accumulation of events theory, or Nadelstichtaktik (needle prick).45

During the 1970s, Israel invoked Nadelstichtaktik to justify its 
bombardment of Palestine Liberation Organization (PLO) strongholds 
in Lebanon as being in response to a series of small-scale attacks by the 
PLO. Under Israel’s theory, though each individual act of terrorism by 
the PLO may not have risen to the level of armed attack triggering an 
Article 51 right to self-defense, the sum of the combined consequences 
of the campaign of terrorist attacks crossed that threshold. The primary 
thrust of this theory is that the actions taken in self-defense to a series 
of wrongful acts should not be judged through the limited scope of an 
immediate response to an isolated attack; rather, the actions should be 
viewed as a response to the totality of attacks.

For Israel’s claim, the Security Council refused to aggregate the 
PLO’s series of attacks and deemed Israel’s actions to be in violation of 
international law. Conducting a strict reading of the language of Article 
51, the Security Council could only scrutinize Israeli action taken in 
response to particularized attacks by the PLO. However, in 2002, the 
United Nations adopted the Articles on Responsibility of States for 
Internationally Wrongful Acts, which asserts that a “breach of an inter-
national obligation by a State through a series of actions or omissions 
defined in aggregate as wrongful occurs when the action[,] . . . taken with 
the other actions or omissions, is sufficient to constitute the wrongful 
act.”46 This resolution gives significant support to the application of the 
accumulation of events theory.

Unfortunately, an adequate body of international law does not exist 
to determine whether normative aggregation of the consequences of 
cyber operations can be used to establish grounds for self-defense options 
or countermeasures.47 However, since the mass adoption of the internet 
worldwide—and certainly since Israel’s failed Nadelstichtaktik claim—
the types and scale of belligerent actions that are executed in the digital 
gray zone of international law continue to increase significantly. As evi-
denced in multiple International Court of Justice rulings and enshrined 
in the UN rulings, a general rule has coalesced regarding the aggrega-
tion of actions under international law.48 Where there exists a series of 
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connected acts that are cumulative in nature and attributable to a state, a 
breach of an international obligation occurs when the combined conse-
quences of the acts are sufficient to constitute an internationally wrongful 
act. Whether the internationally wrongful act constitutes an armed attack 
depends on the scale and effect of the consequences.49

To this end, the International Court of Justice has provided a 
patchwork of guidance from which a framework may be discerned by 
implication. In Nicaragua, the court indicated that when determining the 
existence of an armed attack, “customary international law continues to 
exist alongside treaty law. The areas governed by the two sources of law 
thus do not overlap exactly, and the rules do not have the same content.”50 
The court further explained that there exist varying degrees of uses of 
force, not all of which constitute an armed attack.51 To invoke the right of 
self-defense by aggregating the consequences of multiple cyber-enabled 
malicious activities, the court provides insight into several key notions.

First, uses of force are governed by the UN Charter and other trea-
ties, as well as by customary international law. Laws on the use of force 
can be interpreted, reinterpreted, or even superseded by subsequent state 
practice pointing to emerging customary international law. This allows 
for some flexibility in the evolution of the right to self-defense against 
cyberattacks.

Second, the gravity of different uses of force lies on a spectrum, with 
the “most grave” form consisting of armed attack. While the gravest forms 
of the use of force would, by definition, trigger a right to self-defense (or 
collective self-defense), less grave forms may be aggregated if the individ-
ual actions are connected and have a common source.

Third, it is not required that actions being aggregated consist solely 
of uses of force. The court in Nicaragua pointed to the Declaration on 
Principles of International Law concerning Friendly Relations and 
Co-operation among States to describe actions that may constitute less 
grave uses of force. The resolution is a far-reaching statement on inter-
national norms and includes principles such as “the duty to refrain from 
the threat or use of force to violate the existing international boundaries 
of another State” and “the duty to refrain from organizing, instigating, 
assisting or participating in acts of civil strife or terrorist acts in another 
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State.” However, the consequences of accumulated acts must still reach 
the de minimis threshold of armed attack in order to satisfy the UN 
Charter’s requirement for invoking the right to self-defense.

The foundational test for when a cyberattack constitutes an armed 
attack triggering a right to self-defense is whether the consequences are 
comparable with those resulting from a traditional military weapon. To 
aggregate the cumulative effects of cyber-enabled malicious activities that 
do not individually reach this threshold, the consequences and actions 
must be related and attributed to a single source. The accumulation of 
events begins with the first identifiable wrongful act in the series and 
continues until the activity ceases. Any action taken in self-defense 
must be both proportionate and necessary to the effective exercise of 
self-defense. In responding to cyber events, proportionality and necessity 
are predicated on that which is required to affect either the ability or the 
will of the nation in violation to continue its wrongful actions.

Despite the understandable reluctance by nation-states to respond to 
cyber activities with what might constitute a use of force, it is crucial for 
global leaders to be reminded that international law was not intended to 
be a suicide pact. Nation-states are expected to enforce international obli-
gations by inflicting an adequate punishment for violations of interna-
tional law. It is therefore incumbent upon nations to enforce the guiding 
principles underpinning the international community where there exist 
gray zones consistently being exploited.

Malicious cyber activities by states such as Russia persist because 
their leaders perceive there to be an insufficient risk of blowback. To this 
end, Russia has consistently tested legal boundaries for signs of resistance 
and, finding none, has proceeded to execute increasingly unrestrained 
cyber-enabled malicious activities against nations and organizations 
worldwide. And Russia’s blueprint is being followed by Iran and North 
Korea, among others. It is impractical for the international community 
to hope for a change in this strategy. To remedy the failure of inter-
national law and adequately deter and punish egregious campaigns of 
cyber-enabled malicious activities requires that states be able to respond 
with something more than sanctions and indictments. The application 
of the accumulation of events theory to such campaigns might reshape 
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the calculus of other nations seeking to replicate Russia’s brand of 
low-intensity cyber warfare.

Summary of Recommendations in Chapter 12
•	 The Cybersecurity and Infrastructure Security Agency (CISA) 

should be removed from the Department of Homeland Security 
and made into a separate cabinet-level agency called the Digital 
Services Department.

•	 Congress should create both a Cyber Force patterned on the U.S. 
Coast Guard and a reserve body patterned on the U.S. National 
Guard to assist in responding to cyber incidents at both the state 
and federal level.

•	 Congress should create a Digital Services Academy to assist in the 
training and retraining of federal information technology workers.

•	 Congress must address the digital divide that separates those 
Americans with access to high-speed internet from those who 
do not.

•	 The United States should aggressively pursue a modernization of 
international law with other techno-democracies to allow for the 
aggregation of the consequences of Russia and China’s gray-zone 
cyber warfare, thereby permitting a more forceful set of responses.
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Collective Defense
How the Public and Private Sectors Must Work Together

While it may appear that the United States is facing defeat in 
this vast and endless cyber battle space, we have been here before. Most 
Americans know that President Franklin D. Roosevelt officially entered 
U.S. forces into World War II in December 1941 after the “day of 
infamy,” on which Japanese military forces attacked Pearl Harbor. But 
few Americans understand that the way Roosevelt tipped the scales of 
war in favor of the Allies was actually established the following month, 
in January 1942. It was then that Roosevelt issued an executive order 
creating a War Production Board headed by a Sears, Roebuck and Co. 
executive named Donald M. Nelson.

The War Production Board, which included both government and 
nongovernment members who did their jobs for $1 a year, had extraordi-
nary powers to impose rations on how civilians used gasoline and heating 
oil, metals, rubber, and other materials that the war effort would require. 
It established regional headquarters across the United States. Factories 
that made silk ribbons started making parachutes. Automobile factories 
built tanks. Typewriter manufacturers produced rifles. Undergarment 
clothiers sewed mosquito netting. And a roller-coaster manufacturer 
converted to the production of bomber repair platforms. The surge of 
industrial production aiding the war effort was so profound that Soviet 
dictator Joseph Stalin—then a U.S. ally—said in 1943, “Without Amer-
ican production, the Allies could never have won the war.”1
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The collaboration also set the stage for American companies to dom-
inate the world’s economy starting in the 1950s. The nation won, but so 
did business interests.

That is the type of mind-set that is necessary today to resist Chinese 
and Russian efforts to dismantle the American democratic capitalistic 
system and its position as a global technology leader. There has not been 
one shocking, galvanizing moment like Pearl Harbor or 9/11, but anyone 
who has read this book understands by now that the scale of the chal-
lenge is historic. Once again, partnership between the public and private 
sectors is the absolute key to whether the government can secure its own 
systems and those of the entire country.

So far, progress has been slow. “Where we’ve struggled and where 
we’ve had less success is in the [Solarium Commission’s] recommenda-
tions to build a good public-private collaboration,” Mark Montgomery 
acknowledged to us.

There are two primary arenas of concern—defending critical infra-
structure and helping the defense industrial base resist digital penetrations.

One area where Congress has found common ground is in the 
protection of critical infrastructure. The Cyber Incident Reporting for 
Critical Infrastructure Act of 2022 specifies that companies in sixteen 
different critically important sectors such as chemicals, communications, 
dams, energy, food and agriculture, and others must report cyber inci-
dents to the Cybersecurity and Infrastructure Security Agency within 
seventy-two hours. The law, which primarily targets ransomware attacks 
like the one on Colonial Pipeline, also requires companies to disclose any 
payments they make to the attackers.

However, the new law does not provide the operators of critical 
infrastructure with support or enhanced tools for cyber defense. One of 
the Cyberspace Solarium Commission’s recommendations was the estab-
lishment of a joint collaborative environment in which cyber elements 
of the federal government and the private sector could rapidly identify 
attack signatures and tactics used by adversaries to alert companies about 
incoming malicious activities. But the data exchange between the public 
and private sectors is not happening with the speed required for an ade-
quate response.
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Unfortunately, this has been a persistent problem. In 2009, the 
Obama White House reported in its Cyberspace Policy Review that 
“government and private-sector personnel, time, and resources are spread 
across a host of bodies engaged in sometimes duplicative or inconsistent 
efforts. Partnerships must evolve to clearly define the nature of the rela-
tionship [and] the roles and responsibilities of various groups and their 
participants.”2

Then, in 2015, President Obama signed into law the Cybersecurity 
Information Sharing Act.3 Congress designed this law to encourage 
and facilitate the sharing of threat indicators, defensive measures, and 
best practices between public- and private-sector entities.4 However, 
in November 2018, the Defense Department’s inspector general found 
that the military had taken only limited actions to implement the act’s 
requirements.5 Federal guidelines direct government agencies to make 
unclassified cyber threat indicators broadly available to other agencies 
as well as to nonfederal entities as quickly as operationally practicable.6

The inspector general found that the military did not have the inter-
nal controls necessary for sharing cyber threat indicators and defensive 
measures with the private sector as required by the act.7 Information 
“silos” also prevent the integration of different types of intelligence and 
operational activities that would otherwise enable the military to help 
private-sector companies to harden their cyber defenses and mitigate the 
risk of compromise.

By failing to effectively work with the private sector, the government 
is acquiescing to a demarcation that doesn’t really exist. In cyberspace, the 
line between government and private network security has evaporated. 
Even if federal agencies were able to unilaterally secure federal networks, 
the government is still entirely reliant on the private sector for every-
thing from research and development to contractor personnel to weapon 
systems. Federal facilities are still reliant on private energy companies 
that deliver electricity, internet service providers that carry government 
communications, cloud service providers that store sensitive and classi-
fied information, and a financial sector that underpins every aspect of 
America’s capitalist society. The SolarWinds compromise proved that 
the notion that the private sector and the government can secure their 
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networks independently is dead wrong. The belief that everyone can work 
unilaterally through their own mechanisms to secure their individual 
networks is not only unrealistic but also incredibly dangerous.

U.S. private-sector cybersecurity providers such as Mandiant and 
CrowdStrike possess network traffic logs and continuously scan for indi-
cators of compromise—they have domestic access. The U.S. intelligence 
community monitors, aggregates, and analyzes threats from across a 
broad spectrum of both classified and unclassified information sources—
the intelligence community collects threat intelligence. The Defense 
Department maintains resources to execute military activities against 
adversary targets at the timing and tempo of military commanders—the 
military maintains operational capability. And the broader federal govern-
ment provides policy responses such as sanctions or criminal options for 
decision makers—whole-of-government federal response options. By com-
bining the elements of domestic access, threat intelligence, operational 
capability, and federal response options, the United States can leverage 
the strengths of each component in a best-athlete approach to cyberse-
curity and respond to adversary aggression.

“Corporations are a major force in our lives, and a few digital 
superpowers act like consequential actors, at times on par with govern-
ments,” the New York Times technology columnist Shira Ovide wrote.8 
“They have a responsibility beyond profits, whether any of us like it or 
not.” But that responsibility does not translate well to a profit-and-loss 
statement. The private sector has “many more times the quantity of data 
about individuals and commercial activity than governments could ever 
obtain,” wrote Glenn Gerstell. “The larger antivirus vendors, with their 
sensors connected to their global corporate clients, already know more 
at any given moment about the state of networks around the world than 
does any government agency.”9 The key is identifying ways to make 
public-private partnerships advantageous for the private sector beyond 
patriotism and good-will.

* * *



How Taiwan’s Government Works with Its Private 
Sector on Cybersecurity
Taiwan is dramatically different from the United States in terms 
of culture, language, and history, but it is remarkably similar in 
other ways because Americans helped shape its government and 
society. It is a democracy with different branches of government, 
and it recognizes the distinction between government and the pri-
vate sector. But because it is under constant digital assaults from 
China, it has developed a number of mechanisms to defend itself. 
Here is the conclusion of Bill Holstein’s interview with Howard 
Jyan, director-general of the Department of Cybersecurity under 
Taiwan’s Executive Yuan, or cabinet. This department supervises 
cybersecurity for all government agencies in Taiwan.

Q. What recommendations do you have for the United 
States?
A. For each government, no matter the country, cross-agency 
cooperation is difficult. The [Taiwanese] cabinet has set up 
this cybersecurity department. We cooperate with the other 
agencies, and we cooperate with the National Security Coun-
cil and the intelligence agencies. We play as the heart of all 
this. We do policy analysis and make proposals to the cabinet. 
The most important part is the coordination mechanism. No 
matter which country, if a government wants to have good 
protection, all the agencies must join together. They must 
identify the role of who can be the hub. Secondly, we have 
a Cybersecurity Management Act. Under this act, we ask 
all the agencies, government-owned enterprises, and critical 
infrastructure providers to report [cyberattacks] to us. They 
also must have a chief information security officer.
Q. What kind of relationship have you established with your 
private sector?



A. We are still working on the public-private partnership and 
how to invite the public and private sectors to cooperate. We 
must build out the mutual trust for each side. In Taiwan, we 
set up an organization called TW Cert. If the private sector 
has any cybersecurity incidents, they can contact this orga-
nization. This organization will provide them with techni-
cal support. It will become a positive [feedback] circle. The 
private sector provides incident information, and this orga-
nization provides them technical support. We think this will 
result in tighter cooperation.
Q. Can you, as a government, look into the systems of 
private-sector companies?
A. If a private-sector company has a contract with a govern-
ment agency, we have asked for the right to audit it, and the 
company has agreed. We have two kinds of auditing. One is 
annual. I can audit a company once per year. The second kind 
is if the company has faced a cybersecurity incident. We can 
cooperate to set up an auditing group to do outside auditing 
to make sure the incident will not affect the government. We 
have a very clear statement that the government agency can 
audit the contractor. The supply chain security is very import-
ant. If the government agency cannot audit the contractor, 
how can you manage the risk?
Q. What is your position on using Chinese-made products?
A. A few years ago, we passed an executive order that says 
agencies cannot use Chinese brands, like Huawei and Hikvi-
sion, in their working environment. We gave all the agencies 
six months to one year to clarify how many of these products 
they have used and to remove all those products from their 
environment. Right now, most of the government agencies 
have removed all Chinese-brand products. We think those 
products can connect to their [mainland China’s] networks. It 
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One American effort to create tighter cooperation between the public 
and private sectors is CISA’s Joint Cyber Defense Collaborative, or 
JCDC for short. JCDC is responsible for developing the nation’s cyber 
defense plans for securing critical infrastructure networks. The collabo-
rative includes over twenty big-name companies from the private sector, 
including Amazon Web Services, Verizon, Google Cloud, Mandiant, and 
Microsoft. “Simply put,” CISA’s fact sheet states, “the work of the JCDC 
is about seeing the dots, connecting the dots, and collectively driving 
down risk to the nation at scale.”

This is a good start, argues Montgomery. “We hope that will give 
some of the structure for how you exchange data at high speed between 
critical infrastructure companies and the federal government and within 
the federal government itself.”

But the speed is not there yet. With twenty of the most profitable 
technology companies sitting around a table, the incentive to share pro-
prietary data in the room is still lacking.

Moreover, any information that is exchanged is occurring at the 
unclassified level. The next step would be to establish a process by which 
indicators of compromise and signatures derived from classified sources 
can be mingled with proprietary, anonymized data from tech companies. 
“Another portion is a deeper analytical look where the private sector and 
public sector can get their analysts together for a classified discussion and 
ask, ‘What did that mean?’ ‘Why do we see the adversary attempting to 
do this?’” Montgomery continued. “The government has an insight into 
what an adversary is doing, but the private sector has an insight into why 
they’re doing it. That collaboration hasn’t happened. That’s a big one.”

Anyone who lived through Hurricane Katrina or Superstorm Sandy 
understands what happens when a weather event immediately knocks 

is a potential risk. We have to defend not only our networks 
from attack but also be careful about our products. Each one 
of them can become a backdoor inside our environments.
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out the essential services that everyone depends on to live—telephone 
service, gasoline distribution, food supplies, access to ATMs, air travel, 
and electricity. The experts who worry about America’s critical infrastruc-
ture getting taken down by the Chinese or Russians realize that the only 
way to truly be sure they cannot do that is to build in redundancy and 
therefore resilience.

The Department of Defense, for example, has the budget to examine 
the power grids that supply its major bases in the United States and fund 
those electricity companies to build extra capacity. But doing that for 
America’s entire critical infrastructure would cost hundreds of billions 
of dollars, perhaps trillions, triggering the question: Who pays? “The 
challenge here is that when someone in government identifies a problem, 
the company looks at it and says, ‘Hey, I don’t need a redundant four-
teen-thousand-volt transformer outside of this city. I don’t need redun-
dant water piping,’” Montgomery points out.

But if the piece of infrastructure is so critically important to national 
security and therefore vulnerable to the malware already inserted into 
its control systems, what must be done? “You have to have an agree-
ment with the private sector where maybe [the government] funds the 
construction of that facility and [the private sector] funds its long-term 
life-cycle maintenance,” Montgomery suggests. “What you can’t do is 
just sit there and say there is a single point of failure that company X 
has to fix. Company’s X’s shareholders will say, ‘Why? We don’t need 
that redundancy. If you’re saying a foreign adversary is going to attack 
us, where are you as the U.S. government here to assist with that?’ We 
haven’t closed the loop on that.” In other words, very little progress has 
been made.

That means it could take years to sort out a full public-private 
strategy. In the meantime, the federal government should establish 
more than a collaborative, such as the JCDC. The Cyberspace Solarium 
Commission noted that “there is much that the U.S. government can do 
to improve its defenses and reduce the risk of a significant attack, but it 
is clear that government action alone is not enough.” The United States 
needs a threat fusion center to rapidly ingest data feeds from cybersecu-
rity vendors, analyze threats through all-source analysis, and maintain a 
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common operating picture of threats to critical infrastructure. “If we had 
a real fusion center, we would have caught SolarWinds,” Gilman Louie, 
founder of In-Q-Tel, told us.

To establish such a fusion center, the government needs to first estab-
lish a “marketplace” of validated cybersecurity vendors certified to provide 
cybersecurity services to critical infrastructure organizations. Coauthor 
Michael McLaughlin argued for the establishment of such a market-
place to secure the defense industrial base in an article for Lawfare in 
August 2022.10 But the concept also could apply to critical infrastructure 
organizations.

The United States is the largest cybersecurity services market in the 
world, valued at over $21 billion and accounting for 0.1 percent of U.S. 
gross domestic product (GDP).11 Yet domestic cybersecurity vendors 
such as Mandiant, Symantec, and CrowdStrike have not been leveraged 
to support U.S. national security. To do so, the federal government must 
partner with domestic cybersecurity vendors to enable the rapid sharing 
of threat indications and warnings and finished threat intelligence.

There would be myriad benefits to such a marketplace, including 
addressing threats to the defense industrial base (DIB):

Certification. The federal government could establish a set of height-
ened certification standards that would serve as a baseline for DIB 
cybersecurity. These could include standards for cloud computing provid-
ers, managed detection and response, endpoint detection and response, 
firewall solutions, and insider threat detection, among many others. This 
would allow for a standardized process by which the government con-
ducts risk-management assessments for cybersecurity companies and 
would ensure that each vendor can handle sensitive defense information 
and technology. This would also enable the government to conduct back-
ground checks and certifications of all cybersecurity vendors charged 
with protecting DIB networks. Such a marketplace would allow the 
government to establish and maintain a list of “best in class” cybersecurity 
providers authorized to secure DIB networks.

Each contract between a defense contractor and the Defense Depart-
ment would stipulate that the selected cybersecurity vendor enter into an 
agreement with the federal government for an uninhibited exchange of 
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threat information. DIB companies would not have to self-report cyber-
security breaches and would be able to improve the overall security of 
their networks—better securing both their federal and their commercial 
information. For cybersecurity vendors, this would place them on a select 
list of cybersecurity companies that receive specialized alerts and reports 
of cyber threat intelligence directly from the government. The alerts and 
threat intelligence could include signatures or indicators of compromise 
derived from sensors deployed across the Defense Department informa-
tion network, analysis from across the agencies involved, or identified 
behavioral traits of malicious cyber actors, among many others.

For the government, this would enable real-time data flow from 
the defense industrial base to allow for the identification of large-scale 
threats and vulnerabilities, as well as targeting of individual companies—
all without the need for the Defense Department to purchase and man-
age more than a quarter million government-installed network sensors. 
By screening data through cybersecurity vendors under contract with 
the DIB companies, this model provides the government a cost-effective 
way to resolve its inability to “see the dots” without impinging on DIB 
companies’ right to privacy.

Improved Cybersecurity Nationwide. As the saying goes, “a rising tide 
lifts all ships.” Cybersecurity vendors would compete for the opportunity 
to be on a discrete list of authorized vendors required to be patronized 
by the more than three hundred thousand defense contractors. By imple-
menting a high threshold for certification, the government would be able 
to set the bar for cybersecurity across the country. Cybersecurity vendors 
within the marketplace would be able to use threat information exclu-
sively shared with them by the government to update their definitions, 
improve their monitoring capabilities, and direct their threat-hunting 
teams, benefiting their DIB and non-DIB customers alike. The nation’s 
overall cybersecurity would improve.

The beauty of this model is that it taps into the profit-seeking moti-
vation of the private sector. In other words, it plays to the strengths of the 
American model rather than seeking to impose top-down authoritarian 
control as both Xi and Putin have done. Companies of many descriptions 
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could make money by more effectively guarding America’s systems than 
by allowing those systems to be thoroughly penetrated.

National security expert Doowan Lee says the U.S. government has 
three possible ways to shape corporate behavior. “Number one is an ide-
alistic appeal to CEOs so that they will do the right thing,” Lee explains. 
“I don’t think that has ever worked.”

A second approach is to enact laws and regulations and authorize 
government agencies to investigate whether companies are adhering to 
the laws and regulations. “We have a lot of this already. The Commerce 
Department has different programs that investigate [foreign] companies 
that may invest in American tech companies. The Treasury Depart-
ment has multiple investigative units doing this. However, it’s very slow 
because you have to investigate too much and then, once you investigate 
everything, fixing these issues is also very time consuming.”

The third approach is creating a different incentive structure by 
appealing to a company’s bottom line. “This is the best incentive structure 
for corporate behavioral modification,” Lee argued. “If you have more 
investments by technology companies that serve our national security 
or public good, then there might be some kind of financial benefits or 
tax benefits that would be appealing to corporations’ bottom line. We 
can bring all the tech companies closer to the public good and closer to 
national security.”

An effective, collaborative response to threats to the United States 
requires the federal government to create a network of networks—both 
in the technical sense and in the operational sense, leveraging the 
strengths of government and private-sector entities while respecting the 
private sector’s rights to privacy and profit. American military, economic, 
and technological capabilities and ingenuity are predicated on a strong 
relationship between the federal government and the private sector. So, 
too, must be their defense.

Summary of Recommendations in Chapter 13
•	 The different arms of the federal government must create a system 

in which they can exchange threat information with private-sector 
entities, even involving classified information in some cases. The 
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government should have a single “fusion center” where informa-
tion can be shared quickly.

•	 The government could create a “marketplace” of approved cyberse-
curity companies with whom it could exchange information about 
cyber threats.

•	 Those approved cybersecurity companies could then work for the 
defense industrial base to make sure their systems are protected.

•	 They could also be an important conduit in communicating 
threats that the government sees to the private-sector companies 
that operate critical infrastructure.
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The Metaverse, Education, and Restoring the Political 

“Center”

Companies throughout the world are aggressively exploring 
ways to use artificial intelligence for commercial gain. You can feel it if 
you call American Express to pay your monthly bill or download your 
boarding pass from an airline. Machines and robots with their velvety 
human voices possess an increasingly surprising range of capabilities, 
and they can actually “chat” with you online. As a society and as a gov-
ernment, we have not even begun to prepare a policy framework that can 
govern the uses of AI.

Instead, policies are being established piecemeal, as in early August 
2022, when the U.S. Court of Appeals ruled that AI cannot be an inven-
tor under U.S. patent law.1 Regulations and laws surrounding the use of 
artificial intelligence are still in their infancy; however, in the same way 
that privacy laws are limiting the tools available to the federal govern-
ment to protect private networks, laws governing artificial intelligence 
will determine how rapidly net defenders and war fighters are able to 
leverage AI in the battle for cyberspace.

Along with augmented reality and virtual reality, AI will be the cor-
nerstone of the next-generation internet, and nowhere is this becoming 
more apparent than in the rising metaverse. More and more devices will 
be connected to the internet, and faster speeds will occur when the United 
States figures out how to make the leap to 5G wireless technology, which 
is roughly one hundred times faster than today’s connections. Online 
experiences will become infinitely more immersive. Mark Zuckerberg 
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is betting so heavily on artificial intelligence and the metaverse that 
he refashioned Facebook as Meta Platforms. He obviously sees profits. 
McKinsey & Company estimates that global investment in the metaverse 
hit $120 billion in the first five months of 2022.2 Predictably, Meta, Mic-
rosoft, and the other tech giants are positioning themselves to dominate, 
partly through acquisitions, such as Microsoft’s $69 billion purchase of 
Activision Blizzard, which the federal government is suing in an effort to 
halt.3 Millions of virtual reality headsets have already been sold.

But this coming technological surge will create more opportuni-
ties for foreign penetration and influence. It is also going to make the 
American population more vulnerable to disinformation and disruption. 
Imagine a teenager whose head is inside a helmet or behind a visor where 
he can see a virtual world with stunning clarity. Perhaps he is watching 
TikTok videos or playing games. A falsified video image appears. He has 
a visceral reaction to it but continues to play. When he finally reenters 
the real world, will that image stick in his mind as being real? Experts are 
beginning to worry that young people, in particular, will lose their ability 
to distinguish between their fictional worlds and the real world.

National security expert Doowan Lee is worried about the creation 
of a “fully immersive biophysical and psychological environment.” A 
company, political party, or government that pays to advertise on a meta 
entertainment or news platform “can track your biometrics. They can 
track your pupil movements. They can track your stimulus response. Just 
imagine the social engineering they could engage in.” Some educational 
classes are already available in the metaverse, he said.

“I always try to think like a bad person,” Lee continued, “and if 
I wanted to manipulate a space for political purposes—oh my God. 
I’m going to have a field day. I could do so many awful things in that 
environment. I could get all the users hyped up and then just give them 
specific instructions. ‘Hey, let’s all gather at this location at this time and 
then smash into this building and then hang Mike Pence or something 
like that.’ That’s the kind of possibility that keeps me awake at night, and 
there is nothing—no framework, no safety net, and no guardrails—in the 
metaverse at this point.” Obviously, there is much work to be done.
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Education
In public discussions among experts, a panel member or speaker will 
argue that the solution to a major technological issue they can’t solve or 
don’t have an answer for is to better educate the public. “Ninety-nine 
percent of the time, people will say, ‘Oh, we have to educate the public,’” 
Lee told us. “I think that’s mostly bullshit.”

It’s easy to be cynical, but here we disagree with Lee. America’s entire 
educational system needs a reboot. In addition to recovering from the lost 
learning inflicted by the pandemic, we need one hundred thousand more 
people with cyber knowledge just to operate our IT systems, says Google. 
(The Solarium Commission put the number at seven hundred thou-
sand, as cited.) Clearly recognizing the challenge, the National Security 
Agency is trying to foster cyber interest among young people by creating 
Centers for Academic Excellence.

In the final analysis, only trained humans can keep computers secure, 
no matter what hardware and software they use. This is one enormous 
advantage the Chinese possess over the United States. Since ancient 
times, their culture encourages and rewards those who strive for edu-
cation. As a result, they have more operators and more hackers than we 
can keep track of. This will require a shifting of resources from four-year 
liberal arts colleges to more technically inclined vocational schools and 
community colleges. The Chinese also possess a linguistic advantage—
even adjusted for the size of their population, proportionately far more 
speak or read English than Americans speak or read Chinese.

K–12 education has not adapted its course work in the past 
twenty-five years to recognize how technology has changed so many 
aspects of American society. K–12 students should stage competitions 
to hack one another so that they can begin to learn the skills to attack, 
but also to defend themselves and the institutions they care most about. 
There should be coding competitions in the same way that schools hold 
track meets. Coding and technical literacy needs to become a universal 
skill. Foreign language programs, currently a national embarrassment, 
must be enhanced.

Civics classes should hammer home that students cannot believe 
everything they see on social media. They need to learn more “critical 
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thinking,” social engineering expert Chris Hadnagy told us. They need 
to be trained to find a reliable source to confirm something they have 
seen online, rather than assuming it is real. Often that requires finding 
a mainstream media source. Reading should be encouraged in schools 
because, at current trend lines, young people will soon consume all their 
education and entertainment visually. The ability to sit and reflect on a 
well-crafted essay, let alone write one, could be lost.

High-school-level courses need to be created to discuss virtually 
every theme of this book. Young people should be taught about how 
to maintain their privacy and better control their data. Doing those 
things requires more sophistication than the vast majority of American 
adults possess. Young people need to learn more about the history of 
technology—how the printing press, steam engine, and other inventions 
altered human behavior and required societal and governmental action 
in response. At the same time they are mastering the technology, they 
need to understand how current technology works and the impact it is 
having on society and on human psychology. For instance, pornography 
has become so readily available online that some psychologists wonder if 
it will alter the perceptions of young people about what healthy romantic 
relationships really are.

Helping Americans become true “digital citizens” who are aware 
of all the joys—and dangers—of new technologies will require years of 
education. It is not a throwaway punch line.

The reason it is important to get these issues right is that the tech-
nological revolution is not over. The National Security Commission on 
Artificial Intelligence led by former Google CEO Eric Schmidt said that 
China is already a peer of the United States in some areas of AI and is 
funneling those advancements to the People’s Liberation Army. Quan-
tum computing, although unproven, could be another game changer. The 
United States faces a technological challenge across all key industries, 
including electric batteries, solar power, rare earth elements, semiconduc-
tors, and wireless communications. Education will be key to prevailing.
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Establishing a Political “Center”
At times it has seemed that the American political system has become so 
polarized, so poisonous, so dysfunctional that it could not take rational 
action on behalf of the nation. We Americans have helped create that sit-
uation, partly as a result of social media’s algorithms that fuel divisiveness 
and because some people—such as InfoWars’ Alex Jones—found ways 
to make millions of dollars from sheer lies. But it is also partly because 
our adversaries have exacerbated the centrifugal forces pushing us apart. 
The passage of the $280 billion CHIPS and Science Act in the summer 
of 2022, however, demonstrated that government is still capable of sen-
sible compromise. The process was frustrating and, as President Biden 
remarked, often infuriating—but in the final analysis, the system worked.

Vladimir Putin’s invasion of Ukraine has helped create the sense that 
a middle ground can be found. A 95–1 vote in the U.S. Senate approving 
Finland’s and Sweden’s admission to NATO only a few short years after 
a sitting president threatened U.S. withdrawal from NATO was a wel-
comed display of bipartisanship.

Perversely, the Chinese have also helped the U.S. political system 
recover at least a measure of cohesion. China’s outburst of military threats 
surrounding House Speaker Nancy Pelosi’s visit to Taiwan—and the 
firing of missiles over the island after she had departed—were intended 
to intimidate the United States, just as Beijing has sought to intimidate 
Lithuania and Australia following political decisions counter to the 
Chinese global agenda. It is clear that Xi Jinping wants to impose his 
belligerence more broadly, just as he did in wiping out Hong Kong’s 
democratic infrastructure. He has made it clear to the entire world, and 
American politicians on both sides of the aisle can see it plainly.

Another theme that can unify rather than divide is the urgent need 
for greater cybersecurity in all aspects of American society and the econ-
omy. Pragmatism runs deeply through our nation’s history.

Reestablishing a political center is an extremely tall order in view of 
the prevailing tone in American politics today. It will require political 
leaders who are dedicated to finding solutions rather than riding wedge 
issues into power. It will also require less corruption. For Democrats to 
enact the Fighting Inflation legislation, which included environmental 
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goals and other priorities, they had to appease two Democratic senators, 
Joe Manchin of West Virginia and Kyrsten Sinema of Arizona. Both 
senators were, in effect, influenced by different industries—the pipeline 
industry for Manchin and the private equity industry for Sinema. In a 
different era, that would have been shocking, but it has become business 
as usual. As long as members of Congress represent corporate interests at 
the expense of American interests, the U.S. government will never be able 
to enact legislation to, among other things, check the power of Big Tech.

In this book, we have offered a portrait of how China and Russia 
are taking advantage of America’s political dysfunctionality and seeking 
to exacerbate it. The challenges are steep, but we have outlined what we 
think are clear solutions. The Sino-Russian strategy is working, but there 
is still time to stop it. The American system is capable of remarkable 
achievement when it coalesces around a common objective. This is the 
existential question of our generation: can the American democratic 
capitalist system, along with its techno-democratic allies, prevail over an 
authoritarian axis?

It has before—and it can again.
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