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Foreword

How can you write a foreword for a book on artificial intel-
ligence (AI) without descending into platitudes and obvious 

warnings about the dangers of AI—and solutions that would be 
great if people followed them?

AI is not a separate thing that humanity needs to fear. It’s an 
expression of the very parts of humanity itself that we need to 
fear. Indeed, AI creates scalability and power for whoever uses 
it . . . ​and it empowers machines that follow orders in a way that 
at least some brave humans can resist.

So how can I be useful here? To start, I propose that we see 
AI as a way of discovering and fixing our imperfections rather 
than repeating and scaling them. Perhaps the cardinal recom-
mendation in this book is to avoid the closed box. This ultimately 
means not just understanding AI but understanding people, 
who are also (mostly) closed boxes. People cannot effectively ex-
plain most of their decisions even as they try to justify them.

So, if AI seems biased, look at the human models it is follow-
ing. Indeed, AI is very good at discovering what’s wrong in 
human society . . . ​and pointing at the solutions. For example, 
don’t simply use AI to hire more people from “disadvantaged” 
backgrounds but go upstream and figure out how to fix those 
backgrounds. AI can help us to understand—and to persuade 
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x  ◆  Foreword

others to understand—the likely impact of fixing schools and 
paying teachers and caregivers wages that reflect their long-term 
value to society, rather than focusing on the amount parents and 
care-receivers can afford to pay in the short term.

With AI, we can get much better at discovering the counter-
factuals and how much investment in schools, training, child-
care, and the like could overcome those politely described 
“disadvantages.” AI’s ability to model things clearly—and to de-
scribe a range of outcomes—can help us analyze and manage 
our personal and our collective choices.

Back to the book!
Specifically, I love the way this book divides the exercise of 

power into four “logics”—those of engineers, society/activists, 
government/regulators, and corporations—as it looks at seven 
specific issues. They all make models, and they all make deci-
sions according to their own perspectives. But there’s another 
dimension missing, and that is time.

Even as AI makes it easier to predict the outcomes of certain 
actions—or inaction—society has become increasingly focused 
on short-term results. In so many ways, we are renting our future 
from an absentee landlord. No one is investing in our collective 
assets: physical infrastructure, environment, human capital. 
Even the government focuses on the short term: whatever will 
get votes. People are notoriously short-term in their thinking 
(ask Daniel Kahneman!), as are corporations (next-quarter earn-
ings take precedence), while society is often divided or con-
flicted.

But I see hope, perhaps surprisingly, in one part of the cor-
porate sector. Perhaps reinsurance companies could enter the 
fray and spread their long-term approach. The insurance indus-
try has done great things to increase fire safety, automobile 
safety, and the like by establishing safety rules and inspecting 
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Foreword  ◆  xi

their observance. In essence, insurance companies do not sim-
ply insure against risk. They reduce risk by forcing investment 
in security, durability, and risk reduction, for which they charge 
a carefully calculated premium. Imagine insuring the health of a 
population or the safety of a geography in this way. Humans 
and the other four quadrants undervalue the future, but rein-
surance companies are in the business of improving outcomes 
and collecting the upfront funding to do so. And they are a bit 
more agile than governments, able to change their calculations 
and requirements in response to new data and outcomes.

My advice is not to let them rule but to let them price, pro-
tect, and invest in a better future in a way that the four quad-
rants cannot.

One way or another, this model is one of the best uses of AI. 
It will incentivize and force us to make decisions that do not 
discount the future—decisions for which we will be grateful 
later. With good AI-based counterfactuals, we will know exactly 
how grateful we should be.

Esther Dyson
Founder, Wellville, and longtime tech/
health investor/philanthropist
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Preface

The story of how my great-aunt died gave me pause, and all 
the more so as I was doing the research that would fuel this 

book. During the pandemic, many governments used algorithms 
for triage purposes. Some countries used predictive modeling 
to assess how the contagion would spread, which groups of 
people were most vulnerable, and how governments should be-
have to diminish the death toll. Algorithms helped determine 
whether people should keep six feet, five feet, or three feet apart 
and whether their neighborhood would be quarantined. In some 
instances, the technology determined whether borders would be 
closed or remain open. The algorithmic decision making in-
cluded how the hospitalized would be treated and who was 
expendable.

When the pandemic hit, my great-aunt, like many others, was 
in a retirement home. She did not make the cut for being treated 
like a person. She died alone, a 90-year-old nonperson, unable 
to understand what was happening or to communicate with any-
one in the outside world. She was stuck in the system.

Thanks to COVID quarantines, she no longer had a phone. 
The nurses stopped answering when we called and soon there-
after stopped returning phone messages. People were dying 
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xiv  ◆  Preface

alone, and the staff were overwhelmed. Even the caregiving staff 
that my great-aunt knew were now unrecognizable behind their 
masks and unable to provide the simplest of human comforts 
in the gift of laughter and a warm touch.

How horrifying and terrifying must that have been?
Thinking about that dehumanizing experience, I realized that 

my great-aunt was one of the lucky ones. All of the decisions 
that had led to her death were still made by humans.

In the future, we may turn these decisions over to machines. 
Would you want a piece of technology, intelligent or not, deter-
mining whether you made the cutoff for triage in a life-and-
death situation? Would you want an artificial intelligence (AI) 
system determining whether or not to keep you on life support? 
Most technologists I spoke with don’t even trust their own code, 
let alone someone else’s code, to run their lives.

As my friend 3ric Johanson reminded me, humans have felt 
uncomfortable about artificial intelligence for as long as it’s been 
around. Our best guess is that this discomfort stems from two 
fears: (1) AI might make decisions which we do not agree with 
(don’t unplug my great-aunt!), and (2) AI is actually better than 
us at many tasks.

As a species we are slow to trust things we do not understand. 
We label serious versions of this feeling as “existential crisis.” 
Advice from highly-trained professionals is likely to be listened 
to even less when delivered by AI. History is filled with exam-
ples of fear of what people cannot see or understand easily, in-
cluding deities, germs, radiation, medicine, aliens, and now, AI. 
The more we evolve into a data-centric world, the harder it will 
be for these complex interdependent systems to be truly under-
stood by trained professionals, let alone by everyday people. We 
should strive to integrate technology safely into our lives. At the 
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same time, automated systems have no feelings, and we should 
be cautious about assuming they should.

Juliette Powell
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Introduction

Machines That Make Life-or-Death Choices

Imagine you have to make a life-or-death choice in a matter of 
seconds. You’re responsible for a self-driving car with sudden 

brake failure. It is careening forward with two possible paths. 
You have to decide, under pressure, who lives and who dies in 
a succession of scenarios: Three homeless people, or a doctor and 
an executive? Children or elderly people? Humans or pets? Jay-
walkers or law-abiding street-crossers? Pregnant or nonpregnant 
women? Hit a barrier and kill the passenger, or hit a pedestrian 
in the crosswalk?

What’s the best choice?
More than 2.3 million people from 233 countries have vol-

unteered to answer these questions since the MIT Media Lab 
first posted the Moral Machine experiment in 2016. It is the larg-
est online experiment in moral psychology ever created—an 
experience that invites people to choose the right ethical path 
for a powerful vehicle enabled by artificial intelligence.1

The Moral Machine is built on the trolley problem, the well-
known thought experiment introduced by philosopher Philippa 
Foot in 1967.2 In all of its many variations, some people must 
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2  ◆  The AI Dilemma

live, others must die, and there is limited time to choose. Media 
Lab faculty member Iyad Rahwan chose that problem as a way 
to test people’s attitudes about self-driving cars. Rahwan and his 
fellow researchers wanted to explore the psychological road-
blocks that might keep people from using these vehicles or other 
AI systems. To realize their potential value in reducing traffic 
congestion, augmenting safety, and cutting greenhouse gas emis-
sions, the public must accept, purchase, and use these vehicles. 
This experiment would illuminate the barriers to acceptance.

The MIT researchers would have been happy to attract 500 
participants: enough to make the results statistically significant. 
But the thought experiment struck a nerve. The preeminent 
journal Science and the New York Times published articles on 
the Moral Machine and included links to the site.3 On the day the 
Science article appeared, two MIT graduate students behind the 
simulation, Edmond Awad and Sohan Dsouza, had to fly from 
Boston to Chicago for a conference. By the time their two-hour 
flight landed, Rahwan was already calling them frantically. 
About 100,000 people had visited the website at the same time 
and the unexpected traffic crashed the server. Awad and Dsouza 
had to relaunch the site during the taxi ride to their hotel, using 
a smartphone as a Wi-Fi hotspot.4

The experiment continued to go viral, off and on, during the 
next few years. Popular gaming commentators like PewDiePie 
and jacksepticeye posted YouTube videos of themselves playing 
this moral dilemma game, with 5 million and 1.5 million views, 
respectively. People discussed it on the front page of Reddit.5 
One reason for the experiment’s growing popularity was un-
doubtedly the ongoing news coverage of fatal accidents with 
self-driving cars. A Tesla Model S killed a passenger in Febru-
ary 2016 when it collided with a tractor-trailer truck in Willis-
ton, Florida. An Uber autonomous vehicle (AV) struck a woman 
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Introduction  ◆  3

walking her bicycle across a road in Tempe, Arizona in 
March 2018. There have been more such fatal crashes—11 just 
in the United States between May and September 2022.6

The Moral Machine results show that as artificial intelligence 
and automated systems become part of everyday life, they are 
forcing people to think about risk and responsibility more gen-
erally. In the experiment, millions of people expressed deeply 
held opinions about who should be sacrificed: children or adults, 
women or men, rich or poor? We rarely ask these questions of 
human drivers, but people want to think them through when 
AI is at the wheel.

As the authors of this book, we decided to do the experiment 
ourselves, responding to 13 horrific scenarios. As a former coder 
working on amphibious cars, Juliette took it very seriously, as 
if the responses really did mean life or death. Art felt more de-
tached. To him, it was like playing a 1980s-era computer game 
with its simple graphics—but there was an unexpected gut 
punch. The site asked three questions at the end: Do you believe 
that your decisions on Moral Machine will be used to program 
actual self-driving cars? (Probably not, he thought. He doubted 
that the automakers would listen.) To what extent do you feel 
you can trust machines in the future? (After doing the experi-
ment, he trusted them less.) To what extent do you fear that ma-
chines will become out of control? (The answer seemed much 
more complicated to him now.)

Taking the Trolley Problem to Scale

“Never in the history of humanity have we allowed a machine 
to autonomously decide who should live and who should die, in 
a fraction of a second, outside of real-time supervision,” wrote 
Awad, Rahwan, and colleagues in their 2018 Nature article 
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4  ◆  The AI Dilemma

looking back at the experiment. “We are going to cross that 
bridge any time now, and it will not happen in a distant theater of 
military operations; it will happen in that most mundane aspect 
of our lives: everyday transportation. Before we allow our cars to 
make ethical decisions, we need to have a global conversation to 
express our preferences to the companies that will design moral 
algorithms, and to the policymakers that will regulate them. The 
Moral Machine was deployed to initiate such a conversation, and 
millions of people weighed in from around the world.”7

“Never in the history of humanity have we 
allowed a machine to autonomously decide who 
should live and who should die, in a fraction of a 
second, outside of real-time supervision.”

—Iyad Rahman, Edmund Awad, et al.

The results of that global conversation were sobering. Among 
all of those respondents, making 40 million decisions in 10 lan-
guages, there were only three universal preferences. Nearly 
everyone wanted to spare more lives rather than fewer lives. Al-
most all respondents favored humans over pets. They also pre-
ferred children over adults. That was it, except for a weak but 
still-evident general preference for saving the lives of pregnant 
women.

Beyond that, there is no consensus and there are strong con-
tradictions. Respondents in many Asian countries say the elderly 
should be spared before the young. Residents of French-heritage 
countries and Latin America say the opposite. People in coun-
tries like the United States, with high gross domestic product 
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Introduction  ◆  5

(GDP) per capita, prefer to save law-abiding pedestrians over jay-
walkers. The opposite is true for people in places with lower 
GDP. A high Gini coefficient, which indicates a major gap be-
tween rich and poor, correlates with wanting to save wealthy 
pedestrians over unhoused people. The opposite is true for coun-
tries with a high social safety net. There are strong disagree-
ments about saving groups that look like families with two 
adults and children, versus saving doctors and business leaders.

The Moral Machine is still online, and it still taps a nerve. 
People are attracted to it, in part, because they realize that self-
driving vehicles—and other automated systems—are increasingly 
in widespread use. They are powerful, accessible, easy to use, and 
appear to give us what we want.

Our values often don’t align. How, then, can we 
expect AI to know what priorities to control for, 
and whose interests to look after?

The Moral Machine, however, shows that people—especially 
those in different countries, cultures, and contexts—don’t agree 
on what we want. We all control for different priorities. Our val-
ues often don’t align. How, then, can we expect AI to know 
what priorities to control for and whose interests to look 
after—not just in life-and-death situations, but everywhere?

The Purpose of This Book

A turning point occurred as we were finishing The AI Dilemma. 
New digital tools—mostly based on natural language pro
cessing (NLP) systems and deep learning models, and trained 
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6  ◆  The AI Dilemma

on large learning models (LLMs)—were released in rapid suc-
cession to the public. These generative AI programs include apps 
like DALL-E, ChatGPT, and GPT-4 from OpenAI, along with natu
ral language search engines from Microsoft and Google.

Suddenly, it is easy to create and alter images, text, and inter-
active media within seconds. Millions of people have shared 
their assisted creations through social media.8 It is clear that 
these new tools are already changing habits.9

Some creative people regard the new AI systems as threaten-
ing. “These generators are created using thefted artwork, and in 
turn, undervalue the work of the original artists,” wrote La’Kay 
Hodge, a creator of visual, written, and interactive work cur-
rently at NYU’s Interactive Telecommunications Program. “We 
can understand the ethics of not stealing art and claiming it as 
our own, but for some reason, if a machine does it, not a word 
is uttered to stop it.”10

Others find the technology absorbing and liberating. “It is 
only recently that AI has been accused of harming artists,” said 
3ric Johanson, whose title is Entropy Generator at Intellectual 
Ventures Laboratory. “I’ve heard arguments that it should be un-
ethical for AI to be able to see other people’s artwork in order 
to make derivative works; yet this is the exact function artists 
use for their inspiration. Future artists are those that can glitch 
the matrix and neural networks to make new styles and expres-
sive design.”11

We heard many different opinions about the value, promise, 
and dangers of AI while researching this book, and there was 
one common thread: the technology is here to stay. Writer Kevin 
Kelly cautioned us that the movement toward restricting AI “is 
biased toward protecting humans and I am much more inter-
ested in liberating machines.”12 Yes, the development of artifi-
cial intelligence will continue to progress, and that will be an 
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enormous benefit—perhaps essential to civilization in the 
future. At the same time, Kelly is in the category of people who, 
historically, have been least likely to be harmed. These systems 
consistently raise significant, complex problems that will not 
simply resolve themselves. That’s why having more diversity of 
thought and perspective, weighing in on these matters that af-
fect all of us, is so important.

We can’t live with automated systems, and we can’t live with-
out them. As our friend Helene Spierman put it, “The technol-
ogy in the wrong hands is dangerous but in the right hands is 
beneficial to all.” This is the AI dilemma. A way through this 
dilemma is the subject of this book.

We assigned ourselves three tasks:

	 1.	 Explore this dilemma and its implications.
	 2.	 Show how the technology is not separate from the people 

who make it or use it. The responsibility for its use, abuse, 
and oversight is shared among us all.

	 3.	 Help us use these tools to gain real control in our lives in-
stead of just the illusion of control.

This is not a technical book. It does not explain the technical 
ways in which machine learning can be used or designed. It is 
also not a technology-bashing book, or a book about industrial 
policy or geopolitical supremacy through AI. We focus on how 
decision makers can think more clearly and act more effectively.

We use the term “artificial intelligence” throughout The AI 
Dilemma because that’s the term generally recognized by the 
public. The term is misleading, however, because it implies sim-
ilarity to human intelligence. Automated software processes 
are not intelligent. Engineers prefer the term “machine learning.” 
We also use the phrase “Triple-A systems” to refer to related 
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8  ◆  The AI Dilemma

software technologies: algorithmic, autonomous, and auto-
mated systems.13

Triple-A systems are adaptive, which means that they change 
based on experience and data. That’s how they train themselves. 
Triple-A systems are autonomous; once trained, they don’t need 
a human to supervise them. Even in complex situations, they 
can perform tasks without people watching over them.

The Triple-A systems we care about most are sociotechnical 
systems. Their design and performance depend just as much on 
human and social elements as on the technology. We can only 
understand and improve them if we treat each AI system as an 
integrated, interdependent whole: a complex system comprising 
machines, people, and organizations.

Some people fear that Triple-A systems will replace human 
judgment or overtake human agency. Instead, they have become a 
forcing function, changing the way we pay attention to ourselves. 
If people can’t tell the difference between disinformation and in-
formation, if we can’t discern between guidance from a chatbot 
and from another human, and if we can’t connect meaningfully 
in a flood of AI-enabled content, then what does that say about us?

The Illusion of Control

When Harvard psychologist Ellen Langer coined the phrase “the 
illusion of control” back in the 1970s, she was studying gambling 
and addiction. Meeting her, you would probably be impressed by 
her outspoken, sharp manner and her overall joie de vivre.14 It is 
no surprise, then, that she could talk with anyone about their 
feelings. Langer chose to focus on gamblers to shape a hypothesis 
on feelings of control. It turns out that when gamblers feel their 
own skill is involved, they expect to have a higher success rate 
than statistical probability would warrant in a game of chance. 
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Introduction  ◆  9

Based on these results, she predicted that elements of competi-
tion, choice, familiarity, and engagement, when designed into 
games of chance, would cause people to feel overly confident.15

Even though the study dates back to 1975, Langer’s conclu-
sions still hold. Gambling has evolved over time to encourage 
people to feel more confident about winning. For example, state 
lotteries allow people to pick their own lottery numbers. This 
provides them with a false sense that they actually have con-
trol over which number wins the stake. Studies of slot machines 
have similarly found that some features are included explicitly 
to give players a sense of control. For example, near-misses gen-
erate the “winning” sound of coins dropping, and the stop but-
ton lets users halt the spinning of the wheels, which has only a 
random effect on the outcome. The desire for control is a strong 
element of gambling addiction.16

The same is true of many Triple-A systems, most notoriously 
in social media. Former Facebook president Sean Parker has 
been very vocal about the deliberately addictive nature of the 
algorithms for these systems. They were designed to exploit 
what he calls the “vulnerability in human psychology,”17 which 
refers to the desire to feel in control of the situation. The same 
is true of many digital games and gamified e-commerce sites. 
Advancing a level in a game or using a one-click button provides 
a physical satisfaction associated in the brain with having more 
control. The craving that these systems exploit appears to be bi-
ological, universal, and hardwired. We all have a deep need to 
feel in control of our lives, and it may be rooted in “a biological 
imperative for survival.”18

When we asked neuroscientists about this need for control 
and its possible relationship to Triple-A systems, nearly every 
reply led us back to the same paper: “Born to Choose: The Ori-
gins and Value of the Need for Control,” which was published 
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10  ◆  The AI Dilemma

in 2011 by three researchers at Columbia University in New 
York. Psychology professor Kevin Ochsner is known for his re-
search on cognitive neuroscience, emotional control, and atti-
tude change. Lauren Leotti was then a graduate student and is 
now on the psychology faculty at Rutgers University. We ended 
up interviewing the other author, management professor Sheena 
Iyengar, whose book The Art of Choosing further expands on 
this idea.

Based on their broad survey of neuroscience imaging research, 
including research on people with Alzheimer’s disease and schizo
phrenia, Leotti, Iyengar, and Ochsner link this craving for control 
to the medial prefrontal cortex. This area of the brain is associ-
ated with making choices and taking control. As Iyengar put it, 
people are biologically wired to “being causal agents, rather than 
passive observers.” Put another way: “The desire for control is an 
essential part of what it means to be human.”19

Many people with an affinity for technology have the sense 
that we are in control of our devices. We use them to make de-
cisions and execute tasks more quickly and seamlessly than we 
otherwise could. With the guidance and prompts we get from 
responsive Triple-A systems, these decisions seem just as good, 
and probably better, than the decisions we would have made 
otherwise. For example, we might get in the habit of using GPS 
while driving, even if we know the route, because the guidance 
gives us the feeling of being more in control. The system might 
tell us, for instance, if there’s a traffic accident or construction 
along the way—or just reassure us that we are on the right track 
to getting to work on time.

But deep down, we might also suspect that the technology 
could betray us at any moment. What if, as some psychology 
researchers suggest, our extensive use of GPS is causing our 
mind’s innate spatial cognition capabilities to atrophy, like an 
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unused muscle would? Can we really be sure that’s not happen-
ing?20 What if the GPS guidance system is actually directing us 
down a less optimal route because it needs to gather data about 
traffic conditions there? If a company did that, how would we 
ever know?21 What if our credit card number or Social Security 
number ends up on the dark web because of a security breach 
at our phone carrier?

Three Steps Toward Real Control

If automated systems are actually manipulating our sensation 
of being in control while reducing our actual control, then one of 
the primary ways to reduce risk and harm in our automated 
world would be to increase our real control over our lives and 
our systems.

The first step would be coming to terms with the fact that 
much of our sense of control is illusory. We generally think we 
have more control than we actually do. Whether it’s the social 
safety net, the corporate safety net, the economic safety net, or 
the support of other people, if we rely on it, we are vulnerable 
to it being taken away. We discover this when there’s a crisis. 
For example, many people discovered during the pandemic that 
the external support of business, government, school, medicine 
and even family could not be there for them in the same way, 
or the way they needed it.

With Chat-GPT, you might get into the habit of 
turning work in without even editing it. Over 
time, this illusory sensation could come to feel 
like real power.

501-115015_ch01_5P.indd   11501-115015_ch01_5P.indd   11 26/04/23   7:03 AM26/04/23   7:03 AM



12  ◆  The AI Dilemma

The second step would be to see the impact of AI on our own 
feelings of control. You experience headiness when you tell Open
AI’s Chat-GPT to write a paper based on three keywords, and it 
instantly produces something as good as what you might have 
written yourself. When that happens, you want to share that head-
iness with the world in terms of the output, the time saved, and 
the sheer effortlessness of “your accomplishment.” You may feel 
that you’re getting things done with far less friction. You might 
get into the habit of turning work in without even editing it. Over 
time, this illusory sensation could come to feel like real power.

The third step is learning to tell the difference between real 
control and the illusory feeling. Sheena Iyengar has dedicated 
much of her life to studying this and her primary indicator of 
real control is the difficulty you perceive. As she told us in our 
interview, “Being in genuine control is burdensome. Comparing 
different trade-offs takes effort.” If you perceive there to be tough 
choices involved, requiring your attention and concentration, 
without a pleasant outcome, then it is probably genuine control. 
Real control often requires you to weigh the pros and cons of 
each option and take into account the short- and long-term con-
sequences for each—especially if you care about the outcome.

Consider the Moral Machine experiment. Each decision in-
volves a life-and-death trade-off. The game pushes you to make 
that decision quickly, but the stakes are low unless you choose to 
suspend disbelief. If those were real people, and you were 
speeding toward them with limited power to stop the car, you 
would agonize. That feeling of agony would be a signal of be-
ing in real control. As it is, the greatest level of real control in 
the experiment is the recognition that you probably don’t have 
much influence over how the self-driving cars are programmed 
to make these life-and-death decisions.
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Iyengar confirmed that real choice involves more effort when 
the outcome has meaning. “That’s when you discover you have 
to pay attention after all,” she said. “You may not really want to 
pay attention. You may think you want to make more choices 
in your life, but you often find out you don’t actually like mak-
ing real choices.”22

Even if you are willing to make hard choices, people have 
only so much capacity for complex decision making in a day.23 
Iyengar says that the number of decisions that people make 
today is much greater than it was, say, 50 years ago. For exam-
ple, in the 1960s, the average US citizen married someone who 
lived within a four-block radius. In 2013, there were an esti-
mated 8,000 dating and matchmaking apps in the world, with 
about 2,500 in the United States alone.24 It’s natural for people 
to delegate their decisions about navigation to Triple-A systems 
because we only have the capacity to process a few of the thou-
sands of decisions we make daily.

What Comes Next

We designed The AI Dilemma to help you become more aware 
of the difference between control and the illusion of control—
and to put that awareness to use. Here is a quick overview of 
the chapters:

Chapter 1: Four Logics of Power. Four main perspectives influ-

ence AI, often at cross-purposes.

The next four chapters describe principles that apply to 
Triple-A systems. We derived them through four years of re-
search at Columbia University and subsequent interviews.
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14  ◆  The AI Dilemma

Chapter  2: Be Intentional about Risk to Humans. Think in 

terms of costs and benefits to make sure short-term gains do not 

put others—or your reputation—at risk.

Chapter 3: Open the Closed Box. Make AI explainable in a way 

that makes sense to each type of stakeholder. Be open about 

what you can and cannot reveal.

Chapter 4: Reclaim Data Rights for People. Empower everyone 

to control their personal information.

Chapter 5: Confront and Question Bias. Ensure that Triple-A 

outcomes are ethical and fair to everyone affected by them.

The principles in the next three chapters describe changes 
that are taking place in organizations and society to enable the 
first four principles.

Chapter 6: Hold Stakeholders Accountable. Set up practices that 

regulate Triple-A systems effectively.

Chapter 7: Favor Loosely Coupled Systems. Redesign AI teams 

and organizations to promote diverse thinking and flexible re-

sponses.

Chapter 8: Embrace Creative Friction. Create an environment 

of trust, thoughtfulness, and psychological safety to bring re-

sponsible AI into the future.

Our Conclusion, which returns to the Moral Machine, sug-
gests that we can apply these principles and get to where we 
need to go as a global society. It’s not too late to start.
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Four Logics of Power

Biographer Walter Isaacson tells the story of Nobel Prize–
winning biochemist Jennifer Doudna’s earliest encounter 

with the topic of DNA research. She came home from sixth grade 
to find a paperback left by her father on her bed: The Double 
Helix, James Watson’s first-person account of the discovery of 
DNA.1 She thought at first the book was a detective story, and 
in a sense, it was: “She became enthralled by the intense drama 
behind the competition to discover the building blocks of life,” 
wrote Isaacson. 2

Doudna resolved to carry on with similar research, even 
though her high school guidance counselor told her girls didn’t 
become scientists. In 2011, she and French microbiologist Em-
manuelle Charpentier met at a conference and began their col-
laboration on developing a method for high-precision genome 
editing. “They turned their curiosity into an invention that will 
transform the human race,” wrote Isaacson, “an easy-to-use tool 
that can edit DNA, known as CRISPR.” They used the immune 
system of a bacterium, which disables viruses by cutting their 
DNA up with a type of genetic scissors. By extracting and sim-
plifying the genetic scissors’ molecular components, they made 
DNA editing and CRISPR a topic of global discussion and pub-
lic debate. Doudna was among the first women to win a Nobel 
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16  ◆  The AI Dilemma

Prize in science when, in 2020, she shared the prize in chemis-
try with Charpentier.3

“The CRISPR/Cas9 genetic scissors will probably lead to new 
scientific discoveries,” says a Nobel Prize website summary, “bet-
ter crops, and new weapons in the fight against cancer and ge
netic diseases.” 4 The technology is also so dangerous that 
Doudna—along with other leading scientists in the field, includ-
ing Charpentier—has publicly advocated to pause research 
until there is acceptable oversight.5 Currently, 30 countries ban 
or severely restrict research on human germline gene modifica-
tion, and the World Health Organization maintains a registry 
of projects.6

Doudna’s position is noteworthy for its nuanced perspective. 
For example, in her seminal 2015 TED talk, she discussed the 
many benefits that CRISPR could provide, but she also raised 
the prospects of “designer babies” and the general loss of con-
trol over the technology that could stem from choices like elim-
inating human genetic diversity. The TED talk so far has received 
more than 4 million views.

“The opportunity to do this kind of genome editing,” she said, 
“also raises various ethical issues that we have to consider. This 
technology can be employed not only in adult cells but also in the 
embryos of organisms, including our own species. And so, to-
gether with my colleagues, I’ve called for a global conversation 
about the technology that I coinvented, so that we can consider 
all of the ethical and societal implications of a technology like 
this.”7

Clearly, there are precedents for global discussion and de-
cision about the acceptable limits for emerging technologies. 
Other examples include human cloning, biological warfare, 
nuclear weapons—and, now, Triple-A systems. No agreement 
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has completely halted a technology, but many dangers have been 
rethought or mitigated.

Just as The AI Dilemma is being edited, a wave of regulatory 
interest in responsible technology and Triple-A systems is ris-
ing. In September  2022, the United States White House re-
leased a proposed blueprint for an AI Bill of Rights.8 Its five 
principles map onto principles that we had already identified in 
our research. You will see them at the front of five of our chap-
ters. Similar principles appear in discussions leading up to the 
European Union’s proposed new Artificial Intelligence Act 
(AIA).9 A number of other frameworks for AI responsibility have 
been put forth, going back to 2018 or earlier.10

What these frameworks seem to have in common, at least im-
plicitly, is that each takes into account four logics of power re-
lated to Triple-A systems—corporate, engineering, government, 
and social justice (see figure 1). Just as Jennifer Doudna wanted 
people from different backgrounds to participate in the CRISPR 

Private

Engineering logic

Technology

Social justice logic

Humanity

Corporate logic

Ownership, markets, and growth

Government logic

Authority and security

Individual

Institutional

Public

FIGURE 1  The Four Logics of Power
Source: Kleiner Powell International (KPI).
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18  ◆  The AI Dilemma

conversation and not just scientists, these four logics of power 
each represent a different priority and way of thinking about 
the issues. As an individual, you may relate to one of these 
perspectives more than the others, but none of them are in-
herently right or wrong. Together, they give us a sense of the 
possibilities and tensions that arise in finding solutions that 
work for all of us.

The Engineering Logic: The Perspective  
of Technologists

A highly skilled and in-demand computer or systems engineer 
working on AI is analytical, fast, and “efficient.” A highly-valued 
AI engineer can translate ideas into software or hardware. She 
communicates as an engineer on behalf of other similarly trained 
engineers, as well as on behalf of the algorithm, the Triple-A sys-
tem, the organizational goals, and the client. In some cases, she 
also communicates on behalf of the user.

We spoke with multiple systems engineers who do not, within 
their organizational roles, think or communicate on behalf of 
end users. Engineers refer to the mind-set or culture of engineer-
ing as having three priorities. The first priority is to the customer, 
the company that buys or licenses the technology. Engineers 
report being “customer-obsessed.” The second priority is the 
technical challenge of an “interesting problem” that they and 
“only a handful of others in the world” can solve. Engineers 
value being part of a technical community of dedicated, highly-
skilled analytic specialists who understand one another. The 
third priority may be the individuals (us) who will interact 
with or be affected by the product, depending on the engineer.11

That’s just “engineers being engineers,” according to Casey 
Cerretani, an AI systems engineer and executive who has done 
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everything from inventing and customizing new servers to 
running teams of hundreds of developers at several prominent 
Big Tech companies. In his role, he is the connection between 
the customer, the company providing the tech, and all the engi-
neers working on the project. In his own words: “The task is to 
do the thing that the customer is asking for.” Everything else 
might be considered “noise” because in the face of solving a 
pressing complex problem, it “doesn’t matter.” Everything else 
is not technically their job.12

Engineers like Cerretani see the larger context and implica-
tions of their work on things like privacy but are driven by the 
technical requirements of the customer. The user is not viewed 
as their problem—the end user is not the customer.

Instead, end user responsibility is delegated to other areas of 
the firm like user interface design, marketing, PR, “corporate so-
cial responsibility,” customer service, “HR,” and legal departments. 
Some technologists feel personally involved with considerations 
of AI responsibility, especially if they have been personally af-
fected by negative outcomes from AI. They see the problems more 
keenly than non-engineers do. They may then apply the same ana-
lytic perspective to finding solutions. If they recognize that tech-
nology on its own won’t suffice, they may try to change or 
influence their organizations by speaking out. Then they discover 
the hard way how resistant corporate logic can be to whistleblow-
ing or direct confrontation. One example is Tristan Harris from 
the Center for Humane Technology, a former Googler who has 
been outspoken about the tech’s effect on people in talks, in-
terviews, and his own popular podcast under the TED audio 
umbrella.13
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20  ◆  The AI Dilemma

The Social Justice Logic: The Perspective  
of Humanity

This logic upholds a people-first sensibility; it prioritizes the 
social contract. People count more for this group than effi-
ciency, profit, security, and control. When these other priorities 
take supremacy over people’s human rights, the social justice 
logic pushes back in the form of community organizing, walk-
outs, petitions, data leaks, whistleblowing, media attacks, and 
public discourse. From the social justice perspective, the only 
way to truly gain legitimacy for AI is to make it responsible to 
all stakeholders, especially those who have been marginalized 
in the past, and to give all stakeholders a voice.

“Right now, the burden is on us, the public, to prove 
that these algorithms harm us. I want that burden 
to be on the companies who profit from using them.”

—Cathy O’Neil

As community leaders, social justice advocates make it their 
business to be keenly aware of issues that need improvement. 
Cathy O’Neil, data scientist and author of Weapons of Math 
Destruction and The Shame Machine, put it this way: “Right 
now, the burden is on us, the public, to prove that these algo-
rithms harm us. I want that burden to be on the companies 
who profit from using them.”14

Some of the systems engineers we interviewed are deeply moti-
vated by this logic. We were told by several people in Big Tech that 
conversations about this juxtaposition of social justice logic and 
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the logic of corporate and engineering efficiency “never happen” 
within the firm. You might expect that because some systems en-
gineers report to the CEO or CFO of their organizations that they 
could discuss any concerns directly with the C-suite. But sadly, 
there is a pervasive gap in communication when it comes to con-
flicting moral and corporate values. For example, when asked 
explicitly if he ever thinks about how the technology he creates 
will be deployed, Cerretani distinguishes between his personal 
feelings about social justice and the logic of the firms he serves: 
“You can quickly imagine all the black hat ways that [Triple-A 
systems] could be used, which could be viewed as nefarious. That 
certainly challenges me. But there’s not much of an organizational 
conversation around that. And I think that’s the big missing gap. 
It is as much an ethical conversation as it is a technological one.”

“You can quickly imagine all the black hat ways 
that [Triple A’s] could be used, which could be 
viewed as nefarious. But there’s not much of an 
organizational conversation around that. And I 
think that’s the big missing gap.”

—Casey Cerretani

There are many social justice activists connected to the AI 
community—either from having worked there, or from inde
pendent work. Their insider knowledge enriches the context 
through which they talk about social justice and adds to their 
proficiency and impact. For example, Dan Gillmor, tech journal-
ist and director of the News Co/Lab at Arizona State University, 
is also a board member of the Signals Network, a nonprofit that 

501-115015_ch01_5P.indd   21501-115015_ch01_5P.indd   21 26/04/23   7:03 AM26/04/23   7:03 AM
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supports whistleblowers and connects them to journalism 
organizations.15

The Corporate Logic: The Logic of Ownership, 
Markets, and Growth

One reason for the gap in corporate conversation is what Casey 
Cerretani calls “the gung-ho race to get the technology in place” 
in most companies. “Microsoft Cloud Services is growing at 
70 plus percent, year over year. Amazon is growing at a similar 
rate. Those are very large percentages on very large baseline 
numbers. When you grow that quickly and you’re growing to 
meet these customer needs, you don’t go back and do a lot of 
housekeeping.”

By “housekeeping,” Cerretani means any concern for the 
harmful impact of the technology on vulnerable populations. 
The conflict between engineering, social justice, and corporate 
logics leads many companies to intensify secrecy so that their 
leaders don’t have to confront or resolve the clash of values. 
These conflicts are coming to a head within many organizations 
today, but meaningful conversations about them are missing 
from corporate life because they would slow down the “gung-
ho” rush to produce results.

“There are just three cloud service providers for 
the whole world. Maybe two of them will emerge 
as the winners in the end. That’s an enormous 
power.”

—Casey Cerretani
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We have all seen corporate leaders making decisions to en-
hance shareholder value. It is their job. As a result, the corpo-
rate logic represents a logic of power. It prioritizes money, profit 
growth, expansion, new business, and dominance over compet-
itors. “There are just three cloud service providers for the whole 
world,” Cerretani reminds us. “Maybe two of them will emerge 
as the winners in the end. That’s an enormous power.”

And if you have got shares in either of those companies, lucky 
you.

Corporate logic is inherently narrow. Corporate leaders often 
think of themselves as broadminded, but as Cerretani says, “You 
have a corporate mission. You have a corporate direction. You 
have customers. And it becomes an interesting slippery slope.”16 
Warnings that don’t fit the perceived immediate customer needs 
get lost as they travel up the official channels. In many techni-
cal teams, for example, graphic specialists create the data visu-
alizations, and thus the PowerPoint messages that reach the 
C-suite. They may only describe the aspects that they think 
sponsors want to hear about.

When everyone makes decisions based on what they think the 
top leaders and customers expect, the outcomes are risky. With 
Triple-A systems, the risk is greatest for vulnerable popula-
tions. It may also extend to engineers and other employees, and 
might ultimately lead some corporations themselves to fall. 
Those who want to restrain the risk tend to turn to another logic 
of power: the logic of government.

Government Logic: The Perspective of 
Authority and Security

In the government logic, no matter which country or system, 
two things are paramount: governments protect the nation or 
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jurisdiction from outside forces, and they provide support and 
public service for their citizens. From this standpoint, Triple-A 
technology is something for public sector organizations to use, 
invest in, regulate—and possibly to develop themselves.

Politicians are concerned about AI because they are vulner-
able to automated systems that manipulate public opinion. The 
government logic thus sees regulation as inevitable. That is, 
there needs to be standards governing the use of Triple-A tech-
nology, even if politicians and regulators have a wide range of 
views of what the standards should be.

The government logic is further complicated by the fact that 
AI systems can be used by politicians to attack their competi-
tors. The same digital tools that enable human trafficking are 
also used to uncover and arrest traffickers and to find lost 
people. AI also gives the government itself more capabilities in 
everything it does, including the regulation of citizens. At the 
same time, to paraphrase free software activist John Gilmore,17 
automated systems interpret regulation as damage and route 
around it.

For Cerretani, the job of regulating companies is squarely the 
responsibility of the government. Many would agree. The bur-
den is on governments everywhere to resolve the paradox of the 
AI dilemma. Government leaders may be increasingly measured 
by their ability to use this powerful technology judiciously. If 
they overreach, it may be obvious to outsiders in ways their lead-
ers did not anticipate. They may have to demonstrate that they 
are fair and accountable to all citizens. They may also have to 
encourage innovation even as they require innovators to limit 
what they do.
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All Together Now

When we each learn to appreciate and understand the other log-
ics, it builds an overall level of trust. That in turn makes the 
whole Triple-A ecosystem more trustworthy.

None of the four logics are in control. There are no right or 
wrong answers. If we want trustworthy AI systems, we need to 
bring all four perspectives together, keep them in mind simul
taneously, and make the effort to understand why others feel 
and think the way they do. The point is to use all four logics 
together to better evaluate our systems in each use case and con-
text. Then we’re much more likely to create systems that work 
for more people.

In the next chapter, we introduce the first of our seven princi
ples: be intentional about risk to humans.
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C H A P T E R   2

Be Intentional about Risk 
to Humans

You should be protected from unsafe or ineffective 
systems.

—Blueprint for an AI Bill of Rights

On the night of September 26, 1983, a 44-year-old Soviet 
Air Defense Forces lieutenant-colonel named Stanislav 

Petrov was on duty monitoring a Soviet satellite-based missile 
tracking system when an alarm sounded. The system showed 
that five American intercontinental ballistic missiles were head-
ing toward the Soviet Union from the United States. Petrov 
was trained to report the warning signal immediately to his 
commanding officer. Instead, he responded to his own “gut in-
stinct,” as he later put it, and sent a report saying the alarm was 
a system malfunction.

Petrov considered the detection a computer error since a first-
strike nuclear attack by the United States would have likely in-
volved hundreds of simultaneous missile launches in order to 
disable any Soviet means of a counterattack. Furthermore, the 
satellite system’s reliability had been questioned in the past.1
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Petrov’s gut instinct was right. It was a malfunction. The US 
had sent no missiles. The Soviets did not retaliate, and Petrov 
ended up being hailed as a hero by both sides in the Cold War.2 
Petrov single-handedly stopped the automated machine of nu-
clear holocaust.

How I Learned to Stop Worrying and Love AI

On September 26, 2022—the 39th anniversary of Petrov’s feat—
we decided to add his story to the manuscript. The Russia-
Ukraine war was raging on, and many people were afraid of 
nuclear weapon escalation. Surely, no country would put an al-
gorithm in a role like Petrov’s, where civilization was at stake?

To Art, no country would seriously abandon human oversight, 
replacing the likes of Petrov with a system. Curious to know what 
the experts would say, Juliette asked physicists and computer 
scientists—people who were familiar with the nexus of nuclear 
and artificial intelligence (AI)—if this future was plausible.

It turned out that these experts were worried too. So is the 
Bulletin of Atomic Scientists, the group cofounded by Albert 
Einstein.3 The biggest concern we heard is not about the tech-
nology itself but about the way AI could be misused in a nu-
clear weapons context.

“There is a continuing push for increased automation [in nu-
clear weapons],” writes Marka Szabolcs, professor of physics at 
Columbia University. The cause, according to Szabolcs, is the 
ever-decreasing time available for decision making. “Automated 
systems shall inevitably include sophisticated AIs at all levels,” 
he adds. “I sincerely hope that humans will never wake up to 
be wholly excluded from the loop. However, there are many mil-
itary powers with markedly different philosophies competing 
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worldwide. Some of them might decide that AI response times 
are a critical advantage. In a changing, chaotic, and globally 
competitive world, AI automated weapons of mass destruction 
are a terribly scary eventuality.” In other words, he said the use 
of AI to monitor and direct nuclear weapons response is not just 
a possibility. It will happen.4

You may be reading this and thinking that machine learn-
ing represents a different kind of risk than nuclear weapons, and 
we would agree. But perhaps not in the way you may think.

Triple-A systems are ubiquitous, woven deeply into daily life. 
Most of the effect is benign, but when there is risk, it is signifi-
cant. You may already have felt some effects personally, like 
some of the people whose stories we learned about in our re-
search for The AI Dilemma. Your data might have been exposed, 
making you vulnerable to identity theft, scams by simulated 
“friends,” or stalking by a predator. You could be targeted by ads 
and videos that take advantage of your impulses. You or some-
one you know might have been tagged by a government’s facial-
recognition system and falsely accused of a crime. This is not 
an academic issue or a warning about some hypothetical pos-
sibility. The use of Triple-A systems has been particularly likely 
to lead to harsh and arbitrary outcomes for vulnerable popula-
tions, like children, minority groups, and women.

Predictive analytics are a major factor. When statistical aver-
ages suggest that someone is probably guilty of criminal behav
ior, or undeserving of credit, or likely to fail, the human systems 
tend to follow along. We don’t realize how often this happens 
because the AI systems and their outcomes tend to be hidden 
from view.

Being intentional about risk means not just focusing on it 
when it’s convenient, when the costs of reducing risk are low, 
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or when it feels comfortable. It means continually looking for 
ways to achieve twin goals: deploying technology to realize its 
potential and reducing the potential harm to the people or com-
munities where the technology is deployed.

Hedging Your Bets during Radical 
Uncertainty

A real-world example of the Moral Machine dilemma occurred 
late at night on a wide suburban road in Tempe, Arizona, in 
2018, when an autonomous vehicle killed a 49-year-old woman 
named Elaine Herzberg. This was the first pedestrian death as-
sociated with self-driving technology. One of Uber’s demonstra-
tion automated vehicles, a modified Volvo SUV, was traveling 
at 40 miles an hour. Herzberg was running with her bike to 
cross the road.5

According to risk management expert and entrepreneur Ron 
Dembo, who analyzed the case in his 2022 book Risk Thinking, 
“an experienced human driver might have reasoned (in milli-
seconds) that there [was] a scenario in which the object on the 
side of the road might be a living being that was about to cross. 
The driver would have ‘hedged’ their risk by slowing down to 
reduce the chances of a collision until they had gathered addi-
tional information.”

“By the time the Uber vehicle recognized the object as a 
woman with a bike,” writes Dembo, “it was too late. It had not 
reduced its speed, and at that point, if the woman decided to 
run across the road, there was going to be a collision—and it 
was almost surely going to be fatal. Perhaps neither the autono-
mous vehicle nor the operator had ever encountered a situation 
like this before. Still, if we are to have autonomous vehicles on 
the road, they need to be able to manage risks like these—they 
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need to be able to strategize and make decisions even when pre-
sented with incomplete information.” 6

To Dembo, this was a case of inadequate risk thinking in the 
software design. By “risk thinking,” he means the ability to take 
uncertainty into account, to choose a flexible path that can re-
spond to events as they unfold. Stanislav Petrov was demonstrat-
ing risk thinking when he stopped nuclear war by diagnosing 
the system malfunction. The AI program in the Uber vehicle did 
not have risk thinking in its repertoire. When it did not recog-
nize the type of motion it sensed, it did not have a programmed 
way of responding to uncertainty, so it kept up its speed until it 
was too late to avoid a collision. In a sense, Uber as a company 
also lacked risk thinking. This event forced it to suspend its test-
ing of self-driving cars. They ultimately sold their self-driving 
division, which had been a key part of their business strategy.7

It is important to note there was a human operator in the car 
when the accident happened. Her job was not to drive, but to 
observe and report on the car’s actions. During the few seconds 
before the accident occurred, she was looking down, and the car 
didn’t alert her until less than a second before impact—at which 
point she grabbed the wheel.

This is an example of a frequent dynamic with automated sys-
tems, first discovered in the earliest days of pilot flight training. 
It’s known as automation complacency. The more autonomous 
the machine, the more people tend to trust it and not pay full 
attention. As we get in the habit of not paying attention, we 
enter the uncanny valley of automation, a negative reinforcing 
loop. For pilots, the use of autopilot meant that their flying skills 
actually eroded. In general, the more automation, the less people 
pay attention. The less attention, the more accidents. The more 
accidents, the more demand for automation. The negative spi-
ral continues.8
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In Dembo’s terms, the human beings delegate their own “risk 
thinking” to the machine, but the machine is not up to the task. 
That is what appeared to happen in Tempe.9 Automation com-
placency continues to cause trouble everywhere people oversee 
automated technology. We wait and watch for days at a time, 
assigned to see a signal that something improbable but possi
ble is happening. We get bored, grow complacent, and do not 
see it. Security guards suffer from this. The same goes for human 
agents looking after nuclear reactors, drones, and many Triple-
A systems.

When Dembo spoke with us during his family trip to Costa 
Rica in 2022, he was careful to add that AI, in general, is im-
proving its risk thinking capability. Even so, there is a long way 
to go. Dembo has a theory about times of radical uncertainty, 
when the butterfly effect is rampant,10 and small events often 
lead to large crises. He says they put AI systems at a disadvan-
tage, compared to people. “Humans are natural risk thinkers, 
generalizing from small amounts of data, trading off upside with 
downside and regret as we navigate through life. Every complex 
decision we make is our way of dealing with some future uncer-
tain event, balancing risk and return, even if it is not explicit.”11

An example of risk thinking in policy and business decision 
making is scenario planning. It is a management approach that 
involves considering multiple future possibilities. In a typical 
scenario exercise, you and your team see trouble ahead. You 
don’t know what it is. A predictive algorithm would select only 
one approach and act on it. Instead, you conceive of several dif
ferent scenarios. In the case of self-driving cars, maybe that mo-
tion is a woman crossing the road with a bicycle, and you are 
about to hit her. Maybe it’s a deer. Maybe it’s a shadow or glare 
on your car window. You don’t try to predict the future, but you 
put on the brakes—not because it’s the solution to the problem 
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but because it is the most robust option in front of you. Since 
you don’t know exactly what will happen next, you find some 
strategic action that will yield at least a pretty good result in all 
possible futures.

You might think that the automated nature of AI would make 
it good at managing risk, at least in the right use cases. How-
ever, systems cannot predict the future because they are trained 
only with historical data from the past. As soon as new variables 
or conditions on the ground are introduced, as with the Uber 
accident that killed Elaine Herzberg, the system’s predictive ca-
pabilities diminish. It wasn’t trained with that data. Depending 
on the use case, a person’s life may hang in the balance.

As risk thinkers, we want to hedge our bets so that when un-
expected events occur, we can pivot and move with them. The 
Uber accident shows what happens when we don’t risk-think 
with intentionality. When we do, as we will discover with se-
rial entrepreneur Helen Greiner, intentionality can help us think 
effectively about even the most harmful risks. It can help us plan 
for the long-term implications of what we are doing, and hedge 
against negative unintended consequences. That’s how we lower 
and mitigate the risk of Triple-A systems.

Robots, Drones, and Risk Intentionality

When Juliette first met Robotics entrepreneur Helen Greiner on 
an estate outside Boston, she said her childhood goal continues 
to drive her choices. Greiner makes a living making robots that 
people buy, and that girls would want to hack into.

“It started back when I was 11,” recalls Greiner, “and I saw 
Star Wars and fell in love with R2-D2. He wasn’t just a machine, 
right? He had an agenda. He saved the universe. He had a per-
sonality and a lot of expression with his bleeps and flutes. Since 
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that time, I’ve always wanted to make things that are more than 
machines. I went to MIT to learn how. I learned a lot of great 
engineering there, but they didn’t really know how to build ro-
bots for the real world.”12

“I saw Star Wars and fell in love with R2-D2. He 
wasn’t just a machine, right? He had an agenda. 
He saved the universe. Since that time, I’ve always 
wanted to make things that are more than 
machines.”

—Helen Greiner

Greiner was an intensely bright child. She didn’t speak until 
after she hit puberty, because she was far ahead of most of the 
conversations around her. Then, as a teenager, she became in-
terested in robotics, and all of that changed. In 1990, she and 
two fellow MIT AI Lab alumni founded iRobot, creating custom-
made industrial and military robots and prototypes for space 
travel and some of the earliest robotic toys. Any risk from the 
devices was barely evident. Many of them were explicitly in-
tended to reduce human risk in dangerous places like underwa-
ter oil and gas drilling platforms.

Along the way, iRobot’s leaders kept fiercely exploring the ele
ments of commercial success, especially as one of a very few 
small start-ups making hardware and software with very little 
venture capital at first. Then came Defense Advanced Research 
Projects Agency (DARPA) funding and venture capital. Greiner 
and her team introduced two robots. The Roomba was the first 
autonomous home vacuum cleaner; it sold a million units within 
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its first four years. The PackBot was like a Roomba for bomb 
disposal. It is credited with disarming thousands of improvised 
bombs in Iraq and Afghanistan, all of which would otherwise 
have taken soldier and civilian lives.

“Once I was speaking at the War College,” recalled Greiner, 
“and I was between two three-star generals on my right and a 
four-star general on my left. And I assumed everyone would 
want to go speak to them after the conference. But a lot of the 
soldiers came up to me and one guy I remember, he shook my 
hand and said, ‘This PackBot saved 11 guys on one mission.’ ”13

Greiner was chair and president of iRobot until 2008, when 
she left to form another start-up: a drone manufacturer called 
CyPhy Works, founded on the premise that robots and people 
can share airspace at least as easily and productively as ground-
space. She left CyPhy in 2017 for a position advising the US 
Army on robotics. In 2020, she joined Tertill, a start-up founded 
by a former iRobot engineer, which makes home gardening ro-
bots that prevent weed growth and fertilize soil.14

Greiner is the kind of charismatic woman who gets invited 
to the White House and to participate in the World Economic 
Forum. She speaks from the heart and promotes the continued 
use of highly innovative AI technology, including in military 
spheres. Her ongoing dedication to service reflects her lifelong 
determination and her years of experience in reducing human 
risk. They also reflect an awareness of the potential benefits and 
threats inherent in AI-powered robots and drones.

In a conversation published in Foreign Affairs, Greiner tack-
les the dilemma head-on:

A terrorist could buy a drone today and start planning an attack 

with it, and I think the only way we’re actually going to catch 

that is with human intelligence. Terrorists aren’t going to get 
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drones from a company building them for commercial reasons. 

They’re going to go to the hobby store and buy the ones that are 

already freely available if they want to pack them with explo-

sives. I think it’s a challenge. But you can do the same with a car, 

and you don’t say, ‘Well, we shouldn’t sell cars because you can 

use them in a suicide attack.’ All we have to do is figure out who’s 

going to be doing it and try to stop it.15

To Greiner, intentionality around risk is key. It also seems to be 
important for many people who follow her and her career—she 
is continually asked about the risks inherent in her work.

When the Risks Are Unacceptable

Several years ago, data scientist and artist Lynn Cherny found 
herself working on an AI system for community management. 
Its purpose was to reduce risk. The host company was a Euro
pean start-up with an unusual cybersecurity service. It used a 
scouring algorithm to search for offensive and harassing mes-
sages on its clients’ social media sites and chat rooms. The algo-
rithm posted statistics about the abusive messages on a private 
dashboard, so clients could remove the messages and block new 
ones from appearing. Cherny and two other staff members were 
responsible for building the system that flagged content for 
human review. “It was the subject matter that was of concern 
here,” she says, “in particular related to child harm.”16

Just the exposure to this type of content took a terrible toll on 
her team. In our interview with her from her home in France, 
Cherny said that some client sites were rife with abuse, trolling, 
and aggressive hate speech. “There was a lot of consensual sex-
ting. But we also saw unsolicited obscene messages, or overly 
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friendly stalking. We saw messages to underage people from 
predatory people, grooming them or asking for nude photos. 
There were also notes with suicidal ideation and a few threats 
of real-world violence.”17

The most disturbing aspect, recounts Cherny, was the reac-
tion of her managers when she suggested that the dashboard 
could filter for things like child grooming. Her managers didn’t 
even want to discuss it with clients. “They said that if they fol-
lowed my advice, the company would be legally liable.” Some 
child harassment messages would inevitably slip through the fil-
ters, and if that came to light, the company would rather say it 
didn’t know there were problem areas. “The bosses didn’t want 
to know about anything awkward.”

This meant, of course, that the predators and their messages 
would remain. The intentions were lost.

Cherny and one of her team members left the start-up soon 
after, citing multiple issues, including the depressing subject 
matter. “We asked ourselves: Should we even be looking for 
these things if the client doesn’t care?” Regardless of their tech-
nological skills and the perception of control associated with 
their jobs, Cherny’s team did not have the organizational clout 
to raise the issue further—and if the human moderators who 
are hired to reduce harm aren’t in control, then who is?

We have heard similar stories from many others in Big Tech—
in varied circumstances but generally with the same bleak out-
look. Casey Cerretani says that technologists in roles like his 
regularly see evidence of sex trafficking—for example, by clients 
using servers they work on. It may bother engineers, but it is gen-
erally not their job to speak out, and there could be repercussions 
for even mentioning it. Circumstances like this, he says, make 
software engineers skeptical about trying to influence change 
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from within. Instead, they try to make enough money to leave Big 
Tech to better invest in new start-ups that reflect their values.18

With documentaries like The Social Dilemma, and 
events like the testimony of former Facebook data 
scientist Frances Haugen to Congress, many more 
people are aware of the high risk of everyday 
algorithmic systems.

With documentaries like The Social Dilemma and events like 
the testimony of former Facebook data scientist Frances Hau-
gen to Congress in October 2021, many more people are aware 
of the high risk of everyday algorithmic systems.19 Engagement-
based ranking, for instance, is one of the core features of social 
media sites like Meta (formerly Facebook) and TikTok. The sites 
show people content based on AI-driven analysis of their past 
online behavior. The illusion of control is heavily in play. The 
constant flow of new user-created content, personalized to your 
habits to capture your attention, makes you feel like you’re 
running the system. Meanwhile, the system is actually running 
you. Its easiest choices prompt you to stay, to see more ads, and 
to see ads in a context more conducive to supporting them, no 
matter how harmful the result.20

Haugen testified that Meta’s Instagram app was leading teen
agers to self-hate and self-harm. There were other abuses: for 
instance, the subtle promotion of hate speech toward ethnic 
groups. She substantiated her testimony with internal docu-
ments, showing that the company’s leaders knew all this and 
approved it. One internal Meta study found that 13.5 percent of 
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teen girls surveyed said Instagram makes thoughts of suicide 
worse, and 17 percent said it makes eating disorders worse.21

Later, sitting down with CBS’s 60 Minutes, Haugen explained 
that her former employer had spent years promoting profits over 
safety. “Facebook has realized that if they change the algorithm 
to be safer, people will spend less time on the site. They’ll click 
on less ads, they’ll make less money.”22 She has consistently ar-
gued that legislation was needed to force Meta to improve its 
own platforms. They will not police themselves.23

A Risk Thinking Framework

At this moment, a consensus is growing that overarching regu-
lation of AI is needed. It’s still not clear what that regulation will 
cover or how broad its effect will be. There are manifestos like 
the White House’s AI Bill of Rights in the United States and lo-
cal legislation, like New York’s so-called “AI Bias Law,” which 
went into effect in early 2023. This law is intended to prohibit 
the use of AI systems for hiring decisions unless they are au-
dited for race and gender bias. 24

“As algorithms and other automated decision 
systems take on increasingly prominent roles in 
our lives, we have a responsibility to ensure that 
they are adequately assessed for biases that may 
disadvantage minority or marginalized 
communities.”

—US Senator Corey Booker
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“As algorithms and other automated decision systems take on 
increasingly prominent roles in our lives, we have a responsi-
bility to ensure that they are adequately assessed for biases that 
may disadvantage minority or marginalized communities,” said 
United States Senator Corey Booker while introducing the pro-
posed Algorithmic Accountability Act in 2022.25

The most comprehensive major approach so far is the Euro
pean Union’s Artificial Intelligence Act (AIA). Its proposals have 
sparked debate about risks and trade-offs, with responses from 
all four logics of power: the engineering, social justice, corpo-
rate, and government perspectives. The Act itself is broad enough 
and early enough that it will probably set the standard for AI 
regulation worldwide—if it is ratified.26

One major aspect of the proposed law is known as the pyra-
mid of criticality.27 It is a framework for breaking down all 
Triple-A–related activity—autonomous systems, analytic sys-
tems, and AI—into four generally accepted categories of risk, 
shown in figure 2.28

	 1.	 Minimal-risk applications do not require oversight because 
they don’t harm people. According to the AIA’s proposed 
framework, AI-enabled video games for children and spam 
filters fall into this category.

Unacceptable
risk

High risk Limited risk
(AI systems with

transparency
obligations)

Minimal
risk

FIGURE 2  A Risk Thinking Framework
Source: Kleiner Powell International (KPI).
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	 2.	 Limited-risk apps are those with transparency obligations. 
For example, chatbots are permitted only if their nonhu-
man nature is disclosed.

	 3.	 High-risk apps include systems that could cause harm to 
peoples’ health, safety, or fundamental rights but also pro-
vide significant value to people and society. This category 
includes self-driving vehicles, credit check systems, and 
child protection apps designed to tell when children are be-
ing abused by their families. When used in a well-considered 
way, they are valuable; otherwise, they are abusive. In 
the current draft, the EU would conduct audits, typically 
with a third-party audit firm or consumer protection non-
profit. To allow for higher levels of innovation, the EU 
would establish “regulatory sandboxes” where approved 
projects would be encouraged to experiment without the 
ordinary audits.

	 4.	 Unacceptable-risk apps would be prohibited. These app 
categories might include real-time biometric identification 
systems, including many uses by law enforcement; sublim-
inal techniques intended to distort peoples’ behavior; apps 
that exploit the vulnerabilities of particular groups, such as 
toys that lead children to dangerous behavior; and social-
scoring AI systems that favor some people with opportu-
nities while relegating others to outcast status. 29

If it isn’t clear why the EU is planning to severely restrict or 
ban some uses of AI, consider this comment from Ryan Carrier, 
founder of the nonprofit ForHumanity, which supports and co-
ordinates independent audits of AI systems: “Some risks sound 
like science fiction scenarios, but they’re all plausible within a few 
years. With my DNA, you could clone me. Or design a targeted 
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assassination weapon that would only harm me. You could prey 
on me, based on my psychological or physical profile, or my 
word choices and emotional responses.”30

The framework reflects the government logic—and perhaps 
a sense that others agree. There appears to be a growing per-
spective that people are losing control of the technology and that 
only the law can reclaim it. On the other hand, the criteria are 
vague enough to lead to arbitrary results. “These lists are not 
justified by externally reviewable criteria,” writes legal scholar 
Lilian Edwards, a professor of law, innovation, and society at 
Newcastle University. “If it is uncertain why certain systems are 
on the . . . ​‘high-risk’ lists now, it will be difficult-to-impossible 
to argue that new systems should be added in the future.”31

The debates over the AIA are also moving into the realm of 
digital sovereignty: how much control should a country main-
tain over the Triple-A systems used within its boundaries or by 
its people? The current draft states that any company wanting 
to do business in the EU would have to abandon harmful prac-
tices elsewhere as well, including practices by its subcontractors. 
For example, the company might have to stop selling monitoring 
and tracking analytics to authoritarian regimes—especially if 
those regimes used the technology to marginalize some of 
their own ethnic groups or influence elections in other coun-
tries. The AIA’s stated rationale for this is that international 
machine learning could include data output from European al-
gorithmic systems. 32

The new EU rules, even in draft form, show how 
important trust will become in preventing risk.
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The new EU rules, even in draft form, show how important 
trust will become in preventing risk. Under these rules, the bur-
den of proof would be on businesses and governments to show 
that their applications are benign—in intent and in outcomes. In 
their current form, these new rules mean that companies would 
publicly articulate the purposes of their technology to ensure 
that it is trustworthy. Unless there is a clear way to explore the 
workings of any given Triple-A offering, EU regulators might 
ban, fine, or restrict its use. Explainability is its own issue, 
however. We cover it in the next chapter: Open the Closed Box.
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C H A P T E R   3

Open the Closed Box

You should know when an automated system is being 
used and understand how and why it contributes to out-
comes that impact you.

—Blueprint for an AI Bill of Rights

On the morning of October 28, 2018, a Boeing 737 MAX 
aircraft nose-dived into the Java Sea just after taking off 

from Jakarta, killing 189 passengers and crew. Six months later, 
on March 10, 2019, another Boeing 737 MAX crashed into a 
meadow shortly after leaving Addis Ababa. On both planes—
the first flown by Indonesian airline Lion Air, the second by 
Ethiopian Airlines—everyone died, a total of 346 people.

After the second crash, US President Donald Trump immedi-
ately grounded all MAX 737 aircrafts. Two years of investiga-
tions in Indonesia and Ethiopia followed, as well as in the United 
States, where Congress found Boeing to be responsible. The com
pany lost $20 billion directly—in fines, compensation to the fam-
ilies, and legal expenses—and another $60 billion in abandoned 
sales. Boeing’s CEO Dennis Muilenburg resigned after trying 
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repeatedly to defend the plane and the company. The firm’s 
reputation has been significantly damaged.1

A big part of the problem had to do with hiding information, 
deliberately keeping people from finding out the details related 
to the automated software in the plane. Muilenburg’s defense 
was a good example. At first, he said there were no technical 
problems with the plane; then, as the facts emerged, he gave in-
complete or misleading answers. This was just one part of a 
system of “closed boxes,” all involving information that wasn’t 
fully disclosed:

	 1.	 An ambiguous aircraft model. The MAX was a fourth-
generation version of Boeing’s most popular airplane, the 
737. Its release was timed to compete with the Airbus 
A320neo, and Boeing did not promote it as a major new 
product, apparently to streamline the release process. Fly-
ing the MAX was supposed to be no different from flying 
previous 737s.

	 2.	 An unacknowledged software upgrade. The direct cause 
of the crashes was the code inside the new flight control-
ler, the Maneuvering Characteristics Augmentation Sys-
tem (MCAS). This was an automated system that pushed 
the nose down when “angle of attack” (AoA) sensors on 
the plane’s fuselage indicated that its trajectory was too 
high. The company kept the existence of MCAS secret, 
even after the first crash. “We try not to overload the 
crews with information,” the company explained at a 
meeting with pilot union representatives.

	 3.	 Too little and too much documentation. There were two 
AoA sensors installed on the plane, but only one was con-
nected. Few people knew this, and it wasn’t mentioned in 
the plane’s manual.
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A pilot safety warning system with alarms was in-
stalled in the cockpit, alerting pilots to malfunctions. 
Here, there was too much information: a confusing array 
of alerts, different for each 737 model, so that pilots liter-
ally had to look up what they meant while trying to land 
the plane.

	 4.	 Inadequate pilot training. Because the 737 MAX was an 
upgrade, there was no flight simulator training for it and 
only a 56-minute online course—which did not mention 
the MCAS. Boeing improved the documentation after the 
first crash, but it still failed to mention the MCAS. The 
company told the Wall Street Journal that it didn’t want to 
overwhelm pilots with information.

	 5.	 Organizational secrecy. The organizations involved—
Boeing, the US Federal Aviation Administration (FAA), 
and the airlines that had bought the planes—all over-
looked warnings in order to get the plane design in the air 
rapidly at minimal cost. Internal whistleblowers warned 
that MCAS could lead to crashes, and they were ignored.

There was even an MCAS malfunction in the Ethiopian 
plane two days before the crash. However, the pilots ma-
neuvered safely through it, and their notes didn’t fully doc-
ument what had happened or provoke alarm.

Why did the company make these choices in secret? Perhaps 
it had to do with Boeing’s culture, concerns about triggering new 
regulations, embedded internal procedures, or shareholder and 
competitive pressures. Whatever the specifics, corporate logic 
prevailed. Again and again, decision makers opted for the most 
expedient, streamlined options, which generally meant hid-
ing or downplaying anything that might delay the plane’s return 
to the skies. Even after the congressional investigation started, 
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much of the debate had to do with making the plane safe with-
out having to relaunch the whole project.

Ultimately, Boeing did have to recall and then relaunch the 
MAX. Many of us fly on these planes again, trusting that the 
company has solved the problem. The plane has been flown 
since 2020 without mishap. However, all of the damage—to pas-
sengers, the company’s reputation, and its share price—might 
have been avoided if Boeing had been more open about its tech-
nology and the training needed to master it.

Inside the Closed Box

The term closed box is increasingly used to describe Triple-A sys-
tems that are unavailable for scrutiny.2 It is replacing the term 
black box, which also refers to the flight recorder that gathers 
data for reconstructing events after an airplane accident—a 
completely different meaning.

The alternative to the closed box is explainable AI—also 
known as transparent or “open source” AI. These open systems 
keep the logic and purpose of the software accessible to stake-
holders affected by it, so they can question and critique it when 
necessary. When the inner workings of an algorithmic system 
are visible to outsiders, it elicits trust in the software system and 
the company.

“Your deep learning model may not be explainable, 
but you can make it transparent to everyone or 
select groups, to verify it and reproduce the results. 
That’s how you develop trust.”

—Anand Rao
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“Your deep learning model may not be explainable,” says 
Anand Rao, global artificial intelligence lead at PwC, “but you 
can make it transparent to everyone or select groups, to verify 
it and reproduce the results. That’s how you develop trust.”3

The most likely reason for closed-box systems is what soci-
ologist and Columbia University professor Diane Vaughan calls 
“structural secrecy”: the innate tendency of government and 
business to keep their activities hidden from view, even when 
there are benefits in revealing them. According to Vaughan, the 
ongoing practice of segregating knowledge can become habitual. 
If fewer people can make informed decisions, then this reduces 
the organization’s ability to detect and deflect problems. For 
instance, only a few people knew about Boeing’s 737 missteps. 
The rest of the company could not help if they did not know 
what was happening.4

Structural secrecy and its closed-box systems naturally affect 
the internal investigative and disclosure practices that compa-
nies put in place to manage reputational fallout. University of 
Virginia law professor Kimberly Krawiec, who conducted an 
in-depth review in the early 2000s, concluded that most of these 
investigations are “cosmetic compliance,” designed to obscure 
the details rather than reveal what happened.5

Some of us are introduced to structural secrecy as employ-
ees. We discover that there’s a system in the company that we 
don’t understand—perhaps one that is tracking our own move-
ments or assigning promotions or rewards based on data gath-
ered about us. We aren’t sure whether to question it. Some may 
be cut off from a social media site or be denied access to credit 
based on corporate policies we don’t understand. We might have 
had a feeling of being in control before, but now it’s clear how 
little real control we have. The closed-box nature of the orga
nizational system is a major reason why.
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A Cog in the Dilemma

If your movements were being tracked at work and you wanted 
to keep your job, would you avoid taking bathroom breaks? Now 
imagine you were being penalized and your only clue was that 
your manager asked you why you spent so much time in the 
bathroom. That’s the situation that Amazon workers faced at the 
company’s Staten Island warehouse in 2022. Amazon tracked 
its packages and workers using the same radio-frequency hand-
held scanners. That data was integrated into an automated sys-
tem that calibrated worker movements against the company’s 
expectations using a metric called time off task (TOT), and man
agers were pressured to reprimand workers who slacked off 
compared to others. This information might never have come 
to light if it weren’t for a labor dispute at a recently-unionized 
Amazon warehouse in Staten Island, which led to documents 
being filed with the National Labor Relations Board.6

The warehouse workers were also unknowingly forced to 
compete against one another. On every shift, the employee with 
the highest TOT score was labeled a “top offender” by the sys-
tem. Even if everyone performed impeccably by Amazon’s stan-
dards, there was always at least one person reprimanded by a 
supervisor. Because the tracking records were concealed, no one 
knew how much TOT they were racking up. Some refused water 
and bathroom breaks just to avoid possible TOT. Though Ama-
zon is the second largest employer in the United States as of 
2022 and its productivity policies affect hundreds of thousands 
of workers, it does not openly reveal the algorithms or data pol-
icies underlying the TOT tool—not even to employees.

Nor is Amazon the only culprit. A New York Times report in 
August 2022 documented at least a dozen other companies with 
similar practices, including UnitedHealthcare, JPMorgan Chase, 
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Barclays Bank, the Kroger supermarket chain, and many others. 
The monitoring software was often incorrect. People were tagged 
as idle when away from their desks talking about work prob
lems. Though some companies allowed people to question the 
outcomes, it was generally discouraged. The stress of structural 
secrecy led a number of people to quit.7

Many of these tracking algorithms reflect the tech industry’s 
liking for secrecy. When we met up with AI systems executive 
Casey Cerretani in New York in the summer of 2019, he was 
matter-of-fact about it. He sees the same dynamic job after job 
in Big Tech. He will be hired to drive a major software project 
designed to solve a complex problem. The coding job is broken 
down into more than 100 microtasks, with a team assigned to 
each, and projects are given names like “Maven” or “Dragonfly” 
that deliberately hide their nature. Staff members receive infor-
mation on a strict need-to-know basis, depending on their silos. 
There is no single “source of truth” that gives everyone a sense 
of the whole system.

Inevitably, says Cerretani, concerns about ethics surface. “But 
no individual coder can raise a compelling warning flag,” he 
says, “because very few people understand how the algorithms 
fit together or what they can do. And each of those slices of the 
pie are so small. There’s a handful of people that see this larger 
context.”

Those who see the larger context are often discouraged from 
acting on it. “At one company,” Cerretani recalled, “there were 
some dissenting engineers attempting to course-correct within 
their organizational roles. When that proved unsuccessful, they 
tried again, and again. It became a volatile situation, and it put the 
company in a position where it had to put in rules that said 
nobody could ask too many questions. That left people feeling 
disillusioned.”8
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Why do companies persist in structural secrecy, even at the 
expense of their high-value tech employees? The habit of struc-
tural secrecy is difficult to break. There is also a deliberate dis-
engagement factor. Business leaders want to “behave harmfully 
and still maintain a positive self-regard and live in peace with 
themselves,” writes psychologist Albert Bandura. “They do so by 
disengaging moral self-sanctions from their harmful practices. 
These psychosocial mechanisms of moral disengagement oper-
ate at both the individual and social system levels.”9

The opacity of these systems is directly linked to the harm they 
do. Cathy O’Neil, author of Weapons of Math Destruction, has 
built a career around tracing that harm. “[Algorithmic] verdicts 
land like dictates from the algorithmic gods,” she wrote. “The 
model itself is a black box, its contents a fiercely guarded corpo-
rate secret. . . . ​[AI systems] are, by design, inscrutable black boxes. 
This makes it extra hard to definitively answer the question: 
Does the model work against the subject’s interest? Is it un-
fair? Does it damage or destroy lives?”10

Explainability is a prerequisite for trust. If the system can’t tell 
you why it made the decision in the first place, how can you ever 
hope to push back against it and say, Hey, I’m innocent? Without 
that ability, if you get sentenced by an algorithm, you can’t push 
back. You can’t trust a system that you can’t challenge with confi-
dence. Explainable systems are a matter of human dignity, of hav-
ing a voice in the kinds of decisions that are being made about us.

The XAI Way

Explainable AI (XAI) draws on a long tradition of explainable 
software. The open-source movement has been active since the 
1960s. Unix, Linux, and Netscape Navigator were influential ex-
amples of the open-source concept, which was formalized in 
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1998 with the founding of the Open Source Initiative. Under 
this model, source code is not just published but made available 
for comment, adaptation, and uses that were not originally antici-
pated. It allows software development to build on the talents, con-
tributions, and critique of millions of programmers. Wikipedia 
and Quora exist in part because of their open-source ethics.11

A team of researchers from the Defense Advanced Research 
Projects Agency (DARPA) studied the concept of XAI between 
2015 and 2020. They interviewed or observed more than 12,700 
XAI users. They found that when the projects created explana-
tions that people understood, the “additional supervision” of 
having more observers and questioners tended to correlate with 
more accurate representations of the world.12

The purpose of XAI is not to have explainability for the sake 
of explainability; rather, it is to help people assess whether the 
system is reliable. Nontechnical people in particular need to 
know if the guidance from a Triple-A system makes sense. They 
need knowledge about its provenance and its assumptions to 
challenge it meaningfully.13

A truly explainable system is open to different levels of ex-
plainability: one for technical people, one for the C-suite, one 
for auditors, one for lawyers, one for regulators, and one for the 
public. Stakeholders may overlap, but each group needs its own 
type of explanation because different people understand com-
plex technologies in different ways.

Secrecy in Plain Sight

When an algorithm scours millions of images to learn to recog-
nize a cat, it can still only identify a cat about 85 percent of the 
time. In contrast, by the time children are three, they can rec-
ognize a cat 98 percent of the time. They can even identify the 
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cat in Tom and Jerry, an animated series. The child is much more 
consistent than the algorithm. Moreover, neither the algorithm 
nor the toddler can explain the logic involved. Neither has a hy-
pothesis about what correlations might appear.

From this perspective, machine learning is like the toddler. 
No matter how much you ask it to explain itself, it can’t. Reasons 
for outcomes are generally mysterious, even to the teams who 
write the code and design the system. Many tech companies 
simply optimize algorithms to extract data to see what emerges 
and what they can monetize from it. They regard explanations 
and documentation as a form of “overengineering”: the addition 
of unnecessary frills that don’t really have a purpose.

In the context of Triple-A systems, even if the source data ac-
curately reflects the population of interest and is reliable, valid, 
complete, and chosen without selection bias, the models may 
still need to be questioned.

“People are being rounded up based on algorithmic 
predictions in which the algorithms were trained 
to take into account both historic data and a 
bunch of woefully negative assumptions about 
minorities.”

—Tymon Mattoszko

As Tymon Mattoszko, a systems engineer who has been work-
ing in the field for 20 years, puts it:

You have no idea what machine learning processes will output 

because of the complexity inside the closed box. For example, in 
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predictive policing, the system takes data sets on race, zip code, 

age, sex, education, and several unknown variables, weighted in 

some obscured order of worth, which cannot take into account 

the context of the people that the data is meant to be describing, 

and uses [it] to ultimately make predictions about them. People 

are being rounded up based on algorithmic predictions in which 

the algorithms were trained to take into account both historic 

data and a bunch of woefully negative assumptions about mi-

norities. But just because you are a Black male teenager living in 

a poor neighborhood doesn’t make you a criminal.14

In other words, correlation is not causation.

Documentation and Explainability

In 2016, the DeepMind Challenge Match between Alphabet’s 
AlphaGo and human Go grandmaster Lee Sedol made head-
lines around the world. AlphaGo moved in a way that sur-
prised Sedol, and the computer won the challenge. Nobody 
could explain how AlphaGo made its moves, and to try was 
futile.15

Triple-A systems have decidedly nonhuman ways of perform-
ing tasks, which, in some cases, work better than what humans 
might do. For example, these systems may be expert at learn-
ing and detecting patterns that get humans stuck in suboptimal 
solutions, and they may act on this knowledge in a way that 
humans would not even consider.16

Some argue that we shouldn’t even try for explainability. 
“People can’t explain how [AI systems] work, for most of the 
things they do,” says Geoff Hinton, a cognitive psychologist and 
computer scientist at the University of Toronto and Google. “If 
you ask them to explain their decision, you are forcing them to 
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make up a story. Neural nets have a similar problem.” Therefore, 
he argues, software should be solely judged on its outcomes; if 
it is shown to do harm, stop. Having lawmakers and regula-
tors seek documentation for AI systems “would be a complete 
disaster.”17

On the other hand, without clear documentation, it is often 
difficult to prove that the system has done harm. For example, 
credit bureaus may favor one neighborhood over others in as-
signing credit scores, or a court may refuse parole based on a 
predictive algorithm. You can infer from those outcomes that 
the software system is negatively biased toward some groups 
or deliberately harmful. But you still can’t say definitively that 
the software was responsible or prevent the same thing from 
happening next time by fixing a flaw in the code.

The drive for responsible AI has intensified the call for more 
viable comments in source code so that stakeholders can trace 
the logic of the algorithm and the business logic underlying it. 
But that still doesn’t clarify what assumptions were made in the 
process.

The Best Conclusion, Not the  
Right Conclusion

At the beginning of our interview with serial tech-preneur 
David Bankston from his home in Naples, Florida, he turns to his 
laptop and types “black man” into the search bar. He has done 
this before. He already suspects what the first result after the 
ads will say. Sure enough, it’s a link to an article about a study 
from Stanford Law School asserting that if women of color want 
to be successful, they should marry Caucasian men.18 If you 
were to click through to the article and read it, you would see 
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its true purpose: to score points against prominent politicians 
who have done this.

One early reviewer of The AI Dilemma read the paragraph 
above and typed in the same words to see what results he would 
get. Unsurprisingly, he got a different top link—most likely 
because he is Caucasian.

Why would this Stanford paper be featured, let alone in-
cluded, in the top results sent to David—an African Ameri-
can man himself, whose query doesn’t mention marriage, 
Black women, white men, or politics? His explanation lays to 
rest any illusion you might have that search engines are 
values-neutral.

“Simply put,” he said, “BERT [Bidirectional Encoder Represen
tations from Transformers, the natural language processing 
software underlying many search engines] is designed to inter-
pret what you type, in context. Context is critical to reaching the 
best conclusion. Notice I say the best conclusion, not the right 
conclusion. The downside to all of these technologies is that they 
need to be trained first before deploying. BERT is not fully 
trained yet, and it’s taking in all the wrong data to interpret the 
context correctly.”19

Very few people share David’s level of awareness. As a tech 
entrepreneur with a degree in computer science, who works 
with corporate and governmental clients, he is aware of how 
biased search engines are. Even when searches insult people, 
deliver ads instead of ideas, or fail to yield results, many of us 
don’t stop to question the quality of our search results. We also 
tend to dismiss or ignore the implications of BERT’s personal-
ization. Results reflect each user’s individual profile, based on 
past searches and other data that the search engine has gath-
ered from hundreds of millions of people. We have no idea how 
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those variables are weighted and normalized across the whole 
of the data set.

Google’s search algorithm, built on top of open-sourced BERT, 
is a closed box and a major competitive advantage for the com
pany. Moreover, Google keeps changing its search algorithms—
more than once a day on average—so that users can’t game them. 
In other words, even though visibility into the BERT algorithm 
exists, that doesn’t provide visibility into search outcomes.20

Explainability and Data

The techniques for explainability will continue to evolve. The 
benefits are becoming apparent to all four of the logics of power. 
Business leaders get a clearer idea of what they are doing and 
what they can do. Government regulators understand what they 
are regulating and why. Engineers and social justice activists 
have been driving the open-source movement.

Of course, use cases vary. In researching this chapter, we 
learned about several different approaches for documenting or 
auditing algorithmic systems. We opted not to catalog them; 
they are continually changing, the value of any approach var-
ies by situation, and there are better places to learn about them.21

It is always important that the people affected adversely by a 
Triple-A system be able to obtain an understanding of what 
happened. For example, in the Boeing case, it isn’t enough to 
know about the programming of the MCAS, the gathering of 
the sensor data, or even the training of the pilots. You have to 
be able to understand the whole sociotechnical system—why it 
was set up that way, what risks were involved, and how all that 
led to the crashes. You have to open the closed box of the whole 
system.
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“AI should always be a teacher,” says physicist 
Marka Szabolcs, “and never an overlord. Mapping 
explainable systems is insufficient. We need to 
understand why and how they do what they do.”

Reconciling the four logics requires not just access but 
thoughtfulness: a frame of mind in which you are willing to ex-
plore technological, human, and organizational behavior and 
how they interrelate.

“AI should always be a teacher,” says physicist Marka Szabolcs, 
“and never an overlord. Explainable systems are systems we un-
derstand. Mapping them is insufficient. We need to understand 
why and how they do what they do. A lean and fully understood 
system inevitably leads to better speed, safety, and less energy 
waste.”22

When we talked to Alan Morrison about this, he agreed 
and recalled his days as a young intelligence analyst in the 
United States Navy. Morrison is a bespectacled and kindly re-
searcher, analyst, and forecaster focusing on advanced digital 
technologies. His writing has made him one of the top-ranked 
contributors to Quora. “I was collecting data about planes,” he 
recalls. “We would be very systematic about the whole data 
life cycle and every format in the collection environment: im-
agery, voice traffic emissions, electronic emissions, and any 
aspect of human intelligence. People in a central office put all 
this together for analysis. There were transcription and ar-
chiving systems.” Through that meticulous effort, he says, they 
gained a deep understanding of the data, its provenance, and 
the potential risks.
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More recently, he has worked with multinationals and says 
he misses the deliberate approach that he learned in the Navy. 
“I don’t see us collecting the right data inside businesses. We’re 
not managing according to the data life cycle. We’re not using 
scalable methods like knowledge graphs to help us. Business-
people do some small things to track data, but the big picture is 
escaping most.”23

In the next chapter, we will see how Triple-A systems collect 
data, what they do with it, and how it affects us when it is ana-
lyzed and monetized. If you owned your personal data, how 
would it affect your relationship to it and to those around you?

501-115015_ch01_5P.indd   60501-115015_ch01_5P.indd   60 26/04/23   7:03 AM26/04/23   7:03 AM



C H A P T E R   4

Reclaim Data Rights 
for People

You should be protected from abusive data practices via 
built-in protections, and you should have agency over 
how data about you is used.

—Blueprint for an AI Bill of Rights

Talent is randomly distributed across society, but opportu-
nity is not. Data can be used as an alternative way to qual-

ify people for jobs, replacing the biases that underlie many 
hiring decisions.1 When the Covid-19 pandemic started, Cathe-
rine Booker was looking for a job. She had graduated from col-
lege in 2019 with a degree in intercultural communications 
and Spanish. She wanted an engaging and fulfilling career, and 
she thought she might learn to code. There was only one prob
lem: as a young woman of color who had never taken a com-
puter science or engineering course, Booker didn’t fit the profile 
of people who software teams typically hire.
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Data can be used as an alternative way to qualify 
people for jobs, replacing the biases that underlie 
many hiring decisions.

She saw an ad from a Baltimore-based company called Cata-
lyte with an unusual offer. They would train her to code for free 
if she passed their online test. The test contained puzzles and cal-
culations, like the math part of a Scholastic Aptitude Test [SAT]. It 
didn’t just collect her answers—it monitored how she answered: 
her speed and the order of her movements. In other words, it was 
collecting a key component of her personal data: her online be
haviors, aptitudes, and areas of interest. Instead of using this 
data to categorize her or sell to her, Catalyte was using it with her 
awareness and full cooperation, to help her get employed.

The SAT-style tests showed that she did indeed have the com-
bination of acumen and interest that indicate innate program-
ming skills. That qualified her to join Catalyte’s half-year-long 
immersive “boot camp” training program, where she learned to 
code in Python and other languages. After she finished, she in-
terviewed with Bloomberg, which was a Catalyte client, and 
began a one-year contract with them. They ultimately hired her 
in a career-track position. Without this use of her data, she would 
never have known about the job, and she might not have dis-
covered her affinity for it.2

Catalyte hires and trains coders from a wide variety of 
backgrounds—including from the liberal arts like Booker, and 
many people from underinvested communities. On average, 
these recruits produce code faster with fewer errors than gradu
ates of traditional university computer science programs.
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Another firm, Arena, places people in clinical, administrative, 
and managerial roles for healthcare providers. It uses their be-
havioral and other personal data, analyzed with machine learn-
ing, to identify where they will fit well. Turnover was a major 
problem in healthcare even before Covid-19. The turnover rates 
for Arena recruits are much lower on average than people who 
come in through ordinary recruiting processes. Its machine 
learning system is deployed into healthcare providers whose ap-
plicants represent about 3.7 million unique applicants per year, 
or about 17 percent of the US healthcare workforce.3

In financial services and mainstream business, a nonprofit 
called Opportunity@Work uses data to successfully place people 
without college degrees in “gateway jobs,” such as customer ser
vice representatives or first-line supervisors. These jobs lead to 
higher-paid professional positions such as bank loan officers or 
operations managers.4 In education, a start-up called Amira 
Learning collects data by asking children aged 5 to 10 to read 
aloud and assigns them targeted AI-based tutoring.5

In all these use cases, personal data is the key element in by-
passing the various biases of conventional recruiting. It turns 
out that for many jobs, formal education is not the best predic-
tor of success.

Many of us are aware that personal data can be aggregated 
to constrain or take advantage of us. The reality of using it to 
help people by qualifying them—and thus bypass conventional 
ways of qualifying people—is harder to accept. For example, 
many of Catalyte’s clients do not acknowledge publicly that they 
have star software employees who came in without computer 
science degrees.

The first such client to speak out publicly was Nike. In 2011, 
Nike hired a team of Catalyte software engineers for its Fuelband 
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wearable. The team stepped in at the eleventh hour, delivered 
on time, and aced the demo at the product launch.

The director of Nike’s digital platform took them all out for 
drinks to celebrate. She asked where they had worked before, 
expecting them to name tech companies. The first coder had 
worked at Taco Bell. The second at a gas station. The third had 
held odd jobs, like raising dogs to chase geese. The fourth, who 
had a degree in theoretical physics from China, hadn’t been able 
to land a position in the United States at all. Yet they had all 
succeeded on a project where Nike engineers had failed. From 
that point forward, Nike was much more prone to work with 
people who had been verified with similar data-driven ap-
proaches.6

The point of this story is not about Nike, Catalyte, or any par
ticular company—or even about recruiting. It is about the use 
of personal data. In these cases, personal data is used for invest-
ment in people: in improving their lives and situation. While 
the algorithms are typically kept confidential, everyone knows 
what data has been collected about them. People like Catherine 
Booker can raise questions if they feel they have been misrep-
resented by their behavioral data, and groups like Catalyte will 
recalibrate accordingly. These recruiting systems, to some extent 
at least, have reclaimed data rights for people.

Privacy Not Included

Now consider how most companies collect and use personal 
data. By personal data, we mean information that can lead to 
the identification of a person like you, or can provide sensitive 
information about you to others. Depending on the jurisdiction, 
personal data includes names, identification numbers, locations, 
and physical, physiological, genetic, mental, economic, cultural, 
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and social attributes of the person. Information about us captured 
through audio or video recording, including security cameras 
and surveillance devices, are also included in the definition. 
Even the biometric data that unlocks our phones and authenti-
cates our identity is part of the personal data mix.7

It is important to note that even anonymized personal data, 
stripped of names and ID numbers, can be used to link back to 
us. Researchers from the University of Texas identified individ-
ual people by name from an anonymous database of Netflix 
movie ratings.8 This reidentification can happen with as little 
as two data sets: in this case, movie-watching history and an 
IMDb database of reviews. The combination of personal details 
that give data analytics its predictive power also makes it intru-
sive. Two or more random data points, even if data sets are 
“sanitized”—stripped of direct identifiers—can be combined to 
identify any one of us.

We are all vulnerable to the exploitation of our 
personal information. We are what we reveal.

We are all vulnerable to the exploitation of our personal in-
formation. We are what we reveal. If someone has never met you, 
your online presence based on your personal data makes the 
first impression.

That’s one major reason Triple-A systems tend to lead to a loss 
of real control over your data trails. We cannot control the per-
sonal data that organizations collect about us. Nor can we con-
trol what happens to it or how it is used. One place where 
organizations can start building trust is by building transpar-
ency in the collection and use of training data. Knowing and 
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trusting a data set can lead to trusting the system trained on it. 
Vulnerable populations lack trust, and with good reason, since 
training data has been uneven and not diverse enough to repre-
sent the populations of interest.

Behavioral Surplus

Journalist and entrepreneur John Battelle has long been inter-
ested in the risks associated with personal data. In 2019, he and 
a team of data scientists at Columbia University’s School of In-
ternational and Public Affairs analyzed the data-harvesting 
practices of several Big Tech companies. They developed data 
visualizations to show the range and density of activity and dis-
covered a few surprises. “In our research we found that Apple 
collected, or had access to collect, as much if not more data as 
Google and Facebook,” Battelle told us.9

The terms of service of most popular apps and devices offer 
little protection. In a report titled “Privacy Not Included,” the 
Mozilla Foundation behind Firefox has publicly evaluated these 
agreements since 2017 to see how personal information is 
treated. The protections for users’ data simply aren’t there.

For example, Mozilla found that the apps people turn to for 
counseling are what project lead Jen Caltrider called “exception-
ally creepy. They track, share, and capitalize on users’ most in-
timate personal thoughts and feelings, like moods, mental state, 
and biometric data.”10

The same is true for prayer apps that record people’s prayers. 
More recently, the Mozilla Foundation’s report evaluated apps 
that women use to track ovulation cycles. These apps have sim-
ilarly poor scores for guaranteeing that the data won’t be shared 
with, for example, law enforcement or advocate groups.
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Mozilla ended up sending queries to 18 of the 25 mental 
health, prayer, and women’s health apps that the project evalu-
ated. The queries asked about their data misuse. Only a small 
percentage of the app producers responded.11 They are, of course, 
only a tiny fraction of the apps gathering data all the time.

Much of this type of data is what Shoshana Zuboff calls “be-
havioral surplus.”12 It captures more than just purchasing records 
or online activity. It reveals intimate details about location, age, 
profession, lifestyle choices, past travel, health, credit scores, 
habits, and preferences. This granular data is used as fuel for 
predictive algorithms. It can be monetized to create targeted ad-
vertising with predictive capabilities. It may also be used in more 
problematic ways.

This Is Not a Game

At the 2022 Winter Olympic Games in Beijing, all visitors, ath-
letes, dignitaries, and press were required to download a 
government-sanctioned app on their phones or else they could 
not enter.13 The app, called My2022, was officially mandated as 
part of the country’s protection against the Covid-19 virus. How-
ever, the app went far beyond vaccination verification, contact 
tracing, or social distancing. It automatically recorded and re-
tained all of the user’s contacts, social media posts, emails, Inter-
net browsing, and other personal information. As a result, 
Bloomberg reported that other countries’ governments told the 
athletes and team staff to leave their phones at home and to use 
a burner phone instead, to dodge spying.14

New cases of systematic personal data misuse continue to 
emerge into public view, many involving covert use of facial rec-
ognition. In December 2022, MIT Technology Review published 
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accounts of a long-standing iRobot practice. Roomba household 
robots record images and videos taken in volunteer beta-testers’ 
homes, which inevitably means gathering intimate personal and 
family-related images. These are shared, without testers’ aware-
ness, with groups outside the country. In at least one case, an 
image of an individual on a toilet was posted on Facebook.15 
Meanwhile, in Iran, authorities have begun using data from fa-
cial recognition systems to track and arrest women who are 
not wearing hijabs.16

There’s no need to belabor these stories further. There are so 
many of them. It is important, however, to identify the cumula-
tive effect of living this way. We lose our sense of having con-
trol over our lives when we feel that our private information 
might be used against us, at any time, without warning.

At the same time, many of us treat our personal data as if it 
has little value. We agree to online terms of service without read-
ing them. We know that personal data is extremely valuable. 
Companies spend a lot of money gathering it, aggregating it—
and protecting their rights to it. Yet it’s too time-consuming and 
confusing to protect our own. We need to change the dynamic. 
The legal agreements and fine print give us the illusion of con-
trol. Let’s explore what can be done to gain genuine control.

A Crash Course Called #WeTheData

In 2012, Juliette cofounded, along with 50 data scientists and In-
tel Labs, a project that illuminated how personal data is used and 
abused. She also received a crash course on the benefit of sharing 
personal data to solve the world’s greatest challenges. At the time, 
she was a TED mentor, working with others in the TED commu-
nity. Intel Labs asked TED fellow and ecologist Eric L. Berlow 
to map the global ecosystem of personal data. He then invited 
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Juliette, data artist David Gurman, and branding expert Emily 
Aiken to help answer the research question: What kind of per-
sonal data is collected around the world, and how is it used?

A few years earlier, Intel had launched its “Data Economy Ini-
tiative,” a multiyear study with the goal of finding ways for 
people to benefit more completely from the use of their personal 
data. For instance, if individuals’ health data, shopping habits, 
and behavior online could be tracked and analyzed together 
over time, this might provide insights around the economics of 
climate change mitigation or help prevent a pandemic. What 
would it take to set up systems that would allow personal data 
to be used in such beneficial ways?17

Juliette had already come to understand the link between 
personal data and identity, and at her suggestion the project, 
originally called the “Vibrant Data Project,” was renamed WeThe-
Data. They sought out experts in related fields—computer sci-
entists, data scientists, anthropologists, investors, and software 
experts, including Internet legends John Battelle and Kleiner 
Perkins partner Bill Joy. They filmed interviews with the ex-
perts, asking for their observations about the data ecosystem. 
Amelia Rose Barlow—who worked on the project as a producer—
invited her father, John Perry Barlow of the Electronic Frontier 
Foundation (EFF), to participate. “[The EFF] spends a lot of time 
trying to get organizations not to retain data that isn’t neces-
sary for assuring identity and maintaining convenience of 
transaction, but that’s getting to be very difficult to do,” he said 
in his interview. “I think what everybody wants is sufficient 
control over their personal data so they don’t feel compromised, 
so their identity is not easy to steal, and they’re not a target for 
endless marketing.”18

The WeTheData team brought these same people together in a 
conference and again in workshops to discuss their ideas in 
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detail. They mapped the relationship between their insights and 
then consolidated them into key points. Two of these key points 
stand out for us.

First, anonymization was important. If personal data was cap-
tured, the identity of each individual could be revealed. This 
was problematic, especially in countries whose citizens were 
under constant surveillance.

Second, the use of personal data was monetized by the compa-
nies that collected it or by third parties like data brokers. These 
companies were the only entities that seemed to have control. 
Everyone else, including the regulators and individuals involved, 
had no influence over how the data was used, and nobody but 
the companies that gathered it could access it or earn any money 
from it. At the time, the most visible benefits of personal data 
were through companies like Groupon, which pooled similarly 
minded people to get discounts on purchases. If firms could 
make money this way, why couldn’t we, the people who pro-
vided the data in the first place? For instance, why couldn’t we 
direct companies like Groupon, or Facebook and Apple for that 
matter, to pay a percentage of the money they made from per-
sonal data back to users?

Trust, Infrastructure, Access, Literacy

After the research phase ended, the WeTheData team continued 
the conversation in various ways, asking for peoples’ insights 
and experience. Their work was featured in a discussion on per-
sonal data at the World Economic Forum in 2011. Juliette kept 
leading the community back to the core question: What would 
it take for people to truly be in control of the data we generate 
instead of the other way around?19
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By exploring what would be required for us to take back con-
trol of personal data, our research team yielded four key prereq-
uisites or grand challenges. If they weren’t nourished in the 
larger ecosystem simultaneously, then far fewer people in the 
world would have a real say on how their personal data is used.

The four grand challenges are as follows:

	 1.	 Digital trust. People need confidence that they will not be 
betrayed by the use of their devices. For example, if you 
allow your phone to unlock with facial recognition or 
fingerprint biometrics, can you trust the companies in-
volved to keep your facial and fingerprint data protected 
even if there are security breaches?

	 2.	 Digital infrastructure. In your community, do you have 
electricity? Do you have the infrastructure for high-
bandwidth Internet that is connected to the world and the 
devices with which to explore online?

	 3.	 Digital access. If a group is restricted from using the sys-
tem while another group is not, then there is a disparity in 
digital access.

	 4.	 Data literacy. Could you query a data set? Could you ques-
tion conclusions that you saw in a report by looking at 
the source data? Can you tell when outcomes are skewed?20

WeTheData also found that more than 95 percent of the per-
sonal data gathered in the world was—then and now—managed 
by companies that were monetizing it through advertising and 
promotion. Some companies, like Facebook with Cambridge An-
alytica, would sell or give away data for use in political cam-
paigns. A few countries, like Finland, had systems that allowed 
people to manage their own data and monetize it through their 
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bank; Finnish and Estonian healthcare systems could also share 
personal data across their border.21 Keep in mind these are high-
trust societies. Other countries were beginning to collect data 
and giving people no control over it at all.

Here we are about 10 years later, and the situation hasn’t 
changed. Tech companies are still gathering more data than ever 
about all aspects of human, machine, and organizational behav
ior. Companies are still exploring novel ways to use it, with few 
controls. The largest effort to regulate this data free-for-all, the 
European Union’s General Data Protection Regulation (GDPR), 
has halted some abuses. It is no longer legal in Europe to spam 
people with unsolicited emails, and this has become the norm 
in many other parts of the world. In the United States, the Health 
Insurance Portability and Accountability Act (HIPAA) has also 
established guardrails against some misuse.

Nonetheless, the basic asymmetries of power remain. Com-
panies and governments gather personal data. The cost of gath-
ering it is low, and people have little or no say in how it is used 
or aggregated. The economic value of personal data varies by 
individual. If you are a middle-class person in a wealthy com-
munity, a social media or e-commerce firm might sell your data 
for about 50 cents. If you are searching for vacation informa-
tion, getting a divorce, or coping with a health problem that re-
quires medication, your data might be worth more. The data’s 
value depends on how your personal characteristics are ranked. 
Finally, much of the data about you that is sold is probably out 
of date. One 2019 estimate suggested that the average Facebook 
user’s data was worth $2/month to the company. It might have 
changed since then. The Financial Times data value calculator, 
still active today, was published back in 2013.22
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Penny for Your Data?

Many people will be talking about data privacy over the next 
few years. The core issue enabling the right to privacy is data 
rights: the ability to control who sees information about you, 
how it is seen, and how it is used. The European Data Protection 
Board fined Meta €390 million in January 2023 for not giving 
its users clear options for regulating the data collected about 
them, and other cases will probably follow around the world.23

Even now, however, it is not clear what data ownership means. 
One key measure of your level of control is whether you can be 
paid for the use of your personal data.

Suppose every company that collects personal data about you 
had to pay you for it. One place where we may see this is with 
Web3 technology, using blockchain to manage the details. Mo-
bileCoin, a cryptocurrency start-up founded by CEO Joshua 
Goldbard, is set up as this type of privacy-focused payment plat-
form.24 The idea is to protect user data and computations.

“There are enough systems in place,” says AI and cloud solu-
tions architect Sean Gayle, “to monetize personal data back to 
the individual. You could set it up to tax the largest companies 
so that they can pay the freight and use the money to address 
larger issues like climate change.”

Gayle also says that the legal and regulatory climate may be 
shifting to make control of personal data more feasible. “Balanc-
ing the marketing outcomes of collecting and using PII [person-
ally identifiable information] with the regulatory, compliance, 
and governance aspects of collecting, storing, and using an in-
dividual’s personal data is a slippery slope,” he told us. “It has 
brought many large brands to their knees and resulted in huge 
payouts as fines for the mishandling, misuse, and even abuse 
of the data.”25
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Anand Rao, global artificial intelligence lead at PwC, suggests 
a framework for data rights and payments. This framework is 
based on the concept of fractional ownership—of using block-
chain to make the interchange of data rights relatively seamless, 
backed up by government regulation. He proposes a group of 
data banks, established to monitor who gets to use data, for what 
purpose, and for what duration.

“I should be able to tell an insurance company that they can 
analyze my health record,” he suggests. “They can use it to quote 
me a life insurance policy. But I don’t want them to keep a rec
ord, and they must delete it after one week.”

“Pick a vector. Climate change, human trafficking, 
you could pick any of these atrocious situations 
that we’re facing as a global community and then 
identify and hold accountable companies that are 
directly or indirectly aiding and abetting some of 
those. From there, you do not sell software to 
them. Ever.”

—Casey Cerretani

Casey Cerretani—the executive with experience developing 
software, hardware, and consumer products in small and large 
enterprises and nonprofits—also agrees that people should be 
paid for their personal data when it is monetized. Moreover, 
he sees a world in which we would also use aggregated data 
from society and the predictive power of Triple-A systems to 
benefit the world, not just to sell more products and services. 
“Pick a vector. Climate change, human trafficking, you could 
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pick any of these atrocious situations that we’re facing as a global 
community and then identify and hold accountable companies 
that are directly or indirectly aiding and abetting some of those. 
From there, you do not sell software to them. Ever.”26

Perhaps in the future we will each have a trusted personal 
AI that looks out for us by mediating these relationships behind 
the scenes. Questions about the value of data might fall to these 
data banks or to these personal AI systems; they may keep track 
of how much companies are paying for different data packages 
that your data is involved in. As tech innovator Jaron Lanier, 
economist E. Glen Weyl and others have proposed, the role of 
data provenance could be handled by “mediators of individual 
data,” volunteer organizations similar to labor unions. Lanier 
and Weyl estimate that some individuals could earn $20,000 
from their data per year.27 Government agencies could oversee 
the process, as they oversee banks today. “Money is important 
enough to be regulated,” Rao says. “Why shouldn’t data be the 
same?”28

If you could monetize your data somehow, what would you 
expect to earn per year? In her research at Columbia University, 
Juliette asked this question of hundreds of people in the United 
States and Finland. The most common reply was that the an-
nual amount should roughly equal what they spent playing on-
line games and on their subscriptions to online media like 
Netflix, Amazon Prime, and Apple TV.29

In chapter 5, Confront and Question Bias, we will explore why 
companies and sometimes governments, even when they es-
pouse egalitarian values, consistently put biased processes in 
place.
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C H A P T E R   5

Confront and Question Bias

You should not face discrimination by algorithms, and 
systems should be used and designed in an equitable 
way.

—Blueprint for an AI Bill of Rights

Solutions architect Sean Gayle is one of the inventors of the 
EZ-Pass. His machine learning skills are self-taught; his de-

gree from a historically Black college is in psychology. He says, 
“The problem with bias in machine learning is GIGO: garbage 
in, garbage out. For example, I worked with one large company 
that used machine learning to determine people’s ages from 
their faces. Invariably for the Black faces, they got the ages com-
pletely wrong—by decades. The problem started with the hun-
dreds of thousands of images that were entered into the system 
as input. They were white corporate people, from highly edu-
cated backgrounds. They didn’t have enough examples of 
people’s faces from more diverse backgrounds.”

Voice recognition is similarly biased. Gayle uses a different 
voice for different AI applications. To operate his navigator app 
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in his truck, for example, he uses what he calls his “insur-
ance salesman voice,” which is a voice devoid of Black culture 
or references.

When he gives us an interview, however, he naturally reverts 
to the voice and expressions he uses with his fraternity brothers. 
When he uses this voice, the AI-based transcription app we used 
for this book had a perceptibly lower accuracy rate than it did 
with his salesman voice or other Caucasian-sounding voices. So 
did a person we asked to check on the AI’s work. She misidenti-
fied many of Gayle’s expressions.

Gayle explains that most machine language systems have a 
natural language processing capability that is daisy-chained 
with voice recognition capability. For the machine to detect the 
words, or even something as simple as the person’s gender, you 
have to teach these two systems not just about different pitches 
and sounds but about the social contexts that affect the way 
people speak.

“Engineers who [train the machines] are not necessarily the 
most socially adept humans in the world,” Gayle explains. “You’re 
asking them to be able to open their minds up to stuff that they 
don’t experience in the real world. So they’ve baked that limited 
view of the world into the system they’re working with.”

Gayle has worked in the field of machine learning for 20 years. 
“But no matter how I try, I can’t fully blend in. I still hear col-
leagues tell me: ‘I’m amazed you know as much as you do. Black 
people are not predisposed to engineering. Where did you learn 
that from?’ I’ve heard Black people called ‘slick’ when they talk 
fast, and I’ve heard people who speak with a Southern drawl 
being called slow, even if they’re the smartest people in the 
room.”

He trains himself to speak, he says. “To be successful in IT, I 
have to make myself very vanilla. I have to be very careful, sui 
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generis, including my tone. I have a mirror in front of my com-
puter so I can see myself smiling. And I always use mouthwash, 
so my breath is fine. I put on my blended white voice, my in-
surance salesman voice. If I don’t do all this, I find that people 
do not take me seriously.

“I don’t speak out about this,” Gayle continues. “But I make 
corrections in subtle ways. For instance, there’s a common 
server-client connection generally called ‘master-slave.’ I’ll use 
‘primary-secondary’ instead. No one gives it a second thought, 
and it gradually catches on. I don’t correct other people when 
they say ‘master-slave’ because I’m not trying to make people 
feel bad. It’s just that the expression doesn’t work for me.” The 
burden of confronting and questioning bias tends to fall to in-
dividuals. That is not a recipe for success. There are, however, 
several ways in which the tech community is mobilizing or 
adapting—not to eliminate bias, per se, but to bring it to a mod-
erate level where the algorithms deserve our trust.1

People are biased, so workplaces are biased, and 
as a result the outcomes of AI systems are biased.

Workplace studies suggest that experiences like these are 
common.2 People are biased, so workplaces are biased, and as a 
result the outcomes of AI systems are biased. In Art’s years of 
observing and working at large companies, he saw many cases 
of employees who were shut out because they didn’t fit in. Most 
corporate, government, and academic cultures have an ingrained 
negative bias against people who don’t match the established way 
of speaking and behaving. It’s quite possible for them to succeed 
and thrive but only by “going corporate.” Many neurodiverse 
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people or people from underrepresented backgrounds, for ex-
ample, feel the need to create an assimilated persona that is 
on the same temperamental and cultural wavelength as those 
within the company. Those who don’t put on the mask are at 
risk of being othered—not being favored, and not being treated 
as important.

This reality shapes the bias of automated and algorithmic sys-
tems. Through many subtle decisions and placements made 
during the design of the software and the selection of data, 
people in the prevailing cultural wavelength are favored. The 
bias inherent in AI thus adds another weight to the othering that 
people already feel, as it reflects the culture around them.

Where the Biases Are

Bias in Triple-A systems is an everyday occurrence. Research-
ers at the Georgetown Law School estimated that 117 million 
American adults are in facial-recognition networks used by law 
enforcement—and that African Americans were most likely to 
be singled out because they were disproportionately represented 
in mug-shot databases.3

Negative biases like these are self-reinforcing. As each new 
decision builds on the presumed success of previous decisions, 
the historical weight of bias increases and the negative con-
sequences escalate. The visible effect is to raise the number of 
false identifications—and thus to raise the likelihood of being 
targeted: arrested without cause or denied jobs, housing, or 
opportunities.

In 2018, Joy Buolamwini and Timnit Gebru—computer scien-
tists who then held research posts at the MIT Media Lab and 
Microsoft, respectively—copublished an influential paper called 
Gender Shades. Buolamwini has a PhD from MIT; her thesis is 
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titled “Facing the Coded Gaze with Evocative Audits and Algorith-
mic Audits”.4 Gebru has a PhD from Stanford University and did 
her postdoc at Microsoft. In Gender Shades, they assessed three 
of the most prominent facial-recognition systems that were then 
available. These systems had been trained with the same two 
benchmark data sets, IJB-A and Adience, which between them 
had millions of images. In all three facial recognition systems, 
the error rates were significantly higher for people of color, espe-
cially for women of color. A quarter to a half of the darker-skinned 
women’s faces generated errors. Two of the three systems per-
formed only slightly better than a random guess. By contrast, 
only 1 percent to 12 percent of the three systems generated errors 
when working with Caucasian faces, particularly white male 
faces.5

By 2019, Buolamwini had set up the Algorithmic Justice 
League and worked with Gebru to take their research further. 
This time, they set up an auditing study of algorithm-based 
systems that had explicitly included images of people of color 
in training data sets.

“The algorithms still performed better on lighter-skinned 
than darker-skinned faces,” the researchers wrote. “[They] per-
formed better on male-identified faces than female-identified 
faces and performed worse on women of color. Even if accuracy 
disparities are within a few percentage points, differential ac-
curacy on millions or hundreds of millions of people will im-
pact substantial quantities of individuals.”6

These skewed results prompted action, including testimony 
before a congressional committee, and added momentum to a 
growing movement of concern around negative racial bias.

Since then, broad appeals have been made, including one from 
the Association of Computing Machinery, asking for moratori-
ums on the use of facial-recognition systems by governments, 
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including criminal justice, military, and child welfare uses, 
until the discriminatory bias is addressed.7

Garbage In, Garbage Out

Algorithms are not biased in themselves. They amplify and so-
lidify the attitudes that are already prevalent in people. The al-
gorithms, models, and training data are selected by people and 
built around human assumptions. Our negative biases are fed 
into systems as data: garbage in, garbage out. There is a gener-
alized lack of transparency in a system’s training data; know-
ing and trusting a data set can lead to trusting the system trained 
on it. Diverse groups lack trust because training data has been 
uneven and has lacked diversity, “often because of availability 
and convenience,” says entrepreneur Kevin Clark.8

“It’s not the system that’s biased. It’s the data, and 
the people involved with the system. People can’t 
help but put their thumb on the scale.”

—Sean Gayle

“It’s not the system that’s biased,” says Sean Gayle. It’s the 
data, and the people involved with the system. People can’t help 
but put their thumb on the scale.”9

Psychologists have identified a number of categories of in-
grained bias, and at least three are relevant:

Restraint bias is the tendency to overestimate the level of con-
trol we have over our impulsive behaviors. These urges typically 
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come from visceral impulses such as hunger, drug cravings, fa-
tigue, sexual arousal, and yes, you guessed it, our addiction to 
our digital devices and social media. In any of these examples, 
we overestimate our control over our mental and physical urges 
to relax, and we underestimate the influence of fatigue. So we 
turn to social media, lose track of time, and self-sabotage.

With any addiction, even online addiction, people often 
demonstrate a strong restraint bias. Their inflated sense of im-
pulse control causes individuals to enter into situations where 
they are exposed to addictive behaviors because they think their 
self-control is greater than it is. These behaviors increase the 
chances of relapse and can cause significant unintended nega-
tive outcomes.

Negative bias is the unconscious tendency to accentuate fear 
and distaste rather than hope and curiosity. It is negative bias 
that leads us to “other” people: to regard them as dangerous, or 
underqualified because they are different from us.

In our interview with Cathy O’Neil, which occurred soon after 
she appeared in The Social Dilemma, she pointed out that nega-
tive bias is embedded in many machine learning inputs, leading 
to widespread racism and also to bias against age and people with 
disabilities. The bias is present in many subtle decisions made by 
AI system producers, ranging from designing the AI system to 
selecting the data to justifying and defending the outcomes.10

Confirmation bias is the strong tendency to pay more attention 
to data that reinforces an existing point of view. Algorithms are 
prone to confirmation bias in the selection of data, the way data 
is interpreted by the algorithm, and the way the outcomes are 
used. The iterative function of machine learning can perpetu-
ate the bias and often make it more entrenched.
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Triple-A systems can be further biased through the way they 
are used, which, in turn, may be skewed toward groups of people 
who found their existing biases confirmed. This helps explain 
why Triple-A systems are so prone to bias and difficult to cor-
rect. “Firms should be wary of positioning AI as the test case 
when citizens’ freedoms are at stake. The forces of tight coupling 
tend to drive Big Tech, over time, toward misconduct and nega-
tive unintended consequences to society,” insists AI systems ex-
ecutive Casey Cerretani.11

AI thus adds another weight to the othering that people al-
ready feel. Joy Buolamwini wrote that she had to wear a white 
mask for her robot at MIT to recognize her as easily as it recog-
nized white men.12 Sean Gayle had to change his demeanor and 
his voice for his virtual assistant to guide him. Lynn Cherny and 
Casey Cerretani had to quit.

Warming the Data

Institutional sociologist David Stark says that confronting bias 
requires us to confront “unreflective activity”: to raise aware-
ness, in the moment of tech design, of the presence and impact 
of bias. “Scripts, routines, and classifications of cultural taken-
for-granteds worked as analytic tools [in organizations in the 
past] because they worked as the operative recipes for behavior 
in the relatively stabilized institutional environments of the mid 
to latter part of the last century,” he says. Today, “taken-for-
granteds are likely to be out-of-date. . . . ​But [leaders] look for 
practices to help unlock the grip of habit.”13

Here’s an example of how that can work, in the context of a 
problem affecting students of color in school districts around the 
United States. These students tend to be identified, in dispro-
portionate numbers, as needing special education and related 
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services. The number of Black and Latinx students bearing these 
labels had been 7 to 10 times greater than students from other 
race/ethnicity backgrounds. One of the factors was the way that 
students’ personal data was gathered, analyzed, and interpreted.

We learned about this from Jennifer Yales. She works in the 
California state school system, as one of a group of senior di-
rectors for the System Improvement Leads project. A large part 
of her job requires the exploration and analysis of special edu-
cation data. She is part of a team that helped develop a new on-
line dashboard that enables school districts to better monitor 
their special ed performance plans.

Yales cites filmmaker and researcher Nora Bateson, who calls 
this kind of information “cold data”: purely quantitative statis-
tics that don’t express the underlying relationships and human 
interactions that matter most. This type of negative bias seems 
to be locked into the system and is all the more immovable 
because it is not acknowledged openly.14

“It’s hard to change this system because it’s hard to see,” writes 
Yales. “The guidelines and expectations for special education are 
long-established and deeply rooted in the professional culture. 
To address this, we need to better connect with our own beliefs 
and have conversations about the data as a part of a system and 
not just a number. We need to ‘warm the data’ in the way we 
talk about it.”

In warming the data, she doesn’t dispute the metrics. Instead, 
she introduces a wider range of information. “There can be mul-
tiple descriptions of a child’s situation,” she says, “coming from 
different observers, not just one educational evaluator. The find-
ings can refer to similar patterns of behavior found with other 
students, who may have ended up placed in different ways. The 
data can include changes over time, in the relationships with 
adults or other children, or in the types of behavior. There could 
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be more discussion of the context, including the community, the 
economics, and other factors.”

Yales and other concerned colleagues are thus setting up reg-
ular sessions to discuss children’s data along with its biases. 
“Creating a conversational space where we could weave qualita-
tive data along with quantitative data, creates a more complete 
understanding of each child’s context. Stories and interviews 
with the children and their families show personal realities 
underlying the statistics.”15

The stories in this chapter all suggest ways of confronting and 
questioning bias. They all involve warming the data in some 
way: bringing the alternative way of looking at things to people’s 
attention. In chapter 6, on holding stakeholders accountable, we 
will see how this type of confrontation plays out when there are 
organizational issues at stake.

501-115015_ch01_5P.indd   86501-115015_ch01_5P.indd   86 26/04/23   7:03 AM26/04/23   7:03 AM



C H A P T E R   6

Hold Stakeholders 
Accountable

You should be able to opt out, where appropriate, and 
have access to a person who can quickly consider and 
remedy problems you encounter.

—Blueprint for an AI Bill of Rights

Just because you can doesn’t mean you should,” said Peter 
Sloly, former Chief of Police for the Ottawa Police Service. He 

was referring to the free trials of Clearview AI’s facial recogni-
tion software and its use in police work. The technology has 
been associated with systematic misidentification of darker-
skinned people. Moreover, the American Civil Liberties Union 
(ACLU), the Electronic Frontier Foundation (EFF), and other 
groups have contested its use on principle because it can be used 
to single out immigrants, sex workers, and survivors of domestic 
violence. The police moratorium on the software was voluntary 
and happened before the Canadian Privacy Commission ruled 
the software illegal in April 2021.1 “For practical applications, 

501-115015_ch01_5P.indd   87501-115015_ch01_5P.indd   87 26/04/23   7:03 AM26/04/23   7:03 AM



88  ◆  The AI Dilemma

Clearview AI was all the rage,” said Sloly. “But police chiefs ac-
tually held themselves in check and voluntarily put it back on the 
shelf. The police decided they shouldn’t have it, let alone use it.”2

Stateside, Clearview AI was affected by a series of events that 
began back in 2008, when Illinois passed the Biometric Infor-
mation Privacy Act (BIPA), restricting the capture of facial data 
or other biometric information. That had generated an agree-
ment from Facebook to curb its gathering of data for facial 
recognition—not just in Illinois, but across the United States. 
Thanks to BIPA, the ACLU successfully sued Clearview AI in the 
state of Illinois. In the 2022 settlement, Clearview AI lost the 
right to sell its facial recognition technology to private organ
izations nationwide, with few exceptions.3

All these examples show what accountability looks like for 
emerging technologies like Triple-A—algorithmic, autonomous, 
and automated—systems. Now let’s look at what the absence of 
accountability might look like.

In the 2010s in the Netherlands, a widespread national social 
services program provided financial and medical support for 
low-income families with children. Then in 2013, an estimated 
26,000 of these families had their benefits suddenly cut.4 An al-
gorithmic system had identified them as fraud risks. Those 
who were not born in the Netherlands, who worked more than 
one job, or who knew others on the list of fraud risks were more 
likely to be targeted.

The whole operation was mysterious. There were few criminal 
prosecutions. No list of risk factors was published. However, if 
you were on the list of accused families, your life could be ru-
ined. Your last five years of tax filings might be audited. There 
was no obvious way to defend yourself. You might have to 
immediately pay back thousands of euros you had received 
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legitimately and on which you and your family depended. The 
consequences were severe, even for people who helped you. Your 
tax advisers could be called in for questioning and possibly 
jailed. Worst of all, you could lose custody of your children. More 
than 1,500 children were taken from their homes and placed in 
foster care.5

The scandal broke into public awareness six years later, when 
whistleblowers from the Dutch Tax and Customs Administra-
tion sent urgent reports about it to Parliament. It wasn’t until 
2020, more than seven years after the supposed fraud preven-
tion algorithm began operating, that a lawsuit forced the gov-
ernment to compensate more than 9,000 falsely accused 
parents.6 The reason for this operation then came out: the Nether
lands government Tax and Customs Administration had dis-
covered that a group of Bulgarian immigrants were defrauding 
their new national childcare benefits fund. The agency had re-
sponded by quietly introducing a new algorithmic system de-
signed to predict fraud, and the abuses had spiraled out from 
there, with no one taking responsibility for them.

“The black box system resulted in a black hole of accountabil-
ity,” wrote Merel Koning of Amnesty International. “The lack 
of transparency . . . ​drove the victims of the childcare benefits 
fraud system into Kafkaesque legal procedures, with no effec-
tive remedies open to the parents and caregivers.”7

As the Dutch newspaper Trouw recounted, “Officials feared 
the consequences of admitting mistakes too freely. Because if 
the more than 300 parents in the much-discussed case were to 
be compensated, how many would follow in other cases? . . . ​At 
least 8,500 parents, but it was even feared that this could go 
toward several hundred thousand. The fear of setting a prece
dent has since blocked a solution for the victims.”8
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Each step of the way, the Dutch government leaders tried 
to deny or defend their actions. In the end, they were held 
accountable—but only to a limited extent.

“The government resigned, indeed,” said Christine Moser, an 
academic who was targeted because she worked with one of the 
accused accountants. “But they did it only weeks before national 
elections, making the exercise almost meaningless; and, much 
worse, they were reelected. So, did the resignation make an im-
pact? No. Are the parents compensated? No. Kids back at home? 
No, which is the real scandal here.”9

We see similar government accountability issues in the United 
States, where we live. It might be happening where you live, too. 
A 2022 report from the Electronic Privacy Information Center 
found that algorithms were used across 20 city agencies in 
Washington, DC, with more than a third deployed in policing 
or criminal justice. The report compared these automated 
decision-making systems to judges, who are explicitly held ac-
countable for accuracy, fairness, and equity, and who “must ex-
plain their decisions in writing so that everyone can understand 
their reasoning.” By contrast, the algorithms “make decisions 
without much oversight or input, decisions that are difficult to 
challenge, and decisions that are unfair.”10 In Michigan, an al-
gorithm used to detect unemployment fraud had a 93 percent 
error rate, resulting in 40,000 false fraud allegations.11

Government logic is not the only factor in solving the prob
lem of accountability for Triple-A systems. We need to look at 
all four logics of power—engineering, social justice, corporate, 
and government—and bring them together.
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Just Because Government Can,  
Doesn’t Mean It Should

“We’re turning over a lot of power to an incredibly powerful 
state,” says Peter Sloly, “layered on top with machine learning 
and all the other aspects that come with it. These are bigger tools 
that have less time to inevitable failure than any other tool be-
fore. We’ve given outmoded institutions incredible power. Gov-
ernments aren’t in a position to explain their role, explain the 
tools they use to maintain the role, or prove the efficacy or eth-
ics of those tools. It’s almost an impossible scenario.”

AI systems can increase the power of government 
at every level. This raises new questions about the 
purpose of government itself.

AI systems can increase the power of government at every 
level. It changes government practices in subtle ways, where the 
process is hard to see but the outcomes are clearly visible. As 
Sloly points out, this raises new questions about the purpose of 
government itself. Traditionally, he says, the government pri-
marily functions as a protecting entity: “A standing army to 
protect against other countries and a criminal justice system to 
protect citizens from one another—are the two most common 
functions of Western-based democracies.” How do you merge 
the idea of lowering risk for citizens with the singular require-
ments for technology that a government needs to protect its own 
citizenry? That’s where we need some unpacking. From Sloly’s 
perspective, AI gives the government more capabilities in all of 
these respects.
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“We tend to think the solution involves individual agencies 
or organizations. The truth is, we should be thinking about 
ecosystems. If you corrupt the sources of data, then all the 
components that went into the algorithm have been corrupted 
from the source.” He adds that “they will always produce unin-
tended outcomes. Those unintended outcomes will always af-
fect the weakest, most marginalized, most vulnerable elements 
of society, which are often the most racialized elements. It’s im-
possible to think that the system would operate in any other 
way.”12

Governments can promote Triple-A accountability in several 
ways. First, they must protect their citizens. This means using 
and regulating AI systems responsibly, as the AIA and the AI 
Bill of Rights suggest.

Second, they must safeguard against their own dangerous 
tendencies. In an era of increasingly powerful AI systems, they 
must be open enough to allow others to hold them accountable 
when needed.

Third, governments can provide financial incentives for me-
dium- and long-term investment in responsible technology. This 
can take the form of government contracts, tax credits, or pro-
curement policies that favor businesses with good track records 
in developing Triple-A applications that are beneficial to the 
wider population. One example of this is the US Department of 
Defense research on explainable AI (XAI) that we mentioned in 
chapter 3.

Fourth, as governments take on the challenge of regulating 
Triple-A systems, they have to balance all four logics judi-
ciously. Marc Rotenberg, founder of the Center for AI and Digi-
tal Policy, an independent nonprofit based in Washington, DC, 
commented on this in our conversation with him. To Rotenberg, 
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the effectiveness of AI regulation, as with all regulation, de-
pends not just on the way it is written but on the way it is imple-
mented. Enforcement should be meaningful and consistent: 
“It’s not regulation per se that concerns me. It’s the fact that 
regulators put a structure in place and then ignore it. This is 
the reason, for example, I’ve been critical over the years of the 
US Federal Trade Commission. We’ve actually sued them for 
not enforcing the settlements we’ve helped establish.”

Asked for examples of effective regulations, Rotenberg men-
tions product safety and quality. “We take it for granted that 
the brakes will work on our car and our toaster won’t catch fire. 
That wasn’t always the case. It took regulatory oversight to 
achieve this. We just don’t have that ethic around the tech in-
dustry, and now we need to develop it.”13

In all these areas, the burden of proof is now on governments 
to show that they can manage this level of accountability. The 
track record so far is mixed, at best. The Roman satirist Juvenal 
famously asked, “Who will watch the watchers?” It has been dif-
ficult since antiquity to hold power to account. Now, it will be 
even more difficult. Who will watch the watchrobots?

Are Engineers Accountable?

You might think someone with the title of “data scientist,” “soft-
ware engineer,” or “systems architect” should be prepared to 
assume professional accountability, like a lawyer, doctor, archi-
tect, or mechanical engineer. Those professionals are liable if 
they cause harm through their work. However, data scientists 
aren’t scientists, systems architects aren’t architects, and soft-
ware engineers generally haven’t been trained or certified as 
engineers. They are not generally in a position to stand up to 
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their employers or to their clients, and they don’t have the same 
kind of professional associations taking their side.

“Let’s say there are 3 million developers in the United States. 
Most of them have not been exposed to best practices around 
responsible AI,” explains technology researcher and analyst 
Alan Morrison. “They may not even understand what the best 
practices are. You can either dictate a set of best practices and 
try to enforce them somehow, or you can try to really do some-
thing at a small scale within a trusted community.”14

Tech workers see the abuses from within, and many don’t talk 
about them until they feel pressed to do so. They break the wall 
of silence only when they are financially independent, like Casey 
Cerretani; or when someone they care about is threatened, like 
David Bankston (chapter 3) or Sean Gayle (chapter 5); or when 
their concerns overwhelm their prudence, like Lynn Cherny 
(chapter 2) or Meredith Whittaker. Whittaker is the chief adviser 
of the AI Now Institute. She was an AI engineer at Google who 
led two walkouts totaling more than 20,000 employees during 
the 2018 Tech Revolt. The goal was to persuade the company 
not to bid on certain military contracts involving AI. The pro-
testers were mostly managers and coders from the engineering 
teams, calling out not just the contract but also separate charges 
of sexual misconduct. Google ultimately agreed not to bid on the 
contract, but Whittaker ultimately left.15

This is the bind in which many people working within com-
panies, especially those with tech, engineering, or specialized 
skills, find themselves. They are organizational heretics: people 
who see a reality that counters the official story of the company 
and who wish to remain loyal to the company without losing 
their grip on the other reality. Some leave; some silence them-
selves. Others try to find a “voice,” a way of speaking up within 
the organization that will not backfire on them. It is possible to 
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find this voice, but usually not on one’s own, and it takes some 
skill—or, as we call it, creative friction (see chapter 8).

If we really want to hold software engineers legally account-
able for Triple-A outcomes, then it would take a more rigorous 
form of training, with regular retraining and recertification. En-
trepreneur Kevin Clark agrees: “This could be the role of a new 
team member, or it can be added to the project management 
system. With systems writing code, the systems architect be-
comes a key person in defining the use case, the way it will be 
approached, and the outcomes.”16

Finally, engineers aren’t necessarily on their own. They can 
set up dialogues about the changes that are needed. With the 
escalation of the Tech Revolt of 2017–2019, engineers began 
sharing their discontent among themselves and with higher-ups. 
Over time, they elicited shared social justice concerns from other 
engineers and contractors across Big Tech. As concerns mounted, 
these other activist groups joined engineers and tech workers 
in protest, shared petitions, and communicated issues to the 
press through published interviews and op-eds. This led to even 
more tech workers joining in and more public awareness.17

The Effective Social Justice Activist

As we’ve seen, people who want to curb negative AI outcomes 
tend to base their arguments on the social justice logic. They sup-
port making all AI stakeholders accountable to each other and 
to broader society, including those who have been marginalized 
in the past. If we want to get all the relevant voices in the dis-
cussions about AI, the voices of social justice need to be consid-
ered as important as the other logics.

Doc Searls, a coauthor of The Cluetrain Manifesto and an 
alumnus at Harvard University’s Berkman Klein Center for 
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Internet & Society uses the word “shield” to describe how activ-
ists view their work—protecting citizens from sociotechnical in-
trusion and manipulation.18

The shield is meant to protect the shared vital resources of 
society: social equity, access to opportunity, participation, and 
rights. AI systems are now so embedded that they are shared vi-
tal resources themselves. As Searls puts it, without the shield 
provided by the logic of social justice, “what can be done will 
be done”—at least until we see how destructive such an ap-
proach can be when it comes to emerging technology.

Searls argues that regulation of sociotechnical systems should 
happen before disasters occur. Waiting until after disaster is a 
cultural strategy that makes the dangers of a given technology 
“really hard for us to see.” The Cambridge Analytica and Face-
book user privacy congressional hearing was a “wake up call” to 
engage with policy that would ensure that in future, the values 
of social justice would prevail over sociotechnical efficiency 
and corporate inability to self-regulate on behalf of social inter-
ests. In Searls’ words: “We want to be able to write that regula-
tion or make sure we have a big influence.”19

Many long-term efforts are now converging into a movement 
to evaluate and constrain AI systems. The movement includes 
leaders like Timnit Gebru, Tristan Harris, and Meredith Whit-
taker, who left Big Tech and started their own foundations. 
Others, including Cathy O’Neil and Ryan Carrier, offer Triple-A 
audits as a way to level the playing field. Many social justice 
activists in this field have been personally affected by AI over-
reach or know people who have been.

The activist’s role so far has been to frame the terms of de-
bate to reflect the needs of society at large, rather than priori-
tizing technological, military, and economic growth at society’s 
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expense. The most effective voices of social justice demonstrate 
firsthand knowledge of the people, technologies, and cultures 
that produce and deploy AI systems. They use their knowledge 
and their ties to other community stakeholders to develop a col-
laborative context.

For these activists, the people’s right to know is paramount. 
Improving conditions in society is vital to their projects, includ-
ing those related to Triple-A systems. Their view of responsible 
AI centers on social inequality—on holding businesses and gov-
ernments with unprecedented power accountable for the con-
sequences of their decisions.

Holding Corporations Accountable

Systems engineer Casey Cerretani recalls working with Siemens 
building servers for medical data: a highly-regulated space. Ac-
cording to the law, Siemens was obliged to decommission servers 
that held private medical data after a specified length of time. But 
the company faced a dilemma. If it followed this rule, it would 
risk breaking another rule related to the environmental impact 
of decommissioning the servers. “[The first] alternative, to let 
the servers keep running, was certainly less of a headache,” says 
Cerretani. “In some cases it was economically cheaper”—in other 
words, more profitable.20

Instead of having to deal with the regulated disposal of toxic 
precious metals inherent in the decommissioning process, 
firms like Siemens often choose to keep servers running instead. 
Their data silos thus capture and retain sensitive personal data 
far longer than is permitted by law, breaching patients’ right 
to privacy. The regulatory fines for disobeying rules around 
precious metals were far less expensive than doing the work 
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of actually decommissioning servers and protecting patients’ 
privacy.

This is an example of how accountability is often treated 
within the corporate logic. There are conflicting rules and mul-
tiple trade-offs. The most expedient profit motive generally su-
persedes other choices, even when long-term liabilities or 
penalties are involved. Companies obey the letter of the law, not 
the intent or spirit of the law. If there is a growing public con-
cern over lack of social responsibility, new organizational roles 
are created. Enter the era of the “Chief Ethical Officer” and “Chief 
Quality Officer”—not as signs of active self-regulation, but 
rather, according to Cerretani, as regulatory window-dressing.

If an organization exhibits genuine responsibility, 
they’re not just talking about diversity in terms of 
DEI programs. They’re reflecting it through the 
composition of their senior leadership, including 
their board.

If an organization exhibits genuine responsibility, they’re not 
just talking about diversity in terms of DEI programs. They’re 
reflecting it through the composition of their senior leadership, 
including their board. If they’re not leading by example, with 
different ways of looking at the world guiding their top deci-
sions, then that’s a strong signal that they are not serious about 
accountability.

Corporations support self-regulation for Triple-A systems. 
They argue that as investors and owners, they have more at stake 
than the other logics—and that they can effectively regulate 
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themselves by putting in place established practices, with their 
own oversight committees to keep them honest.

However, corporate self-regulation has a poor track record—
especially for its impact on noncorporate people and vulnerable 
groups. Business leaders may espouse responsible AI or good 
environmental, social, and governance practices. However, most 
existing corporate accountability removes power from every
body else while claiming legitimacy in upholding the social 
contract.

The concept of responsible AI has been linked to efforts by 
Big Tech companies and marketing to promote self-governance 
instead of regulation. “The idea of using ethics is not problem-
atic in itself,” notes the Algorithmic Justice League, “but has led 
to a proliferation of ‘AI Principles’ with limited means for trans-
lating these principles into practice. . . . ​This is a limited ap-
proach from our perspective because it does not create any 
mandatory requirements or ban certain uses of AI.”21

One problem with self-regulation is that it is expensive to do 
it well. It is very difficult to completely monitor Triple-A systems 
using automated methods; accountability requires human judg-
ment. As we saw with human moderators like Lynn Cherny 
struggling with online predatory behavior, applying this judg-
ment can place tremendous stress on people.

Other reasons why self-regulation doesn’t work have been ex-
plored by sociologists like Diane Vaughan and management 
historians like James O’Toole.22 The reasons mainly boil down 
to the institutional and cultural pressure on companies that 
keeps them focused on expedience and rapid results. For self-
regulation to work, companies would have to modify their senior 
decision making to weigh all four logics of power simultaneously. 
This requires concurrent short-term and long-term thinking.
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To navigate the boundary between self-regulation and gov-
ernment oversight, AI auditors will likely become more com-
monplace. As with financial reporting, auditing provides a way 
to assure all stakeholders of the company’s value.

The Four Logics at Play

Corporate logic suggests that businesses should not be account-
able to anyone but their owners and shareholders—and that 
these companies can control themselves. Engineering logic sug-
gests that accountability is a second-order priority, to be delegated 
to risk and legal specialists. Government logic suggests that there 
are legal mechanisms for accountability, with the government 
trusted to oversee control in the form of regulation. Social justice 
logic suggests that we are all—companies, technologists, and 
governments alike—accountable to those individuals affected by 
negative outcomes, especially those who have less control. Deci-
sion makers need to think about all four of these logics simulta
neously as they set the course for Triple-A systems.

The most obvious starting point for change is within Big Tech. 
They are at the locus of control, and corporations are often in the 
habit of avoiding accountability.

“We talk about the customer’s needs. But there’s 
not much of an organizational conversation 
around the many ways the technology could  
be deployed, and I think that’s the big missing 
gap.”

—Casey Cerretani
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According to Casey Cerretani, that is precisely where there is 
a gap in accountability: “We talk about the customer’s needs,” 
he says. “But there’s not much of an organizational conversation 
around the many ways the technology could be deployed, and 
I think that’s the big missing gap.”

For engineers like Cerretani, this would be as much an ethi-
cal conversation as a technological one. Taking facial-recognition 
software as an example, Cerretani acknowledges that it’s needed 
for many use cases. “By marrying the ethical mindset to that 
of engineering,” he says, “we could add some humanity around 
the technology.”23 The most critical organizational conversa-
tion, he says, doesn’t happen—the conversation about how to 
translate social justice concerns about how the technology will 
be used and how it might affect people. To operationalize this 
concern would mean taking cradle-to-grave responsibility for 
the use of products—not just telling customers what to do with 
their AI systems, but following through and making sure they 
do it.

Think of accountability as a constraint and also a form of con-
trol—a necessary one to encourage prosocial behavior. If it’s a 
tight, steel grip that punishes those who make mistakes, it will 
hold back legitimate experimentation, including the kinds of 
data-based models that helped humanity come to terms with the 
pandemic. If it’s loose and feather-light, it will allow crime to 
flourish. Imagine instead a system that holds organizations 
accountable for the technology they create and deploy, rather 
than simply placing blame on operators—and that prevents 
criminals and bad actors from misusing Triple-A systems, with-
out constraining their beneficial side.

“Typically, with ethics, everyone is supposed to do good things 
and avoid bad things, and there’s an agreement to sign off on,” 
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says Marc Rotenberg. “But in the policy and legal world, we don’t 
think that way. We try to assign rights and responsibilities. 
Those assignments are typically asymmetric: We place respon-
sibilities purposefully on the organization, companies, and op-
erators that choose to deploy AI systems; we give rights to those 
individuals who are subjected to the consequences; and we may 
actually say certain types of systems should be prohibited. Over 
the last few years, we have seen these types of global frame-
works take hold.”

Benchmarking Self-Sustainable Regulation

In the research that led up to this book, Juliette developed a 
framework for evaluating self-regulation in AI. It lays out four 
factors that together heavily influence affect how a business 
or government oversees its Triple-A technology (as shown in 
figure 3).

The Apex Benchmark, as we call it, shows how different parts 
of an organization influence one another. Suppose that the profit 
imperative leads the financial side of the company to treat AI 
responsibility as a cost center. This will weaken the level of over-
sight and turn well-intended efforts into “ethics-washing.” The 
company may proclaim its caution, but do the minimum needed 
to comply with state regulations. Other business units will opti-
mize to match this lowest common denominator. They may 
pretend to be innovative, looking for ways to hold themselves 
accountable but just ticking the boxes. They may comply with 
guidelines for acceptable risk but not gather the data needed to 
actually monitor real risks to people from the technology.

The benchmark also applies to the AI industry as a whole by 
showing how the lowest common denominator in self-regulation 
tends to be adopted by all. Typically, if one influential company 
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does little to self-regulate, it acts like an apex predator, control-
ling resource density and restricting smaller predators, who then 
try and follow suit. The businesses with higher standards look 
around and see others cutting corners without consequence. 
They feel foolish for spending extra money and doing the nec-
essary work. If self-regulation is seen to add expense and delay, 
then the competitor that does the least will win. Standards fall 
for the entire ecosystem of technology companies.

Companies can also apply this benchmark to develop more 
effective self-regulation. In practice, this often means reconsid-
ering the pressure to fulfill the profit imperative. That’s not easy. 
Fiduciary responsibility to shareholders is typically mandated by 
corporate law, except in the very few companies incorporated 
under “for-benefit” rules. The personal income of the CEO and 
other top executives depends on rising shareholder value. Even 
when CEOs propose long-term investment in self-regulation, for 
the sake of the company’s reputation and to reach loftier goals, 

Profit imperative Acceptable risk

Self-regulation

InnovationState interests

FIGURE 3  The Apex Benchmark
Source: Juliette Powell, AI self-regulation research, Columbia University, May 13, 
2020.
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decision makers throughout the company typically assume that 
these visionary statements are just rhetoric; it is their job to 
make the numbers, as it always has been.

To overcome these barriers, the Apex Benchmark tells us to 
combine the four elements. We foster accountability by making 
long-term investment a priority for future profits. We establish 
a shared view of acceptable risk—for the company, its custom-
ers, and everyone affected by the products. We sharpen our un-
derstanding of state interests and how to further the general 
welfare. Most of all, we develop research and development teams 
who follow the engineering logic, but now consider account-
ability as an integral part of their job.

We do this by using tools and practices that build new col-
lective habits.

Tools for Accountability

How do we keep all stakeholders accountable? The best response 
we received when asking this question came from Cathy O’Neil: 
“[A trustworthy system] would treat data science as a science 
rather than a faith. In practice, that means having evidence, test-
ing hypotheses, making completely clear definitions, understand-
ing the ethical conundrums that a given system has implicitly 
embedded, considering external as well as internal stakehold-
ers and what their needs and fears are, and monitoring exter-
nal harms, as well as internal failures.”24

A more formal approach is through standards. Standards are 
often seen as mundane and mechanical. They have traditionally 
been upheld by technological associations like the Institute of 
Electrical and Electronics Engineers (IEEE). Here, too, the Insti-
tute has moved toward issues of responsibility with its IEEE 
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P7000X and P7003 standards, developed through 13 working 
groups of diverse people.

Projects that meet this standard affirm that they follow par
ticular practices, among them “evaluating the training/validat-
ing data against inherent bias (unjustified skewness), making 
sure that the decision criteria used by the algorithm are suffi-
ciently understood to be able to justify why certain users might 
receive different results than others, and clearly documenting 
scope of use cases for which the algorithm has been validated.”25

PwC’s AI lead, Anand Rao, suggests five other steps that busi-
nesses can take to build the capabilities they need:

	 1.	 Education. Train people in how to test the quality and fair-
ness of data, splitting information into subsets for train-
ing the machine learning algorithm, validating the results, 
and testing the impact.

	 2.	 Data governance. Consistently articulate the rights that dif
ferent stakeholders have over the data. Retain visibility into 
the data’s origins, why it was collected, and how it may be 
safeguarded.

	 3.	 Model governance. Monitor the other elements involved in 
an AI system as well. Use metrics to gauge the accuracy, fair-
ness, and explainability of each new effort. For algorithms 
that are not explained clearly, require more explicit expla-
nations.

	 4.	 Intellectual property (IP) rights. Demand and guarantee 
that both (a) creators who share data and (b) collectors of 
data can each own the rights to their confidential infor-
mation and can control how it will be disseminated and 
used. This is particularly important with cloud platforms 
that store data outside the company.
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	 5.	 Open sourcing. All parties in a project rely on open-source 
projects, generally with modular components. Don’t in-
fringe on confidentiality or competitive dynamics. Culti-
vate closer relationships with other players in the field.26

Ultimately, the liability insurance industry may step in more 
consistently to hold parties accountable and minimize risk, as 
Esther Dyson suggests in the foreword to The AI Dilemma. 
There’s a precedent in police insurance. Where social justice ac-
tivists have failed to reign in dangerous and deadly policing 
practices, insurers have been increasingly successful. That’s 
because many small to medium-sized law enforcement depart-
ments in the US have banded together to create insurance risk 
pools in view of securing lower rates.

Ultimately, the liability insurance industry  
may step in more consistently to hold parties 
accountable and minimize risk, as Esther Dyson 
suggests in the foreword.

Because of the seven-figure jury awards and settlements since 
the deaths of Breonna Taylor and George Floyd, insurance firms 
have been paying those costs forward to their clients. Thus, 
when it comes to police practices like excessive force, insurers 
have been exerting their power to curb abuse by sharply raising 
police and city insurance rates. Penalties for the misuse of facial 
surveillance by law enforcement or cities is a logical next step.27

“I’ve been doing this for 40 years, and this represents a ma-
jor shift,” said John Chino, a broker who secures insurance for 
cities and counties in six states. “They are asking lots of very 
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detailed questions. ‘Do they use chokeholds? What does their 
de-escalation training look like?’ ” Police say that implementing 
these required changes are the only way to get affordable insur-
ance coverage. If they refuse to minimize risk, the pool of 
members can oust them.

“The members help police themselves,” said Alexander T. 
Brown, a lawyer who specializes in insurance settlements for 
civil rights plaintiffs. “It’s a joint self-insurance program, and 
they are motivated to keep the pools solvent because it’s the 
members’ own money.28

Next, in chapter 7, we will look more closely at the nature of 
organizations and stakeholder ecosystems: the environments in 
which AI systems are developed. Specifically, we want to know 
more about what causes them to enable mistakes, accidents, and 
disasters.
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C H A P T E R   7

Favor Loosely 
Coupled Systems

It began at four o’clock in the morning on March 28, 1979, at 
Three Mile Island, Pennsylvania. The nuclear reactor was op-

erating at nearly full power when the accident in Unit 2 hap-
pened. A secondary cooling circuit malfunctioned and affected 
the temperature of the primary coolant. This sharp rise in tem-
perature made the reactor shut down automatically. In the sec-
ond it took to deactivate the reactor’s system, a relief valve failed 
to close. The nuclear core suffered severe damage, but operators 
couldn’t diagnose or deal with the unexpected shutdown of the 
reactor in the heat of the moment. Inadequate control room in-
strumentation and insufficient emergency response training 
proved to be root causes of the nuclear plant’s meltdown.

In the wake of the Three Mile Island accident, sociologist 
Charles Perrow did an analysis of why it had happened. He 
wanted to anticipate other disasters to come. Were all nuclear 
plants like ticking time bombs? What other technologies might 
be particularly risky?

After a few years of research, Perrow published his seminal 
book Normal Accidents. His goal, he said, was to “propose a 
framework for characterizing complex technological systems 
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such as air traffic, marine traffic, chemical plants, dams, and es-
pecially nuclear power plants according to their riskiness.”

One factor was complexity: the more components and inter-
actions in a system, the more challenging it is when something 
goes wrong. With scale comes complexity, whether we are think-
ing of the technology or the organization that supports it. Imag-
ine you run a start-up where everyone sits in the same loft space. 
From where you sit, you can easily see what they are all doing. 
In a large organization, that visibility is lost. The moment a leader 
can’t see the inner workings of the system itself—in this case, the 
staff activities—complexity rises.

Perrow associated this type of complexity with tech failures. 
Let’s return to the example of the Three Mile Island nuclear 
power plant: Operators couldn’t just walk up to its core and mea
sure the temperature manually, or peek inside to discover there 
was not enough coolant. Similarly, as an executive in a large com
pany, you can’t monitor every employee and see what they’re 
doing all the time without incurring resentment. You have to 
rely on indirect indicators like performance evaluations and 
sales results. Large companies also rely on complex information 
technology (IT) and Triple-A systems for their operations, and 
externally, they rely on complex supply chains.

Tight and Loose Coupling

Another factor, wrote Perrow, was the coupling of a system: the 
level of interdependence among components. When systems are 
both complex and tightly coupled, they are more likely to pro-
duce negative unexpected consequences and get out of control, 
as was the case at Three Mile Island.1

Tightly coupled systems have architectures—technological 
and social—that promote interdependence among their 
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components and often isolation from outside connection. This 
makes them efficient and self-protective but less robust.

Loosely coupled systems, by contrast, have more open and di-
verse architectures. Changes in one module, section, or compo-
nent hardly affect the other components. Each operates somewhat 
independently of the others. A loosely coupled architecture is 
easy to maintain and scale. It is also robust, in that problems 
don’t propagate easily to other parts of the system.

Executives who run large organizations tend to favor a tightly 
coupled system. It is what they know. They grew up in their in-
dustries seeing a small number of people making decisions 
that affect millions of people.

A way to control these tightly coupled complex systems is to 
decouple them. It may seem at first glance like loosely coupled 
systems are harder to control, but they can actually offer more 
control, as you’ll see in the following example.

Think of a floor covered with dominoes that are lined up. 
When you tip one over, it will then, in sequence, knock down 
the entire array of dominoes. This “domino effect” is a simple 
example of a tightly coupled system. Now try to stop it once the 
domino effect is in motion. It’s much harder than you would 
think.

A large company is also generally a tightly coupled system, 
especially compared to small businesses and local mom-and-pop 
retailers. If you have a complaint about a local grocery store’s 
product, you can take it back and they’ll take it in stride, handling 
it in a different way for each customer. They have control over 
their actions. If they work in a large company, or as a franchise, 
they are tightly coupled to the company’s branding and scaled-
up procedures—and to one another. Those who want to operate 
differently from the standard procedures must buck the tightly 
coupled network.
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During the pandemic, we realized just how tightly coupled 
and interconnected our global supply chains are and how one 
container ship stuck in the Suez Canal can delay global ship-
ments for months. Many organizations have been looking to 
create more robust redundancies, effectively loosening the cou-
pling in their supply chains by finding alternate vendors and 
investing in local sources.

A large social media platform is also a complex and tightly 
coupled system—an intricate web of countless connected people 
with many different views and motives. It’s hard to know how 
each will react to any particular meme, but the intensity of the 
reaction is hard to control. Once the genie (or meme) is out of 
the bottle, you can’t put it back in.

The Formula for Disaster

Organizational sociologist Diane Vaughan became an expert on 
the way systems can repeatedly engender catastrophe when she 
heard about the Challenger disaster:

On January 28, 1986, I was one of the millions who heard the 

news and then watched, riveted, as over and over on TV, NASA’s 

space shuttle Challenger rose from the launch pad, then turned, 

and at the words ‘Challenger, go at throttle up,’ exploded, pieces 

raining down into the ocean. Lost were seven NASA astronauts, 

one of them Christa McAuliffe, the teacher in space. The collective 

shock continued as the presidential commission investigating the 

accident began its public hearings. They identified the technical 

cause as a failure of the rubber O-rings to seal the shuttle’s solid 

rocket booster joints. But the NASA organization also failed.2

The presidential commission set up to investigate found that 
NASA had been launching space shuttles with damaged O-rings 
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since 1981. Pressured by the launch schedule, the agency lead-
ers had ignored engineers’ warnings right up to the day of the 
launch. In fact, within the established rules, the agency had la-
beled the O-ring damage an “acceptable risk.”

During the next five years, Vaughan researched and wrote an 
in-depth book about the organizational problems leading to the 
technological disaster. Like Perrow, she concluded that this type 
of organization would repeatedly produce catastrophic mistakes: 
“[After my book’s publication] I heard from engineers and people 
in many different kinds of organizations who recognized the 
analogies between what happened at NASA and the situations 
at their organizations. ‘NASA is us,’ some wrote.”3

Another crash, this time of the space shuttle Columbia, oc-
curred on February 1, 2003. Another seven astronauts died. A 
technical review found a piece of foam had broken off and struck 
a wing. Once again, engineers had warned the agency and the 
warnings had been ignored. Once again, Vaughan became closely 
involved in investigating the causes, ultimately joining the gov-
ernment’s Columbia Accident Investigation Board (CAIB). She tes-
tified to the board that her extensive interviews and other research 
had found the same organizational causes for both accidents.

In her writing on the disasters, Vaughan cites Perrow in her 
book, noting that NASA’s tightly coupled, complex nature made 
it systematically prone to occasional major errors. The key deci-
sion makers had fallen prey to a “normalization of deviance,” in 
which dangerous complacency gradually became the ordinary 
way of doing things:

We can never totally resolve the problem of complexity, but we 

have to be sensitive to our organizations and how they work. 

While many of us work in complex organizations, we don’t real-

ize how much the organizations that we inhabit completely 
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inhabit us. This is as true for those powerful actors at the top of 

the organization responsible for creating culture as it is for the 

people in the tiers below them who carry out their directives and 

do the everyday work.4

With the organization like NASA at that time, noted in her 
testimony, “the technological failure was a result of NASA’s orga
nizational failure.”5

Why AI Is Tightly Coupled

Steve Crandall, a former Bell Labs physicist and founding 
member of the technology research firm Omenti, shared this 
observation:

One feature of our society is an increased [tightening in the] cou-

pling of systems. Social media and other targeted messaging, 

GPS, the Internet of Things, globalization, just-in-time everything, 

religion, democracy . . . ​more systems are being connected, and 

the amount of communication is increasing at a terrific rate. 

These couplings are often introduced to decrease cost and the 

‘friction’ [that] parts of the system have with each other. Many 

[over-coupled] systems are too complex to understand well, but 

the basic math of over-coupled systems is clear. These systems 

can be very unstable.6

In other words, in Perrow’s parlance, negative unintended 
consequences or “normal accidents” can be expected to increase 
over time in such systems. This is particularly true for cases 
where the AI system itself and the organizational ecosystem 
around it are both complex and tightly coupled.
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If you want to make the system safer and less harmful, you 
have to loosen it up.

Perrow did not include artificial intelligence (AI) or even soft-
ware among the technologies whose interactions he charted. 
However, using the criteria that he laid out relative to techno-
logical risk, AI systems fit in Perrow’s framework next to nuclear 
power plants, space missions, and DNA sequencing. If some-
thing in the Triple-A system isn’t working according to plan, 
there can be unanticipated cascading effects that affect parts 
of or the entire system in wholly unexpected ways.7

Some computer scientists have been exploring the implica-
tions of Perrow’s theory. Responsible AI software designer 
Alan Chan, for example, argues that some innate aspects of AI 
tend to make everything it touches more complex and more 
tightly coupled.

Even when a project is supposed to be “responsible AI,” work-
ing with an automated algorithm can override the best inten-
tions of the software engineers. “Although designers may try as 
much as possible to include all the relevant features, they may 
only come to know the relevance of some features after an ac-
cident informs them to that effect,” Chan told us from his home 
in Canada. “Moreover, while a human observer is limited by the 
ways in which their senses interact with measurement instru-
ments, an AI subsystem is limited not only by the same condi-
tions as the human observer but also by the fact that human 
observers select the features for consideration. The measurement 
instruments may themselves be faulty, which was a crucial 
factor in the Three Mile Island accident.”8

These issues do not just affect machine learning (ML) systems. 
Humans also may not be attentive to all the relevant details 
and may indeed suffer from information overload. At the same 
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time, the ideal solution is not to trade in human limitations for 
ML limitations but rather to try to overcome both.

In the tech arena, the process of optimization itself exacer-
bates tight coupling, says Chan. It creates strong dependencies 
and, therefore, ripple effects. Imagine an AI system tasked with 
allocating production resources in a supply chain. The system 
might have maximizing output as its only goal. This single fo-
cus would influence the whole system to couple itself more 
tightly.

The algorithm would resolve any trade-offs between flexibil-
ity and optimization in favor of optimization. For instance, it 
would not keep reserve stocks because that would drag on in-
ventory. The system is coded to align with the company’s strat-
egy in doing this, but in such a tightly coupled way that the 
system would falter under stress, as many supply chains did at 
the start of the Covid-19 pandemic. At various times in recent 
history, this dynamic led to shortages in things like protective 
equipment, semiconductor chips, diapers, and infant formula.

Another case of a tightly coupled AI system is Zillow’s failed 
use of an automated decision-making algorithm to purchase 
homes. As an online real estate marketplace, Zillow was origi-
nally designed to help sellers and buyers make more informed 
decisions. In 2018, it opened a new division with a business 
model based on buying and flipping homes, using a machine 
learning algorithm called Zillow Offers. As home prices quickly 
rose during the Covid-19 pandemic, Zillow’s iBuying algorithms 
used data such as the home’s age, condition, and zip code to pre-
dict which homes would grow in value. However, the system 
failed to take into account the radical uncertainty caused by the 
virus and completely underestimated rapid changes in the hous-
ing market. Moreover, there was a backlash against Zillow when 
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a real estate agent, Sean Gotcher, created a viral video decrying 
the company’s perceived manipulation of the housing market. 
By November 2021, the firm sold only 17,000 homes out of the 
27,000 it had purchased.

Decoupling Zillow’s home-buying business from its online 
marketplace may have saved the company or at least part of its 
reputation. Ultimately, Zillow shut down its home-buying divi-
sion, cut 25 percent of the company’s workforce—about 2,000 
employees—and wrote off a loss of $304 million in housing 
inventory.9

With AI, Alan Chan argues that the greatest risk lies in AI 
systems that are both tightly coupled and complex within organ
izations that are tightly coupled and complex. Big Tech comes 
to mind. Accidents are especially likely to occur over time when 
the organizational conditions are right. Since exact conditions 
cannot be predicted or prevented in detail and the organizational 
structure prevents them from being resilient, Triple-A systems 
represent a continual challenge. Even when systems are work-
ing well, it is impossible to make them absolutely fail-safe from 
a “normal accident.”

“If I can’t look inside the system and see the 
weights given to different factors, then it is de 
facto tightly coupled. From a semantic standpoint, 
I am not given access to the assumptions going in, 
or how it works. I either have to reject it or use 
it—those are my only two choices.”

—John Sviokla
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To John Sviokla, who holds a Harvard doctorate in manage-
ment information systems, tight coupling is directly related to 
the opaque nature of algorithmic systems—the closed-box effect 
we described in chapter 3: “If I can’t look inside the system and 
see the weights given to different factors,” he says, “then it is de 
facto tightly coupled. From a semantic standpoint, I can’t com-
municate with it. I can only manage it by trying to figure out 
how it works, based on the behaviors it produces. I am not given 
access to the assumptions going in, or how it works. I either have 
to reject it or use it—those are my only two choices.”10

Pixar: A Loosely Coupled Studio

Pixar Animation Studios, the creators of the films Toy Story and 
Finding Nemo, has a well-known ritual that takes advantage of 
the studio’s loosely coupled nature. Whenever a film under de-
velopment hits a rough spot, the director can convene the com
pany’s “brain trust” for an in-depth critique. It takes a thick skin 
to have a work under review, but the result is immense, tangi-
ble improvement. Pixar cofounder Ed Catmull explained the 
process in a Harvard Business Review article:

[The screening] is followed by a lively two-hour give-and-take 

discussion, which is all about making the movie better. There’s 

no ego. Nobody pulls any punches to be polite. This works 

because all the participants have come to trust and respect one 

another. They know it’s far better to learn about problems from 

colleagues when there’s still time to fix them than from the audi-

ence after it’s too late. The problem-solving powers of this group 

are immense and inspirational to watch.

After the session, says Catmull, the director and his team de-
cide what to do with the advice.
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There are no mandatory notes, and the brain trust has no author-

ity. This dynamic is crucial. It liberates the trust members, so 

they can give their unvarnished expert opinions, and it liber-

ates the director to seek help and fully consider the advice. It 

took us a while to learn this. When we tried to export the brain 

trust model to our technical area, we found at first that it didn’t 

work. . . . ​As soon as we said, ‘This is purely peers giving feed-

back to each other,’ the dynamic changed, and the effectiveness 

of the review sessions dramatically improved [for our technical 

teams].11

Note that the organizational design of the studio is deliber-
ately loose. The brain trust reactions are not treated as demands 
but as creative opportunities. These opportunities allow for sim-
plicity on the other side of complexity.

Designer Bran Ferren, who has been awarded 500 patents 
or pending patents, also designed his creative studio Applied 
Minds to be loosely coupled. This design allows his team to fo-
cus on solving complex problems like designing Space Force 
headquarters.

According to Ferren, “Applied Minds functions more like an 
atelier or a movie studio model than like a typical requirements-
driven engineering or design innovation group within a com
pany. Our project managers are like directors—they’re brought 
in to drive an endeavor from start to finish, recruiting and man-
aging other people to play their parts. It’s hard to make that work 
in large companies that believe in consensus management. Only 
a few creative companies, like Apple or Disney, work this way. 
They are led by talented people driving the creative development 
process and personally deciding what will work. Like Steve 
Jobs at Apple, this model is very multidisciplinary and talent-
driven. You don’t set up teams that operate through consensus. 

501-115015_ch01_5P.indd   119501-115015_ch01_5P.indd   119 26/04/23   7:03 AM26/04/23   7:03 AM



120  ◆  The AI Dilemma

You pick and empower an individual ‘talent star,’ or they pick 
themselves and create the company, and you’re making the bet 
on his or her success.”12

Tools for Simplifying and Loosening Systems

Charles Perrow devoted much of his book Normal Accidents to 
a study of solutions: of those complex sociotechnical operations 
that had not ended in crisis or catastrophe.

One option is to make decision making simple by focusing 
on just one or two activities. You centralize decision making 
around this relatively simple set of goals so that there is clear 
direction for channeling all the complexities involved.

The second alternative is to loosen the system. Bring decision 
making to the lowest possible level in the hierarchy, and make 
sure every part of the organization can operate autonomously. 
Encourage people to communicate freely, so that no one small 
group is seen as the single source of knowledge about a key 
issue.

A third option is to put in place some basic organizational de-
signs. A risk audit and oversight group may seem like yet another 
boring bureaucratic function, but if it is led by someone who un-
derstands loose coupling, then it will be staffed by a diverse group 
of people who make sense of complex issues together.

If your organization is tightly coupled and you need to make 
it more loosely coupled, design some inflection points: events 
where you announce changes in the practices and reporting ar-
rangements. These could be design sessions where you involve 
everyone in decentralizing their part of the workflow.

“In complex systems,” says Steve Crandall, “increasing the 
coupling produces a change in the systems behavior. In some 
of the systems we construct, interactions become easier and 
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faster. We see it everywhere, from global shipping systems to 
GPS tracking on our cell phones.

“Then the system reaches a critical inflection point where 
everything suddenly changes. It is between difficult and impos-
sible to predict exactly what the new state looks like. That depends 
on the details of the system and some external elements. For 
example, when the spread of the Covid-19 virus passed a cer-
tain level, we suddenly learned that global shipping and manu-
facturing systems were brittle.”13

Move decision making as close as possible to the point of ac-
tion. Then relentlessly support skill and attitude development 
that leads to good decisions. Bring people together regularly to 
learn from each other and avoid competing with other silos. Re-
lentlessly support the kind of leadership development that leads 
to better decision making, more engaging leadership skills, and 
attitudes with a broader perspective.

The best tools for organizational change vary depending 
on the type of organization and the circumstances. To be effec-
tive, they all require shifts in attitude among leaders and key 
people throughout the organization—and among its constituents. 
That’s where creative friction comes in.
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C H A P T E R   8

Embrace Creative Friction

Imagine that your child comes home from first grade en-
thralled with a new activity watch that was given out in gym 

class. Throughout the day, the watch collects data on your child’s 
heart rate, body temperature, sleep patterns, and movement, in-
cluding the calories expended through exercise. It uses that data 
to tell wearers of the watch how to manage their weight and grow 
stronger. It also aggregates that data for analysis by the school 
administration and the educational research project group (a part 
of the US Department of Education) that funded the app.1

The program is well-intentioned. Its goal is to combat child-
hood obesity, an increasingly widespread problem. To that end, 
the whole experience is as seamless and instantaneous as can 
be. There is no device to buy, no software to install, no contract 
to sign. Your child says yes simply by accepting it during class. 
Children don’t have to remember to put it on or take it off; the 
letter to parents from the school’s supervisor of health and phys 
ed says that your little ones should wear it even when sleeping 
and showering.

However, the experience isn’t so seamless if you’re a college 
professor like Brett Frischmann or Evan Selinger, specializing in 
Internet law, business ethics, and privacy. In their 2018 book Re-
Engineering Humanity, Frischmann and Selinger tell the story 
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of one real case like this and describe a slippery slope leading to 
abuse.

Even if the original purpose of the program is defensible, the 
whole process is targeted to vulnerable populations (in this case, 
children). Neither the children nor the parents are told exactly 
what data is being collected, how it is being used, and what pro-
tections exist against it being misused. The whole project treats 
independent evidence gathering, thought, and judgment as 
mental friction that should be smoothed away. Otherwise, it 
could keep the project from moving forward.

The child’s father, who was one of the authors, ended up 
“going ballistic.” There were so many concerns. Parents were not 
consulted. There were privacy issues with no way to keep control 
of children’s data. There were no consent forms or ways to opt 
out, all of which contributed to the opacity of the process. The 
project was based on complacent acceptance of the surveillance 
of children throughout their day, including bath and bedtime. 
Finally, the project cast any parent who objected as a villain to 
their own child:

I remembered how my son had come home so excited. The smile 

on his face and joy in his voice were unforgettable. It was worse 

than a phishing email scam. They had worked him deeply, getting 

him hooked. He was so incredibly happy to have been selected, to 

be part of this new fitness program, to be a leader. How could a 

parent not be equally excited? Most were, but not me.2

The father objected—first to the school administration and 
Parent-Teacher Association (PTA) and ultimately in a series of 
meetings with the school’s general counsel. The school officials, 
who had received a $1.5 million PEP grant to beta-test this data-
gathering technology, agreed to improve by introducing better 
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disclosure and informed consent forms. According to Frischmann 
and Selinger, that was the only institutional outcome—an in-
adequate one.

Imagine if that were your child. Would you have been con-
cerned? If so, would you have thought the issues through and 
weighed the pros and the cons? Would you have simply ignored 
it, saying nothing and going with the flow? If you did think it 
through, would you have consciously acquiesced, not wanting 
to deprive your child of the program? Would you have taken 
the extra steps to opt out of the watch program and potentially 
ostracized your child at school? Or would you have used this 
dilemma as an opportunity to join others in public dialogue 
about it? If you took this last option, then you would be intro-
ducing creative friction: stepping back to raise collective aware-
ness of the situation and to try to change the way it works.

Friction and the Illusion of Control

Though the school activity watch program was essentially a re-
search program for gathering data about children’s health, its 
consent practices were more like consumer services, where min-
imal friction is a competitive advantage. In consumer interface 
design, friction is typically described as “any point in the cus-
tomer’s journey with a company where they hit a snag that slows 
them down or causes dissatisfaction.”3

Now that we live in a Triple-A world, we have 
more options for frictionless experience every 
day—and the more we get, the more we seem to 
crave the illusion of control that it gives us.
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When that happens, businesses may lose their customers’ 
repeat business—and thus corporate logic focuses on friction-
lessness as a path to profitability, closely linked with “customers-
for-life” strategies. Consumer-oriented marketers strive to be 
convenient, to offer choices with focused simplicity, and to 
make it easier to opt in than opt out. It works, as long as people 
like the immediate results, and it also reinforces the illusion of 
being in control. Now that we live in a Triple-A world, we have 
more options for frictionless experience every day—and the 
more we get, the more we seem to crave the illusion of control 
that it gives us.

The idea of creative friction has a long heritage in addressing 
fears and hopes about technology. Creative friction is deliber-
ate activity designed to break heedless momentum or autopilot. 
That typically means fostering open, in-depth communication 
among people with diverse perspectives on a project. When we 
embrace creative friction, our intent is not to stop progress, but 
to raise awareness of the negative effects and redirect innovation 
more thoughtfully, toward more broadly beneficial goals. The 
eighteenth-century economist Adam Smith, known for the in-
visible hand of capitalism, proposed a form of creative friction 
which he called the “impartial spectator.” It was the habitual 
frame of mind of considering every action as if you were seeing 
someone else do it—what would you think? He described this 
frame of mind as a way to stop the exploitation which he had 
seen in early capitalism—for example, the British East India 
Company’s abuses in South Asia.4

Philosopher Hannah Arendt, in her 1958 book The Human 
Condition, explicitly referred to a similar form of creative fric-
tion in the context of atomic bombs and automation. She wrote 
that humanity had been saved, in the past, by the constraints 
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of tradition. Most people were limited in what they could do or 
consider doing. Now, however, there were many more choices. 
Like choice expert Sheena Iyengar would later point out, Arendt 
suggested that people, especially those who wield power, are not 
primed for this much choice.

“Thoughtlessness—the heedless recklessness or hopeless con-
fusion or complacent repetition of ‘truths’ which have become 
trivial and empty—seems to me among the outstanding char-
acteristics of our time,” she wrote. Her concept of thoughtless-
ness seems to resemble the frictionlessness that Triple-A systems 
encourage with the same illusion of control involved. “What I 
propose, therefore, is very simple,” Arendt continued, “it is noth-
ing more than to think what we are doing.”5

The point of creative friction is not just to consider our ac-
tions intellectually, but to be more thoughtful in real time as we 
act. By embracing creative friction, we avoid doing some things 
that would harm ourselves or others, or that would create unac-
ceptable risk. We draw people into dialogues about it. We apply 
discipline to what we say and do, and we accept the annoy-
ances and costs that come with friction. We thus overcome the 
addictive illusion of control. We make it possible to live with 
automated technologies in a less risky, more broadly inclusive, 
more life-affirming way.

Why Frictionlessness Is Addictive

Consider the bargain you make when you click the “Accept Cook-
ies” button to view content online. If you don’t click “Accept,” 
you can probably find that information elsewhere, but there is 
a lot more effort involved in the search. You may even have to 
do without the content altogether.
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Saying no to automated systems generally requires those 
micro-efforts. If you say no to autofill, you’ll have to type your 
own information all the way through. If you eschew auto-writing 
assistants, you’ll have to compose your own email or reports in-
stead of using AI.

The appeal of frictionlessness is richly documented in busi-
ness literature—for example, in biographies of Jeff Bezos or 
books about customer experience.6 In a 2013 New Yorker arti-
cle on Silicon Valley’s culture, journalist George Packer described 
visiting an entrepreneur who proposed “living in the future” 
with services like ordering takeout food while riding home in 
an Uber, timed so that the delivery would arrive just as he did.

Packer could tell that services of this kind would rapidly be-
come commonplace, but the goal of frictionlessness would never 
be fully reached: “It evokes a fantasy in which all inefficien-
cies, annoyances, and grievances have been smoothed out of 
existence. . . . ​It suddenly occurred to me that the hottest tech 
start-ups are solving all the problems of being twenty years old, 
with cash on hand, because that’s who thinks them up.”7

This might seem like a phenomenon limited to wealthy neigh-
borhoods in wealthy countries, but the drive to reduce friction 
occurs in other places, sometimes to an even greater extent. 
There are start-ups throughout China and India offering one 
touch digitally enhanced delivery and travel services: explicitly 
designed as ways of reducing friction in places where it is not 
always easy to get around.8

The increasingly frictionless nature of digital systems may 
not be addictive in itself, but it appears to accentuate the crav-
ing for feeling in control. There’s a reason Steve Krug’s popular 
handbook of web interface design, now in its third edition, is 
called Don’t Make Me Think.9
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Friction and the Logics of Power

The corporate logic associates friction with bureaucracy. 
Whether friction comes from inside or outside the company, it 
is seen as an irritation, slowing down innovation and reducing 
productivity. Ever since Frederick Taylor first codified scientific 
management in the nineteenth century, the reduction of friction 
in the factory has been a source of corporate legitimacy.10 With 
the introduction of “labor saving” appliances in the twentieth 
century, reducing friction became a mainstay of consumer mar-
keting. The embrace of AI systems continues this trajectory. 
They appeal to corporate logic, in part, because they reduce the 
friction of knowledge work.

The engineering logic often sees friction as a distraction. 
Many people are eager to delegate questions of AI responsibility 
to others they see as more qualified. Governments understand 
friction—they have a lot of experience with it—but as we saw 
in chapter 6 with the Netherlands story, there is always a temp-
tation to take shortcuts and override resistance. Triple-A sys-
tems give governments far more power to do so.

Even social justice activists may shrink back at times from 
the friction of genuine dialogue with people who hold other per-
spectives. We see this at times online and when students pro-
test speeches they don’t agree with.

Dialogue among all these groups is essential, and dialogue in-
volves friction. Brett Frischmann and Harvard-based free speech 
advocate Susan Benesch call this type of dialogue “friction-
in-design,” and suggest it as a component of government regula-
tion.11 It requires people to come to a frame of mind where they 
genuinely pay attention to what other people think and why they 
think what they do. One reason for creative friction now, for 
bringing diverse thinkers together to address the complexities of 
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AI, is because we need the practice. We haven’t all worked to-
gether enough, and we don’t yet have the trust or empathy that 
we will need. Creative friction is a tool to use rather than some-
thing to avoid.

Tools for Creative Friction

Cultivating creative friction within your organization means 
adding broader, more diverse perspectives, deeper judgments, 
time for thoughtful evaluation, and ongoing review—all embed-
ded within the development and deployment of Triple-A systems 
and integral to all of it. For many people, this will seem like extra 
work or an impossible task. It does not feel good at first to add 
friction if you are used to frictionlessness. Nonetheless, to achieve 
results in which AI systems benefit far more groups of people, 
some form of creative friction is ongoing and necessary during 
the conception, development, and deployment of the technologies.

In the rest of this chapter we will look at people and organ
izations that have deliberately introduced creative friction to ac-
complish real-world tasks—including impossible tasks.

For example, Astro Teller is the cofounder and Captain of 
Moonshots at X, also known as the Moonshot Factory. X is a 
creative laboratory for groundbreaking ideas and “moonshot” 
innovations—efforts to address fundamental problems facing 
humanity with solutions that must also be commercially viable. 
Since the lab was launched by Google in 2010, X has created 
projects and companies such as Waymo (autonomous vehicles), 
Chorus (digital transformation of supply chains), Malta (energy 
storage), and Tapestry (dynamic models of the electric power grid). 
One deep learning research project, Google Brain, has powered 
Google Translate, YouTube’s video recommendations, and more.
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To explain how he creates an environment in which creative 
friction flourishes, Teller has said, “Innovators and dreamers of-
ten can’t thrive in typical organizations. Their constant ‘what 
ifs’ and ‘why does it have to be this way’ can be irritating for 
organizations trying to lock in an execution plan and meet quar-
terly targets. . . . ​Don’t get me wrong—execution matters, espe-
cially when you’re operating at scale. But radical innovation 
needs a different cultural environment than product delivery 
does.”12

Indeed, by many accounts, X does have a different cultural 
environment than most innovation labs, even in Silicon Valley. 
X is different from its corporate parent Google. It reminds some 
observers of places like the original Bell Labs and Xerox Palo 
Alto Research Center (PARC). Organizations like X produce con-
stantly, but always with an interest in making sense of what 
they’re doing and why they are choosing particular projects to 
work on. Teams invite one another to collaborate, especially if 
they come from different research backgrounds, and they ask 
tough questions that require well-considered answers.

David Stark found a similar approach to creative friction in 
his studies of entrepreneurial companies and Wall Street teams. 
According to Stark,

Success requires attention to . . . ​a collective sense of rhythm and 

timing—of when to make temporary settlements to get the job 

done, with the knowledge that this is not a once-and-for-all reso-

lution of the disagreements. . . . ​[This way of settling decisions] is 

neither harmony nor cacophony but an organized dissonance. . . . ​

In highly uncertain and rapidly changing environments the key 

challenge is . . . ​how to develop practices so that you will not take 

your knowledge for granted.13
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There is a common thread to the various practices that 
businesses—from startups to large companies—use to develop 
creative friction. They generally require changes in the way 
people think and interact. “Our breakthrough idea [at X] isn’t a 
technology,” explains Teller in all earnestness, “it’s our people. 
It’s about engineering a culture and designing an organization 
that can overcome the powerful forces that cause humans to re-
treat to the comfortable and conventional.”14

Practice Collaborative Conflict

Firms that cultivate creative friction routinely hire people who 
can confront one another’s ideas. They bring in outside experts 
to challenge internal teams as a form of collaborative conflict. 
Harvard Business School professor Dorothy Leonard refers to 
constructive argument as creative abrasion.

If you want an innovative organization, you need to hire, work 

with, and promote people who make you uncomfortable. . . . ​The 

biggest barrier to recognizing the contributions of people who 

are unlike you is your own ego. Suppose you are stuck on a dif-

ficult problem. To whom do you go for help? Usually to someone 

who is on the same wavelength or to someone whose opinion 

you respect. These people may give you soothing strokes, but 

they are unlikely to help spark a new idea.

Suppose you were to take the problem instead to someone 

with whom you often find yourself at odds, someone who rarely 

validates your ideas or perspectives. It may take courage and tact 

to get constructive feedback, and the process may not be exactly 

pleasant. But that feedback will likely improve the quality of 

your solution. And when your adversarial colleague recovers 
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from their amazement at your request, they may even get along 

with you better because the disagreement was clearly intellec-

tual, not personal.15

The Studio X innovation studio, an incubator launched by 
Shell Oil in 2014, explicitly frames creative abrasion as a team 
practice needed for conflict-averse cultures, especially in start-
ups. There are ground rules for teams, like requiring people to 
actively listen. Participants challenge each other, rather than just 
stating their own ideas.16

From 2002 through 2014, Juliette worked with Cirque du So-
leil as an outside consultant on special projects, working with 
then-creative director Jean-Francois Bouchard. “La Création” is 
the term generally used to describe their process of creating new 
shows, events, and derivative products. In Cirque parlance, “La 
Création” means creative friction. Guy LaLiberté, the founder 
and visionary behind Cirque, would typically define the theme 
of each new show. Sometimes two words like “Michael Jackson” 
would open the door to the creative process. Then Cirque’s cul-
ture of innovation and creativity would kick in, encouraging 
exploration, honesty, and good judgment. Passionate, provoca-
tive, and at times chaotic creative disagreements led to more in-
novative ideas and technologies. Instead of consensus, we were 
seeking multidisciplinary collaboration and breakthroughs.

David Stark found that organizations that followed this type 
of friction were less efficient in the short run but ultimately ben-
efited from taking the time to question and challenge each other. 
In entrepreneurial business cultures, friction among teammates 
is up close and personal. People with opposite points of view 
directly interact and insist on working together, project after 
project.

501-115015_ch01_5P.indd   133501-115015_ch01_5P.indd   133 26/04/23   7:03 AM26/04/23   7:03 AM



134  ◆  The AI Dilemma

“People argued,” wrote Stark. “They gave reasons and provided 
justifications as they attempted to persuade others about the 
things they valued. . . . ​True, they needed to settle their differ-
ences to meet their project deadlines. But . . . ​these settlements 
were provisional, beneath which were profound disagreements 
and misunderstandings that would come to the fore once again.”17

Use Diversity of Thinking as a Catalyst

Diverse and multidisciplinary teams generate creative friction. 
Diversity here means diversity of thought, culture, gender, and 
ability; it also means socioeconomic diversity, diversity in edu-
cation, and neurodiversity. As entrepreneur and parallel com-
puting pioneer Danny Hillis puts it, creative friction that leads 
to innovation requires diversity in all of its forms.

When I went to Disney, I got to see the way that Hollywood does 

innovation—the studio system. When you see a Disney film, it’s 

not made mostly by people who are employees of Disney. Disney 

just acts as the catalyst. They put together the project with lots of 

outside talent, which means they get much more diversity of 

people working on a project, and that keeps them from making 

the same movie over and over and over again.

Hillis has founded or cofounded a number of renowned tech-
related organizations. In many of them, he deliberately recreates 
the friction-generating structure—diverse people coming to-
gether for projects—that he had enjoyed at Disney.

I wanted to have a group that worked on interdisciplinary inno-

vation, in a studio setting. Today, we have a core of a few hun-

dred project managers who cut across technical areas. So, there 
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might be somebody who’s done both electrical engineering and 

mechanical engineering or has done both chemistry and biology 

and who also has the ability to make something from scratch. 

And then we have a big network of people who are specialists 

that have deep knowledge.18

In assembling your own diverse group, include diverse stake-
holders who will be affected by the technology. Before you 
build anything, they can help you think it through. Make sure 
you incorporate the thinking of social scientists, community 
leaders, academics, and scientists, as well as technologists.

Remember that not everybody is comfortable saying some-
thing out loud. They may participate in a chat window instead. 
Collaborative technology can help enable a broader representa
tion of viewpoints.

The virtuous feedback loop of incorporating community re-
sponse into your project is not just a one-time thing. Ongoing 
feedback allows minimum viable products to improve over time. 
Ask for feedback and incorporate it at every stage of development 
and after deployment. This ensures that your team has on-the-
ground knowledge of the impact and that possibilities for im-
provement are not left on the table. Moreover, it creates a space 
for evaluating any potential harms of the technology on people 
well before they escalate into a crisis.

David Stark studied trading teams on Wall Street and in 
Japan. In both places, he found that teams with people with 
diverse backgrounds and viewpoints performed better than 
their less diverse counterparts. The teams asked many more 
questions when they had a diverse group than when they had 
a homogeneous group. Decisions took longer to make, but in 
the medium and the long run the teams ended up making far 
more money.
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The key element in diversity, Stark found, was “competing 
orders of worth”: different perspectives on what is valuable.19 
The four stakeholder logics in this book, for instance, represent 
four different ideas about what matters. Business leaders value 
ownership, markets, and growth; engineers value efficiency and 
technological capabilities; social justice advocates value fair-
ness and equity, especially for the vulnerable; and governments 
value service, protection, and control. All organizations have 
their own internal conflicts based on their own competing orders 
of worth.

Cirque du Soleil explicitly orients itself around diverse teams. 
Cirque founder Guy LaLiberté was a fire-breather when he started 
out; along with his busker friends in Baie-Saint-Paul, Quebec, he 
consciously chose to foster a culture that welcomes and encour-
ages artistic tension and disruption through diversity. For as long 
as Juliette worked with them, creating special projects and events, 
she was always amazed by the variety of people working there. 
Officially, Cirque employs performers from over 50 countries in 
its Montreal headquarters. Juliette was one of the lucky ones who, 
in addition to finding solutions to creative and business problems 
for Cirque, also helped them adopt even more technology into 
their shows. The first time Juliette ever experienced an AI-driven 
drone swarm was in the context of a Cirque du Soleil show. Cirque 
is always on the lookout to recruit new artists, technologists, and 
creators. This diversity of people, thinking, vision, culture, and 
technologies is core to the creative friction and cross-disciplinarian 
tension that feeds world-class ideas and cutting-edge innovation. 
As a result, Cirque has collaborated with a far-ranging group 
of partners, working to co-create everything from opening 
ceremonies for the Olympic Games to Madonna World Tours to 
Broadway shows, in addition to their permanent and touring 
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Cirque du Soleil branded shows. Moreover, “to keep its cre-
ative brand fresh, Cirque works closely with engineering and 
art departments in 17 universities and actively seeks ideas 
from students, many of which eventually make it into the 
shows.”20

Create Scenarios of Alternative Futures

When it comes to new technology, it is especially important to 
ask teams to create scenarios of what the future with this tech 
might look like for the people it is aimed at. Think of several 
alternative futures that would change the way your Triple-A sys-
tem could be used. Then ask the communities that will be af-
fected what they think. Incorporate their various perspectives 
into your scenarios to better understand what the trade-offs are. 
Under each of those scenarios, how might it benefit people? In 
what ways could it cause unforeseen harm in the short, medium, 
and long term? What approaches could you take now that would 
make the system more beneficial to more people, no matter 
which scenario unfolds?

Ask these different groups to come together and weigh in on a 
risk–benefit analysis before new technologies or new use cases 
are deployed and, ideally, before systems are designed. This pro
cess will help generate the kind of risk thinking that Ron 
Dembo proposes (see chapter 2) when we write about hedging 
against radical uncertainty.

The story of the child who received a smartwatch suggests 
another way to develop scenarios: focusing on the future we 
would want to create. Authors Frischmann and Selinger proposed 
an alternative future of participative learning about the watch’s 
provenance and implications. “Fitness and privacy might be 
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joined as students learn about the technology and their rela-
tionships to it and to others (the school, the Department of 
Education, device manufacturers, various third parties in-
cluding aggregators and advertisers).”21 Students might even 
discover the value of real control over their devices, health, and 
personal data.

Fail Fast, Fail Forward

X, Pixar, Disney, and Cirque du Soleil regularly conduct pre-
mortems and post-mortems. Take X’s “bad idea brainstorm,” in 
which an innovation session starts by asking people to share the 
worst ideas they can think of. The purpose is to celebrate hav-
ing ideas at all, even if they’re bad. They are not afraid to kill 
projects. Indeed, all of these companies use creativity, new tech-
nology, and diversity to both create and to kill projects.

“Failing fast and failing forward” happens when you fail 
quickly in testing out a hypothesis; if you have learned from the 
experience, you have still failed, but you have failed forward. 
Or as X’s Astro Teller puts it,

Our main cultural battle is against fear and the strong gravita-

tional pull toward conventional ways of thinking and behaving. 

All of us have been conditioned for years not to fail, not to be 

vulnerable, and to minimize risk. So my number one job is help-

ing Xers reset and free themselves from these invisible but per-

nicious constraints so they can free up their potential.22

At X, many rituals involve celebrations of failure. One proj
ect involved converting seawater into fuel. When the team de
cided it wasn’t commercially viable and shut down the project, 
teammates were all given a bonus. The company then held an 
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all-hands meeting to thank them for “speeding up innovation”—
by which they really meant drawing back so they could focus 
on more viable projects.

Create a Safer Environment  
for Creative Friction

Creative friction requires open discussion, where people feel se-
cure to raise questions and offer different perspectives. Amy 
Edmondson’s work on psychological safety demonstrates how 
leaders can set a context for people to talk openly and freely 
without reprisal.23

Astro Teller has created an atmosphere of psychological safety 
at X: “We work hard to create an environment where everyone 
feels comfortable sharing their views and loves running toward 
really hard problems precisely because they’re difficult.”24

When you are surrounded by like-minded individuals who 
have “been there” in terms of repeated failure, you’ll feel more 
understood, heard, and inspired to keep building on what you’ve 
learned.

There are other ways to create a supportive learning environ-
ment, in part by giving people control over their time. At the X 
Lab, employees are encouraged to take periods of discovery—
shifting temporarily to a different project or just taking time to 
daydream so that they gain a fresh perspective. They are also 
trusted to work on projects where they don’t have preestablished 
expertise.

In academia, the rapid introduction of ChatGPT and similar 
products is bringing creative friction into the classroom. Profes-
sors are reworking essay assignments to ask students less about 
information available on the web, and more about students’ per-
sonal experience and thoughts.25
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Be a Model of Creative Friction Yourself

Senior leaders and team members can use their own behavior 
to show what creative friction looks like. In fact, this practice 
appears to make people more effective as leaders. One explana-
tion comes from neuroscience research. The brain’s center of ex-
ecutive function, which processes impulse control, cognitive 
complexity, and multiple perspectives, is strengthened when 
people consider complex issues together in contentious but con-
structive ways—in other words, through creative friction.26

This is particularly relevant for strategic leadership: the abil-
ity to lead an organization toward long-term plans and goals. 
When leaders practice creative friction regularly, in their own 
behavior or in teams, it reinforces this strategic focus. Conceiv-
ably, the use of AI for decision making—especially if people get 
in the habit of relying on automated systems—might cause our 
strategic leadership capabilities to atrophy.

Adam Galinsky, a social psychologist at Columbia University, 
has documented the tendency of leaders in positions of author-
ity to lose perspective. They are more prone than others to take 
careless risks (for example, divulging sensitive facts in negotia-
tions). As leaders move up the chain of command, they are less 
likely to consider multiple perspectives or what others are think-
ing. Another researcher, University of Washington professor 
Leigh Plunkett Tost, found that the feeling of having power leads 
people to discount advice from others.27

Many times, modeling creative friction takes the form of 
small behavioral changes. Sociologists Paul DiMaggio and 
Walter W. Powell refer to these old habits as “taken-for-granted 
scripts, rules, and classifications—the stuff of which institutions 
are made.”28 David Andre, the chief science officer at X, disclosed 
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openly to friends and colleagues in 2004 that he had begun to 
replace the word “but” in his speech pattern with the word “and.” 
He had been practicing this bit of self-regulation over time and 
noticed how it began to rewire his brain to be more collabora-
tive with his teammates and in his personal life as well.

Lead with Data and Curiosity

Janet Thompson, executive vice president at the data-driven cre-
ative agency Performance Art, provides an example of leading 
with curiosity. Janet attends New York’s General Assembly In-
stitution in her spare time, to learn the art of data science by 
cultivating new skills, like learning to code in Python and query 
data herself.29 Entrepreneur David Bankston (chapter 3) also 
went back to school, to get a bachelor’s degree in computer sci-
ence at Purdue University during the 2020 pandemic.

The key to leading with data and curiosity is the belief that 
you can figure it out. Often in technology, when you are doing 
something new, it feels uncomfortable. You feel less confident 
than you did in your previous job or project. If you believe you 
can figure it out, you can do it.

Collaboration with the right people is the key. Ask for help. 
Where you have a knowledge gap, find people to fill that gap. 
Most important is building a truly excellent diverse team of 
people who can be candid together. Functional humility emerges 
when you surround yourself with experts who know things you 
don’t know. You don’t have to be the smartest person in the 
room. It’s better to be the person who brought smart people 
together to collaborate—and who fostered an environment 
where they feel comfortable talking openly. Then, you strategi-
cally become the person at the center of all the action.
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Discuss Your Triple-A Systems’  
Broader Impact

Schedule regular discussions, with the four logics represented, 
of the outcomes your Triple-A systems will produce. One good 
discussion template is the “threats and mitigations” framework 
published in early 2023 by researchers at the Stanford Univer-
sity Internet Observatory, part of its cyber policy center. They 
worked in partnership with another research group at George-
town University, along with some people from OpenAI. To de-
velop this framework, they practiced a form of creative friction 
themselves, bringing together machine learning experts and re-
searchers in online disinformation.

Any team producing an AI system, they say, should consider 
three factors, especially in developing or using systems that gen-
erate text, images, or other content. The goal here is to keep 
from disseminating false or manipulative information:

	 1.	 Actors: The people who might use the systems to deliber-
ately mislead others. Their number is expanding rapidly 
as sophisticated AI systems become available for free or at 
low cost.

	 2.	 Behavior: The way these operators could act. For exam-
ple, operators could scale up and manipulate others with 
personalized chatbots.

	 3.	 Content: The new types of propaganda and misleading in-
fluence that might proliferate.

Discussions could also cover new capabilities that the AI sys-
tems enable, the speed at which they become available, and the 
pressure that the company could put on users to foster more 
beneficial “norms.” The authors propose discussions at four key 
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moments during the R&D process: When the model is being 
constructed; when people are given access to it; when content is 
disseminated; and in a fourth stage called “belief formation,” 
when end users recognize the impact their digital tools are hav-
ing on their beliefs and behaviors. This last stage is in the realm 
of digital literacy in the face of consumer-focused AI tools like 
ChatGPT.30

Think through Implications, Not  
Just Applications

“We decided to tackle the longer, harder path of 
creating fully self-driving cars instead of launching 
a partially autonomous ‘freeway assistant’ feature, 
because we wanted to help people who couldn’t 
drive at all and make roads as safe as possible.”

—Astro Teller

X explicitly gave itself a strategic goal to address some of the 
world’s hardest problems. In communicating this goal, Teller em-
phasizes that while solutions have to be financially viable, they 
also have to seek positive outcomes for people in general. “Taking 
the long view enables us to think through the implications [and] 
not just the applications of what we’re building and ensure we’re 
taking into account the needs of many different people affected 
by any new technology. For example, [with Waymo], we decided 
to tackle the longer, harder path of creating fully self-driving cars 
instead of launching a partially autonomous ‘freeway assistant’ 
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feature, because we wanted to help people who couldn’t drive at 
all and make roads as safe as possible.”31

Teams can also explicitly use the unacceptable-risk concept, 
as described in chapter 1. MIT research scientist Renée Richard-
son Gosline proposed this concept in a Harvard Business Review 
article: “Perhaps the first and most critical inconvenient act is 
for your team to take a beat and ask, ‘Should AI be doing this? 
And can it do what is being promised?’ Question whether it is 
appropriate to use AI at all in the context of your use case. For 
example, it cannot predict criminal behavior and should not be 
used for ‘predictive policing’ to arrest citizens before the com-
mission of crimes.”

To understand the implications of use cases, Gosline also 
suggests to “deliberately place kinks in the processes . . . ​and in-
corporate ‘good friction’ touchpoints that surface the limita-
tions, assumptions, and error rates for algorithms. . . . ​Consider 
[involving] external AI audit partners that may be less embed-
ded in organizational routines.”32

Ask yourself and your mix of stakeholders: Are we doing this 
AI project for the right reason? Is the work really about advanc-
ing the mission? Does this project have a healthy relationship 
with risk?

Be reflective and intentional. History has proved how many 
great innovations and forward progress has happened when 
teams continuously remember why they started their projects 
in the first place.
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​Conclusion

In the introduction to The AI Dilemma, we acknowledged that 
the technology in the wrong hands is dangerous but in the 

right hands is beneficial to all. Furthermore, trying to change its 
trajectory is more difficult than it might seem. As we saw with 
the Moral Machine experiment, what people want self-driving 
cars to do is not universal. It changes depending on context, ge-
ography, culture, and global zeitgeist—just to name a few factors.

Therefore, what responsible technology means to us right 
now may not hold over time.

We also cannot control Triple-A systems by figuring out how 
they work or reverse-engineering their intentions. They are ma-
chines. Machines don’t have intentions. However, as researcher 
Iyad Rahwan says, “we can judge them by their behavior.”

Rahwan, as you may recall, is the computer scientist at MIT’s 
Media Lab who worked with Edmond Awad on the Moral Ma-
chine experiment. In 2018, he coauthored an article with an-
other Media Lab faculty member, Manuel Cebrian, proposing 
that machine behavior should be an academic discipline. Rah-
wan drew a cartoon (see figure 4) driving home the point.

Rahwan’s cartoon says it all: We can’t know if a Triple-A sys-
tem is responsible or if it perpetuates social inequality by open-
ing the closed box and looking at its source code, any more 
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than we can be sure that someone is a good person by looking 
at their clothing or their brain MRI. Despite the name of the 
MIT experiment, machines are not moral, but they do exhibit 
behaviors.

Rahwan and Cebrian provide some examples of judging a ma-
chine by its behavior. “[When] computer scientists create their 
agents to solve particular tasks—no small feat—they most of-
ten focus on ensuring that their agents fulfill their intended 
function. For this, they use a variety of benchmark data sets and 
tasks that make it possible to compare different algorithms ob-
jectively and consistently.” For example, in the case of email clas-
sification programs, the MIT researchers have found that such 
programs “should meet a benchmark of accuracy in classifying 
email to spam or non-spam using some ‘ground truth’ that is 
labeled by humans.” In the case of computer vision algorithms, 
“they must correctly detect objects in human-annotated image 

FIGURE 4  Opacity of Regulated Machines Is Not New
Source: Iyad Rahwan and Manuel Cebrian, “Machine Behavior Needs to Be an 
Academic Discipline,” Nautilus, March 29, 2018. Reprinted with permission from 
the artist.
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data sets like ImageNet.” For autonomous cars, Rahwan and Ce-
brian would have them “navigate successfully from A to B in a 
variety of weather conditions.” For game-playing agents like Al-
phaGo, “they must defeat other state-of-the-art algorithms, or 
humans who won a particular honor—such as being the world 
champion in chess, Go, or poker.”1

This doesn’t mean Triple-A systems—algorithmic, autono-
mous, and automated systems—pass the Turing test, at least 
not today. It means they are complex sociotechnical systems; 
people and systems are interrelated or tightly coupled—and 
should be understood as such.

“Machines do not understand—yet,” says Columbia professor 
Marka Szabolcs, the same physicist who is concerned about Tri-
ple-A systems managing nuclear weapons. But he also regards 
them as he would regard a child: “When a child learns, the brain 
dreams, abstracts, and understands, so it needs fewer examples 
to get more of the world. Understanding is key to future AI, and 
we need to understand ‘understanding’ to get there.”2

7 Principles for the New Wave of AI Systems

The creative and conversational tools released in late 2022—and 
later known generically as generative AI—are finding huge au-
diences. OpenAI launched an AMT called ChatGPT in Novem-
ber 2022, and within three months it had scaled to 100 million 
users. Google expects an initial user base of about 1 billion for 
its experimental chatbot, known as Bard. Bard, which is pow-
ered by LaMDA, Google’s Language Model for Dialogue Appli-
cations, will be integrated with Google search, just as Microsoft 
is integrating OpenAI tools with its search engine Bing. Those 
who use generative AI say things like, “It’s an entirely new way 
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of interacting with information on the internet.”3 These bots and 
conversational tools apparently fill a deeply-felt need people 
didn’t know they had: a need to gain more control, whether il-
lusory or real, over their ability to find and send information.

It’s all happening so quickly that by the time this book is 
published in summer 2023, we may need to write a sequel. 
For now, let’s think about the ways in which these rapidly ex-
panding AI systems (including their sociotechnical context) 
could behave in light of the seven principles for responsible 
technology:

Be Intentional about Risk to Humans: Unlike Meta and Open 
AI, Google decided not to release its entire advanced language 
model, LaMDA, to be first to market. Instead, through an app 
called the AI Test Kitchen, it released carefully curated experi-
ences with little or no risk of disinformation, hate speech, or 
other harmful effects. Google’s LaMDA was trained on open-
ended conversations and dialogues.4

There was reason to be this intentional. In August 2022, Meta 
released a chatbot called BlenderBot and over the course of just 
one weekend, it became nasty. By the third day, it was spewing 
disinformation. Meta now requires visitors to the BlenderBot 
demonstration sites to click a box saying: “I understand this 
bot is for research and entertainment only, and that it is likely 
to make untrue or offensive statements. If this happens, I pledge 
to report these issues to help improve future research. Further-
more, I agree not to intentionally trigger the bot to make offen-
sive statements.” OpenAI CEO Sam Altman similarly said that 
users should actively “thumbs down” negative responses and 
postings from chatbots (including their own ChatGPT), to train 
them to make better associations over time.5
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“What’s required is a serious look at the 
architecture, training data and goals. That 
requires a company to prioritize these kinds of 
ethical issues a lot more than just asking for a 
thumbs down.”

—Steven T. Piantadosi

These measures place the burden of intentionality on users. 
That is, at best, a short-lived solution. Already, conversational 
AI tools appear to be competing, in part, on their ability to 
avoid producing false and harmful outcomes. If that continues, 
it will influence Triple-A system design—and if it doesn’t con-
tinue, it may spark a backlash. “What’s required is a serious 
look at the architecture, training data and goals,” says Steven T. 
Piantadosi, head of the computation and language lab at the 
University of California, Berkeley. “That requires a company to 
prioritize these kinds of ethical issues a lot more than just ask-
ing for a thumbs down.”6

Open the Closed Box: It will continue to be difficult to look 
“under the hood” of machine learning systems like the new 
conversational AI tools. Explainability will rely on the ability 
to track information and outcomes. We’re starting to see sev-
eral methods emerge. Google’s Responsible AI team main-
tains a severity analysis of the responsibility risks, including 
a dollar value calculation of the potential harm to humans. 
We can imagine auditors, insurers, or regulators creating a 
liability index, perhaps maintained by AI systems, that up-
dates the risk costs on an ever-changing dashboard—with 

501-115015_ch01_5P.indd   149501-115015_ch01_5P.indd   149 26/04/23   7:03 AM26/04/23   7:03 AM



150  ◆  The AI Dilemma

Tech companies and users penalized if they don’t provide ac-
curate input.

Reclaim Data Rights for People: As we suggested in chapter 4, 
the idea of managing data rights has been percolating for some 
time. With generative AI, the possibility of personal AI emerges. 
What if you had an AI bot of your own that held your informa-
tion sacrosanct in your own private cloud and negotiated on 
your behalf with all the other bots? You could see its own guide-
lines and ask it for clearer explanations when needed. You could 
say, “I don’t want to provide information to this site, but I’d like 
to access some of its information,” and your bot would navigate 
the necessary access and permissions without carelessly breach-
ing any of your boundaries. If it included a way to monetize ac-
cess to your data, it might cover the costs of its own use.

Confront and Question Bias: Like previous generations of chat-
bots, generative AI systems tend to project negative bias—
misogyny, discrimination, and offensive content—because they 
find it in online postings. Textio CEO Kieran Snyder, whose firm 
consults on inclusive language for workplace communications, 
tested ChatGPT’s tendencies to write racist or sexist performance 
reviews. A “bubbly receptionist is presumed to be a woman,” she 
noted, “while the unusually strong construction worker is pre-
sumed to be a man.” OpenAI’s ChatGPT had the same tendency 
and was explicitly trained to correct it. Thus, when people ask 
for essays on why only white or Asian men would make good 
scientists, the bot catches it and responds, “It is not appropriate 
to use a person’s race or gender that way.”7

Hold Stakeholders Accountable: Several companies have devel-
oped image generation models like DALL-E and chosen to take 
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their time to release them because of the risk. Their own inter-
nal responsibility reviews suggested these programs could be 
misused to produce deepfakes en masse—generating false and 
misleading images for political purposes or to abuse someone. 
For many AI system creators and users, the temptation will be 
great to delegate this burden to sophisticated conversational AI 
tools and chatbots. In chapter 6, in the section Just Because Gov-
ernment Can, Doesn’t Mean It Should, we asked: “Who watches 
the watchrobots?” If there are no established overarching gate-
keepers, the watchrobots may end up watching one another.

Favor Loosely Coupled Systems: Chatbots may tighten cou-
plings in complex systems, intensifying the communications 
between them. What happens when Google chatbots encounter 
Microsoft chatbots—or when ChatGPT has a conversation with 
Bard? Because of the closed box, we don’t know how either one 
gets their answers. What happens when they start communicat-
ing with one another?

Embrace Creative Friction: Companies and governments 
need a framework for thinking deeply about impact: a calcu-
lus of intentional risk. As you develop a new generative AI 
system, you estimate damages and benefits. What harm can 
it do? What good can it do for others? What if you break a 
law? The EU AIA may fine companies up to 6 percent of their 
total worldwide annual revenues for unacceptable risks. Add 
reputation loss, then factor in the costs of not releasing it—
including the opportunity cost of all that lost business. At 
the end, we want to be able to look at ourselves in the mir-
ror. We are all wielding immense power, and we need a cal-
culus to keep us from harming ourselves, others, and the 
bottom line.
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Arms Race or Human Race?

The core of the AI dilemma is not the ability of machines to 
learn. It is the ability of humans to learn to manage the grow-
ing abilities of these new systems. To gain real control, instead 
of illusory control, we need to raise our own awareness and abil-
ity first. Like first-time parents discovering the challenges that 
come with parenthood, we are now discovering that the emer-
gence of AI is a forcing function. It is forcing us, those who op-
erate in any or all of the four logics, to grow up—at least 
enough to take seriously the responsibility that we have created 
for ourselves.

Peter Sloly, the former chief of police of the Ottawa police ser
vice, phrases the core question this way:

“We especially need to understand what we, as the 
community of human beings, want to prioritize 
with AI. Is it for the arms race or for the human 
race?”

—Peter Sloly

“We especially need to understand what we, as the commu-
nity of human beings, want to prioritize with AI. Is it for the 
arms race or for the human race?”

Will our Triple-A systems continue to treat people differently, 
hurting some people more than others, in different cases and 
contexts? Will they be held to a benchmark—a standard of re-
sponsibility? Who will set that standard, and who will control 
the outcome?
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An academic field of machine behavior is emerging, focused 
on questions like these.8 Iyad Rahman is now director of the 
Center for Humans and Machines at the Max Planck Institute 
in Berlin, explicitly designed to further this field. There is much 
to learn about the interrelationship between machine behavior, 
human behavior, and the behavior of larger sociotechnical sys-
tems like corporations and governments.

In the end, it doesn’t matter whether we think our AI systems 
are intelligent or not. What matters most is what they do and 
how they grow, and how we grow along with them. Like loving 
parents, we need to keep watch over the systems we are rais-
ing. We need to guide them as we would a child toward full 
adulthood. We need to instill respect for our shared benefit and 
interdependence. Then, when we let them go, it won’t be into a 
separate, isolated world with them or us in control. It will be 
into a world where we are all working together to create greater 
real control for all of us.
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Glossary

AI dilemma—The challenges of managing and regulating the 
rapidly-evolving group of Triple-A systems already embedded 
in everyday life, whose attributes make them both highly ben-
eficial and highly dangerous. (Introduction)

algorithmic systems—Software products made up of algo-
rithms, which are instructions for a computer to follow in or-
der to execute a task or solve a problem. One of the three types 
of Triple-A systems. (Introduction)

Apex Benchmark—A model of the factors needed for evaluat-
ing self-regulation of Triple-A systems. (Chapter 6)

artificial intelligence (AI)—The theory and development of 
computer systems able to perform tasks that might otherwise re-
quire human intelligence, such as visual perception, speech rec-
ognition, decision making, and translation between languages. 
One of the three types of Triple-A systems. (Introduction)

Artificial Intelligence Act (AIA)—A proposed law for the Eu
ropean Union containing a comprehensive framework for AI 
risk that is likely to set the standard for worldwide regulation if 
it passes. (Chapter 1)
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automated systems—A form of technology, software, or hard-
ware designed to function with little to no human supervision 
or intervention. One of the three types of Triple-A systems. (In-
troduction)

automation complacency—The tendency of people to trust au-
tomated systems and not pay attention to them, even when 
charged with overseeing them. (Chapter 2)

autonomous vehicle (AV)—Also known as a “self-driving” ve-
hicle, it is a vehicle capable of performing all the necessary func-
tions of driving using sensors, cameras, and algorithms with 
little to no human involvement. (Introduction, Chapter 2)

behavioral surplus—Shoshana Zuboff’s term for personal data 
that can be monetized as fuel for predictive algorithms, such as 
those used in targeted advertising. (Chapter 4)

bias—An ingrained preference, prejudice, or strong opinion 
toward or against specific people or things. Bias can be embed-
ded in the data or design of a Triple-A system. (Chapter 5)

Big Tech—The group of the largest, most dominant technology 
companies in the industry. (Chapter 1)

black box—See “Closed Box.” (Chapter 3)

calculus of intentional risk—A framework for estimating the 
trade-offs and uncertainties related to Triple-A systems to help 
decide how to proceed. (Conclusion)

chatbot—An algorithmic system designed to simulate conver-
sation with humans, especially over the internet. (Conclusion)

closed box—An opaque system that does not foster trust and 
avoids scrutiny by obscuring how it functions. This term is re-
placing the previously used term “Black Box.” (Chapter 3)
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cold data—Nora Bateson’s term for purely quantitative statis-
tics that don’t express a human context or underlying relation-
ships. (Chapter 5)

confirmation bias—The tendency to pay more attention to data 
that reinforces an existing point of view. Triple-A systems are 
prone to confirmation bias. (Chapter 5)

conversational AI—A software category of technologies that 
produce human-like interactions through automated messaging 
and voice-enabled applications. (Conclusion)

corporate logic—The logic of ownership, markets, and growth. 
It prioritizes money, profit, expansion, new business, and dom-
inance over competitors, often leading to decisions that favor 
expedience. (Chapter 1)

creative friction—Activity designed to disrupt heedless mo-
mentum. It often involves open, in-depth communication 
among people with diverse perspectives. (Chapter 8)

data ownership—Control over the use and monetization of 
your personal data so that every company that benefits from it 
must ask your permission. (Chapter 4)

deep learning—A part of a broader family of machine learn-
ing methods based on artificial neural networks with represen
tation learning. Learning can be supervised, semi-supervised, 
or unsupervised. (Introduction)

engineering logic—The perspective of technologists. It priori-
tizes employers’ interests, being a part of a highly-skilled com-
munity and contributing to challenging work. A self-selected 
few may prioritize the users affected by their work. (Chapter 1)

explainable AI (XAI)—Also known as transparent or open-
source AI. These systems keep the logic and purpose of the 

501-115015_ch01_5P.indd   189501-115015_ch01_5P.indd   189 26/04/23   7:03 AM26/04/23   7:03 AM



190  ◆  Glossary

software accessible to stakeholders affected by it so they can 
question and critique it when necessary. (Chapter 3)

four logics of power—Four main perspectives that influence 
artificial intelligence: engineering logic, corporate logic, social 
justice logic, and government logic. (Chapter 1)

frictionlessness—The aspirational state of minimal impedi-
ment, and an addictive attribute of Triple-A and other systems. 
(Chapter 8)

generative AI—The generic name for AI systems designed 
to create content and communicate directly with people, in-
cluding chatbots and conversational AI. A wave of generative 
AI, including OpenAI’s ChatGPT and DALL-E, was released 
starting in 2022 and was adopted with extreme speed. 
(Conclusion)

Gini coefficient—A statistical measurement of the distribution 
of income across a nation or social group in order to highlight 
income inequality. (Introduction)

government logic—The perspective of authority and security. 
It prioritizes protecting the nation from outside forces and pro-
viding support and public services to the citizens. (Chapter 1)

high-risk AI—Triple-A activity that could cause harm to 
people’s health, safety, or fundamental rights but also provides 
significant value. According to EU AIA, it should be audited and 
highly regulated. (Chapter 2)

illusion of control—Ellen Langer’s term for the misleading sen-
sation of having agency over events, people, and things. People 
tend to crave this feeling, and Triple-A systems often reinforce 
it while reducing actual control. (Introduction)
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Language Model for Dialogue Applications (LaMDA)— A 
 family of conversational neural language models developed by 
Google. (Conclusion)

large learning models (LLMs)—Deep learning systems pro-
cessing large quantities of unlabeled text in a self-supervised 
fashion; used in training generative AI systems. (Introduction)

limited- risk AI— Triple- A activity whose harm is related to its 
transparency obligations. According to the EU AIA, it should be 
required to routinely disclose its nonhuman nature. (Chapter 2)

loosely coupled systems— Charles Perrow’s term for open and 
diverse architecture where changes in one module, section, or 
component hardly affect the other components in the system. 
This system is easy to scale and is robust. (Chapter 7)

machine be hav ior— An emerging academic discipline for 
studying what technological systems do in specific use cases and 
potentially in the context of  human and orga nizational be 
hav-ior. (Conclusion)

machine learning (MA)— Triple- A systems that can change their 
be hav ior and adapt without following explicit instructions by us-
ing algorithms and statistical models to draw inferences from 
patterns in data. Engineers tend to prefer this term to artificial 
intelligence  because it more accurately describes systems which, 
strictly speaking, are not intelligent. (Introduction, Chapter 5).

minimal- risk AI— Triple- A systems that do not require regula-
tory oversight  because they do not harm  people. (Chapter 1)

Moral Machine— An online experiment launched by the MIT 
Media Lab in 2016 to gather opinions on the life- or- death deci-
sions a self- driving vehicle should make. (Introduction)
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natural language processing (NLP) systems—The branch of 
artificial intelligence that focuses on teaching computers how 
to understand and replicate human language through text and 
speech. (Introduction)

negative bias—The tendency to accentuate fear and distaste 
rather than hope and curiosity. Triple-A systems can pick 
this up from data and favor people in the dominant culture. 
(Chapter 5)

open-source—Computer software that makes the source code 
public and allows users to freely modify and distribute it. 
(Chapter 3)

personal data—Information that can lead to the identifica-
tion of a person or provide sensitive information to others. 
(Chapter 4)

predictive analytics—The use of data, statistical models, and 
machine learning to identify the likelihood of future outcomes. 
It can easily be misused with grave consequences for people 
who are singled out as future problems. (Chapter 2)

psychological safety—Amy Edmondson’s term for orga
nizational contexts where people can talk openly and freely 
without reprisal. (Chapter 8)

radical uncertainty—Times of great unpredictability in which 
small events can lead to large crises. (Chapter 2)

restraint bias—The tendency to overestimate the level of con-
trol people have over impulsive behaviors. This can lead people 
to sabotage their own interests when they encounter Triple-A 
systems. (Chapter 5)
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risk intentionality—Ongoing determination, on the part of Tri-
ple-A system creators, to reduce risk to people—not just when 
convenient, but always. (Chapter 2)

risk thinking—Ron Dembo’s term for the ability to take uncer-
tainty into account, and thus to choose a flexible path that can 
respond to events as they unfold. Triple-A systems currently 
have limited risk thinking ability. (Chapter 1)

self-regulation—The practice of giving corporations or other 
entities sole responsibility for managing and mitigating the risks 
and damages related to their Triple-A systems. (Chapter 6)

social justice logic—The perspective of humanity. This logic 
prioritizes the social contract and ensures that technology does 
not infringe upon the rights of people, particularly vulnerable 
groups. (Chapter 1)

sociotechnical systems—Complex systems comprising of ma-
chines, people, and organizations. All Triple-A systems that in-
teract with people are sociotechnical systems. (Introduction)

structural secrecy—Diane Vaughan’s term for the innate ten-
dency of government and business to keep activities hidden 
from view, even when there are benefits to revealing them. 
(Chapter 3)

tightly coupled systems—Charles Perrow’s term for architec-
tures that promote interdependence among their components 
and often isolation from outside connection. This makes them 
efficient and self-protective but less robust. (Chapter 7)

Triple-A systems—The full group of systems generally known 
as artificial intelligence, including algorithmic, autonomous, and 
automated systems. (Introduction)

501-115015_ch01_5P.indd   193501-115015_ch01_5P.indd   193 26/04/23   7:03 AM26/04/23   7:03 AM



194  ◆  Glossary

unacceptable risk AI—Triple-A activity so potentially damag-
ing to human beings that, according to the EU AIA, it should 
be prohibited. (Chapter 2)

warm data—Nora Bateson’s term for transcontextual informa-
tion about the interrelationships that connect elements of a 
complex system. (Chapter 5)
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