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PREFACE 
 

 

In just the past five years, deep learning has taken the world by 

surprise, driving rapid progress in fields as diverse as computer vision, 

natural language processing, automatic speech recognition, etc. This book 

presents an introduction to deep learning and various applications of deep 

learning such as recommendation systems, text recognition, diabetic 

retinopathy prediction of breast cancer, prediction of epilepsy, sentiment, 

fake news detection, software defect prediction and protein function 

prediction. 

Chapter 1 - On the basis of achievements of deep neural network 

technologies, its use in the area of recommendation framework has 

gained a lot of attention. This chapter provides usage of various deep 

learning techniques used in recommendation models. The ability of 

various frameworks based on deep neural networks analyze the user-item 

relationship efficiently is the reason to use it instead of the traditional 

recommendation models. This chapter consists of the introduction of 

basic terms and concepts in both recommendation system and deep 

learning. Then there is a description of research that specifies various 

applications of frameworks based on deep neural networks in the field of 

recommendation system. 

Chapter 2 - Text recognition has risen in popularity in the area of 

computer vision and natural language processing due to its use in 
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different fields. For character recognition in a handwriting recognition 

system, several methods have been suggested. There are enough studies 

that define the techniques for translating text information from a piece of 

paper to an electronic format. Text recognition systems may play a key 

role in creating a paper-free environment in the future by digitizing and 

handling existing paper records. This chapter provides a thorough 

analysis of the field of Text Recognition. 

Chapter 3 - Diabetic Retinopathy (DR) is one of the common issues 

of diabetic Mellitus that affects the eyesight of humans by causing lesions 

in their retinas. DR is mainly caused by the damage of blood vessels in 

the tissue of the retina, and it is one of the leading causes of visual 

impairment globally. It can even cause blindness if not detected in its 

early stages. To reduce the risk of eyesight loss, early detection and 

treatment are pretty necessary. The manual process by ophthalmologists 

in detection DR requires much effort and time and is costly also. Many 

computer-based techniques reduce the manual effort, and deep learning is 

used more commonly in medical imaging. This chapter will discuss deep 

learning and how it is helpful in the early detection and classification of 

DR by reviewing some latest state-of-art methods. There are various 

datasets of colour fundus images available publically, and the authors 

have reviewed those databases in this chapter.  

Chapter 4 - Breast cancer is a type of cancer that develops in the cells 

of the breast and is a fairly prevalent disease in women. Breast cancer, 

like lung cancer, is a life-threatening condition for women. A promising 

and significant tool is automated computer technologies, particularly 

machine learning, to facilitate and improve medical analysis and 

diagnosis. Due to the great dimensionality and complexity of this data, 

cancer diagnosis using gene expression data remains a challenge. There is 

still ambiguity in the clinical diagnosis of cancer and the identification of 

tumor-specific markers, despite decades of study. In this study, the 

authors discuss various feature extraction techniques on different kinds of 

datasets. The authors also discuss various deep learning approaches for 

cancer detection and the identification of genes important for breast 

cancer diagnosis. 
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Chapter 5 - Deep learning helps simulation techniques with various 

computing layers to gain several stages of abstraction for data 

representations. These techniques have vastly enhanced the position in 

voice detection, visual target recognition, particle identification as well as 

a variety of other fields including drug discovery as well as genomics. 

Deep learning uses the backpropagation method to show how a computer 

can adjust the input variables that are employed to measure the value in 

every layer from the description in the subsequent layer revealing 

detailed structure in huge volumes of data. Deep learning has 

accomplished substantial progress as well as demonstrated outstanding 

effectiveness in a variety of applications like Adaptive testing, cancer 

detection, natural language processing, face recognition, speech 

recognition, and much more. Epileptic seizures are chronic neurological 

disorders with serious public health consequences. Epileptic seizures are 

a type of neurological disorder that can affect children between the ages 

of 10 to 20, as well as adults between the ages of 65 to 70. Pre-ictal, Ictal, 

Post-ictal, and Interictal epileptic seizures are the four phases that can be 

analyzed. The basic goal of this article is to offer a sequential overview 

of the primary uses of deep learning in a range of fields, including a study 

of the methodologies and architectures employed as well as the impact of 

each implementation in the actual world. This chapter shows that ANN 

had 98.26% accuracy, CNN had 97.52% accuracy, and LSTM had 

95.78% accuracy. In terms of F1-Score, the authors found that ANN has 

a score of 95.57%, CNN has a score of 93.77%, and LSTM has a score of 

89.87%. In addition, when compared to previous techniques, the 

convolutional neural networks model performed better. 

Chapter 6 - Deep learning (DL), also known as hierarchical learning 

or deep structured learning, is a sub-domain of machine learning. The 

term deep in the expression deep learning refers to the number of layers 

in a neural network. DL has shown a significant breakthrough in many 

areas with outstanding performance. After seeing the performance, DL 

has been used in high dimensional data and many complex applications, 

giving state of-the-art results compared to conventional methods. In this 

paper, some applications are discussed where deep learning is widely 
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used, namely healthcare, self-driving or autonomous cars, NLP, speech 

recognition, image recognition, cybersecurity, Automatic coloring, etc. 

Many areas are adopting deep learning. Also, the authors have discussed 

some of the DL architectures commonly used in the applications 

mentioned above. Deep learning is becoming more popular because of 

the large data available for training the networks, deep architectures, 

activation functions, and more computational power. And deep 

architectures have many hidden layers that are more powerful and useful 

for robust feature learning to increase performance. 

Chapter 7 - Examination of public opinion (also called opinion 

mining or sentiment analysis (SA)) is a hot topic in the natural language 

processing (NLP) field. The SA aims to define, extract, and organize 

sentiments from user-generated texts in places like social media, blogs, 

news headlines, and reviews on product. Most of the researchers in the 

literature have used machine learning methods to address SA tasks from 

various perspectives over the last two decades. Since an NLP researchers’ 

output is heavily influenced by data representation choices, many studies 

focus on developing powerful feature extractors using domain knowledge 

and careful engineering. Deep learning techniques have recently emerged 

as effective computational frameworks capable of automatically 

discovering complex semantic representations of texts from data without 

the need for function engineering. Many SA activities, such as sentiment 

recognition, opinion extraction, fine-grained SA, and others, have 

benefited from these methods. In this work, the authors provide an 

overview of effective deep learning approaches to SA activities at various 

scales. 

Chapter 8 - Protein-Protein Interactions are essential in all organisms 

cellular functioning and biological processes. The majority of genes and 

proteins realize the resulting phenotype function as a set of interactions. 

protein-protein interactions are an important molecular process in cells 

and play a key role in their biochemical function. Where as high-

throughput experimental techniques have advanced, allowing researchers 

to detect large quantities of protein-protein interaction, they are not 

without drawbacks, deep learning techniques have been widely used to 
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predict protein-protein interaction, thus allowing experimental 

researchers to study protein-protein interaction networks. This paper 

provides a brief study of methods used in Protein-Protein Interactions, 

their limitations, and their applications of Protein-Protein Interactions. 

Chapter 9 - Today’s majority of IT industries/companies demand 

automation. Software is the most important component for automation. 

Many companies or industries work for software development for 

specific or universal purposes. During the software development process, 

Software Defect Prediction (SoDP) is also an important term to use. In 

the active research areas of software engineering, SoDP plays a 

significant role. SoDP is finding the errors or faults or bugs or defects in 

software before deployment the software. For automation, the SoDP 

process is an important part of it. This chapter mainly focuses on various 

machine learning techniques, which are used for the prediction of defects 

in software. Most of the researchers are used supervised learning 

techniques to defect prediction in software. Similarly, many researchers 

also based on unsupervised learning techniques for the defect prediction 

in software. At present, the majority of researchers are focused on 

reinforcement learning techniques due to automation.  
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ABSTRACT 

 

On the basis of achievements of deep neural network technologies, 

its use in the area of recommendation framework has gained a lot of 

attention. This chapter provides usage of various deep learning 

techniques used in recommendation models. The ability of various 

frameworks based on deep neural networks analyze the user-item 

relationship efficiently is the reason to use it instead of the traditional 

recommendation models. This chapter consists of the introduction of 

basic terms and concepts in both recommendation system and deep 

learning. Then there is a description of research that specifies various 

applications of frameworks based on deep neural networks in the field 

of recommendation system. 
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INTRODUCTION 

 

The advancement in the field of information technology in recent 

times has made the access of huge amounts of data very easy. There are a 

vast variety of products and services whose description is easily available 

along with their comments and reviews. Due to this overload of 

information [1], it becomes very difficult for the user to choose an 

appropriate product according to his requirements. 

To deal with the above problems, recommendation systems are used. 

Recommendation Systems provide the users with personalized 

recommendations. There are many areas where recommendation system 

is being used, such as music, books, movies, shopping etc. Most of the 

online vendors have a recommendation engine already equipped. 

Recommendations are done on the basis of user’s previous items choice 

or the items preferred by similar user or on the basis of the description of 

item. Here the item refers to the product or services which is to be 

recommended. Recommendation system is classified into three parts 

based on their approach: [2] Content based, collaborative filtering and 

hybrid. 

Recently, the use of artificial neural networks has become very 

popular in the problems which require complex computations and huge 

amount of input data. Deep learning is a part of ANN architectural 

models of deep neural network are efficiently built and trained. Deep 

neural networks have its applications in various fields such as speech 

recognition, image processing, object recognition, image processing, 

NLP tasks etc. Due to various advantages of deep learning, researchers 

have been encouraged to use its associated techniques in the field of 

recommendation system also. 

Deep learning is being used successfully in recommendation system 

as well as many other fields in computer science and has shown 

significant improvements in the existing models. In 2007, a collaborative 
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filtering method for movie recommendation system was given by [3] 

which utilized the hierarchical model of deep learning. In 2015, [4] with 

the use of auto encoders, predicted the values which were missing in the 

user-item matrix. 

The sparsity issue in recommendation system in collaborative 

filtering was addressed by [5].Various surveys have been done in the area 

of deep neural network based recommendation system. The state-of-the-

art survey for deep recommendation system has been done by [6]. In 

2017, a comprehensive review on deep learning based recommendation 

system has been done by [7]. The paper proposed the classifications on 

the basis of their structure that is neural network models and integration 

models. 

This article is organized in various sections as follows. In the first 

section, introduction of recommendation and deep neural network based 

techniques are introduced. Section two consists of background and 

related terminologies. Section 3 describes the usage of various 

approaches of deep neural networks in the area of recommendation 

system and its classification. 

 

 

BACKGROUND AND TERMINOLOGIES 

 

A recommendation system is used for information filtering and 

outputs a list of specific products in a personalized manner. For 

examining how the two fields that are recommendation system and deep 

learning are integrated together, one should know the basics of both these 

fields. This section of the paper includes a brief description about the 

fundamental classifications and challenges of both the fields. First, there 

is an introduction of types of recommendation system and then the details 

about deep learning methods. 
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Recommendation System 

 

Various recommendation system approaches are evolved over time 

and applied in various applications.User finds to filter the huge amount of 

data available as important task, to find a useful, tailored and relevant 

content. The recommendations that are predicted by the recommendation 

System helps the users in taking a decision. 

In a traditional recommendation system, the recommendations can be 

made in two different manners, i.e., predicting a particular item or 

preparing a ranking list of items for a particular user [8]. The 

recommendation model is categorized into Content based model [9], 

Collaborative filtering based model and hybrid recommendation 

framework [10]. 

 

1) Content based recommendation framework: In this model, the 

items which are same in content is searched. The profile of user 

is established on the basis of items on which the user is interested 

in. According to the profile generated, the recommendation 

system searches the database for the appropriate items using the 

descriptive attributes of the item. If we use this recommendation 

system [11] for an item which is newly added, then content based 

recommendation system works very efficiently. The problem 

with new inserted item is that it may not have any rating, but still 

the algorithm works since it uses descriptive information for 

recommendations. The limitation of this method is that it cannot 

recommend diverse range of products since the algorithm does 

not take the information from similar users. 

2) Collaborative filtering recommendation systems: This 

recommendation system assumes that users’, who have 

previously preferred same items, would have same choice in 

future also. In this system, the recommendations are done on the 

basis of similar users’ pattern rather than descriptive features of 

items. A correlation among the users is determined, depending 

upon the choice of similar users, the items are recommended. 
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There are two methods which are followed by Collaborative 

filtering algorithm: memory based algorithm and model-based 

methods. 

In memory based algorithm the complete user-item matrix is 

taken into consideration for identifying similarity. After finding 

out the nearest neighbor, on the basis of neighbors past rating, the 

recommendations are provided. In model based algorithms, an 

offline model is built with the use of machine learning algorithms 

and data mining methods. These models include clustering 

models, Decision models, Bayesian model and singular value 

decomposition model. 

3) Hybrid Recommendation Framework: It is an integration of 

content-based model and collaborative filtering model; it 

incorporates the benefits of both the methods and tries to 

eliminate the limitations of the above models [12]. 

There are many hybrid systems proposed, some of them are as 

following: 

Cascade: The output of one approach is later on used by other 

approach 

Switching: Recommendation output is given on the basis of 

current situation and either of the one approach is used. 

Weighted: the combination of the scores of various approaches is 

used for recommendation. 

 

 

Deep Learning Techniques 

 

Deep learning is based on learning many layers of representations 

with the help of artificial neural networks, and is a part of machine 

learning. Deep learning has its applications in variety of fields like 

Computer vision, recognition of speech, natural language synthesis etc. 

The important factors which increase the importance of deep neural 

network as the state-of-the-art machine learning methods are as 

following: 
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Big data: As the amount of data increases, better representations are 

learnt by the deep learning model. 

Computational power: The complex computations of the deep 

learning model is done using the GPU 

In this section, there is a description of various deep learning models 

which are used in recommendation systems. 

 

 

Autoencoder 

 

Autoencoder is an unsupervised learning technique in which neural 

networks are applied for the task of representation learning. Specifically, 

a neural network architecture is designed which imposes a bottleneck in 

the network which forces a compressed knowledge representation of the 

original input as shown in figure 1. In autoencoder some representations 

from the encoded input are found by the training, so that the input can be 

restored back from these representations. Autoencoder have three layers 

arranged as the input, hidden and output layer. There are equivalent 

numbers of neurons in the input and output layer. The compressed 

representations are obtained from the hidden layer, and with the help of 

these representations, the first layer inputs are reconstructed at the output 

layer of autoencoder [13]. 

In the learning process, two mappings are used, with the help of 

encoder and decoder. An encoder is fully connected deep neural network 

which transforms the input into a latent space representation. Decoder is 

also having a similar structure as encoder and it is responsible for 

reconstructing the input back to the original form from the hidden layer 

outputs [14]. There are many variants of autoencoders such as sparse 

autoencoder, stacked autoencoder, denoising autoencoder and variational 

autoencoder etc. Data Compression, Image Denoising, Dimensionality 

Reduction, Feature Extraction, Image Generation and Image colorization 

are few important applications of autoencoders. 
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Figure 1. Autoencoder. 

 

Recurrent Neural Network 

 

Sequence prediction issues have been around for quite a while. They 

are considered as probably the most difficult issue to settle in the 

information science industry. These incorporate a wide scope of issues, 

from foreseeing deals to discovering designs in financial exchanges. In 

the ordinary feed-forward neural organizations, all experiments are 

viewed as free. That is when fitting the model for a specific day; there is 

no thought at the stock costs on the earlier days. This reliance on time is 

accomplished by means of Recurrent Neural Networks. An ordinary 

RNN structure glances as demonstrated in figure 2. 
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Figure 2. Recurrent Neural Network. 

In RNN, the sequence of values, i.e., x(0) , x(1) ,..., x(t) is processed. On 

each element of the sequence, the same task is performed and the output 

is based on previous computations. RNN [15] uses an internal memory to 

hold the values of previous computations, so that it may be used later. 

Recurrent Neural Networks work moderately okay when we are dealing 

with short-term dependencies. But RNN fails to deal with large term 

dependencies. The reason behind this is the problem of Vanishing 

Gradient and exploding gradient. To remove this problem, Long Short 

Term Memory (LSTM) and gated recurrent unit is used. It is used when 

the processing is to be done for predicting events which has 

comparatively longer interval and delays. LSTM has a processor to 

distinguish the useful information from the information which are not 

useful. This processor is known as cell. There are three gates in LSTM 

namely input gate, output gate and forget gate. The structure of LSTM is 

shown below in figure 3. 

A forget gate is answerable for eliminating data from the cell state. 

The data that is not, at this point needed for the LSTM to get things or the 

data that is of less significance is taken out by means of augmentation of 

a channel. This is needed for advancing the exhibition of the LSTM 

organization. The info entryway is answerable for the expansion of data 

to the cell state. 
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Figure 3. Architecture of LSTM Cell. 

The work of choosing helpful data from the current cell state and 

showing it out as a yield is done by means of the yield gate.RNN are 

valuable while managing worldly elements of communications and when 

the client's conduct has a specific arrangement of pattern. 

 

 

Convolution Neural Network 

 

A CNN or convolutional neural network [16] is feed-forward neural 

organization that is by and large used to dissect visual pictures by 

preparing information with matrix like geography. It's otherwise called a 

ConvNet. A convolutional neural organization is utilized to recognize 

and characterize objects in a picture. A convolution neural organization 

has numerous secret layers that help in extricating data from a picture. 

The four significant layers in CNN are:  

 

1. Convolution layer 

2. ReLU layer 

3. Pooling layer 

4. Fully connected layer 
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This is the initial phase during the time spent separating significant 

highlights from a picture. A convolution layer has a few channels that 

play out the convolution activity. ReLU represents the corrected direct 

unit. When the component maps are extricated, the subsequent stage is to 

move them to a ReLU layer. ReLU plays out a component insightful 

activity and sets every one of the negative pixels to 0. It acquaints non-

linearity with the organization, and the produced yield is an amended 

element map. Pooling is a down-inspecting activity that decreases the 

dimensionality of the component map. The corrected component map 

presently goes through a pooling layer to create a pooled highlight map. 

The following stage in the process is called straightening. Leveling is 

utilized to change over every one of the resultant 2-Dimensional exhibits 

from pooled highlight maps into a solitary long consistent direct vector. 

The smoothed lattice is taken care of as contribution to the completely 

associated layer to arrange the picture. There are many applications in 

which CNNs are applied such as object recognition, self-driving cars, 

audio processing etc. while transforming the input to output. The 

structure of the typical CNN model is shown in figure 4. 

 

 

Figure 4. Convolutional Neural Network model. 

 

Restricted Boltzmann Machine  

 

RBM is developed by Geoffrey Hinton, and are stochastic neural 

organizations that can gain from a likelihood conveyance over a bunch of 

sources of info. It comprises of two layers of neural organization in 
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particular an obvious and a secret layer. Each noticeable unit is 

associated with all secret units. RBMs have a predisposition unit that is 

associated with every one of the noticeable units and the secret units, and 

they have no yield hubs. The construction of the RBM model is appeared 

in figure 5. 

 

 

Figure 5. Restricted Boltzmann Machine model. 

The complex computations and learning in RBM [17] is based on 

characteristic articulation of information. The word “restricted’ is used 

for intra-layer communication as it is not present in both hidden layer and 

visible layer. Due to this restriction, the learning efficiency increases. 

There is a full connection between the nodes of different layers which are 

stacked together and there is no connection between the nodes of same 

layer. Applications of RBM includes dimensionality decrease, 

characterization, relapse, community separating, highlight learning, and 

theme displaying. Since RBM utilizes a basic forward encoding activity, 

so it is quick when contrasted with different models, for example, 

autoencoder. 
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APPLICATION OF DEEP LEARNING  

IN RECOMMENDATION SYSTEM 

 

DL techniques are widely used in various real world applications 

such as sentiment analysis, speech recognition image classification, text 

classification etc. Various researchers also include deep neural network 

based techniques in the field of recommendation system to improve its 

performance as compared to traditional recommendations systems. 

Traditional recommendation methods use matrix factorization methods 

which have some limitations such as: 

 

1. The trouble of utilizing side highlights that may influence the 

suggestion like the U/PG rating of a film or the nation of the 

client. We can just utilize the thing ID and the client ID on 

account of network factorization. It likewise keeps us from 

questioning a thing or client not present in the preparation set. 

2. The matrix factorization additionally had the virus start issue 

because of the way that it had no component vector or inserting 

for the new things. 

3. Matrix factorization regularly will in general prescribe 

mainstream things to everybody which doesn't generally mirror 

the particular client interests for the most part when Dot items are 

utilized. 

4. Matrix factorization deals with the straightforward internal result 

of the User and thing highlight embeddings, it is regularly 

insufficient to catch and address the mind boggling relations in 

the client and things. 

 

Deep Neural networks are planned and used to address these 

weaknesses of the matrix factorization strategies. This section describes 

the various categories recommendation systems which are based on deep 

learning. 
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The categorization is based on the types of recommendation systems 

used which is as follows: 

 

1. Collaborative filtering recommendation system based on deep 

neural network. 

2. Content-based recommendation system based on deep neural 

network. 

3. Hybrid recommendation system based on deep neural network. 

4. Social network-based recommendation system based on deep 

neural network. 

5. Context aware recommendation system based on deep neural 

network. 

 

Hybrid model and neural network model are the two categories of 

deep neural network-based recommendation system. Integration model is 

further divided into two categories on the basis of whether it combines 

any traditional recommendation system model with deep neural network 

technique or depends solely on deep learning method. 

Neural network model is also divided into two categories on the basis 

of deep neural network based technique used: models which uses single 

deep neural network based technique and deep neural network based 

composite model. In deep neural network based composite model, 

different deep neural network techniques are used to build a hybrid 

system having more capability. 

 

 

1. Collaborative Filtering Recommendation Systems Based  

on Deep Neural Networks 

 

Collaborative filtering (CF) is one of the usually implemented 

techniques in recommendation systems in order to tackle various real-life 

issues. The state of the art CF-based methods uses the rating matrix for 

recommending the items. But this approach faces the problem of data 

sparseness and cold start problem. The sparsity of the user-item matrix, 
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the learned features is not effective which reduces the performance of 

recommendation system. Various researchers propose deep neural 

network based collaborative filtering techniques to enhance its 

effectiveness in recommendation. 

 

1.1. Collaborative Filtering Method Based on Generative Adversarial 

Network 

Generative Adversarial Network is a neural network which is 

generative and having discriminator and generator functions. These both 

functions are simultaneously trained in competition with one another in 

architecture of minimax game. The first model to implement GAN in the 

field of Information Retrieval is (IRGAN) [18] which stands for 

Information retrieval generative adversarial network. The state of the art 

GAN model has two modules a discriminator and a generator. The 

generative retrieval module predicts appropriate documents with given 

query, whereas discriminative retrieval module predicts relevancy given 

with a pair of query and document. 

The IRGAN model combines above two Information Retrieval 

models in order to play a minimax game with them: the generative 

retrieval model produces (or selects) relevant documents that are relevant 

documents like ground truth, while the discriminating retrieval model 

separates the relevant documents from those generated by the generative 

retrieval model [32]. concentration is on the semantic-rich client thing 

communications in a recommender framework and propose a novel 

generative adversarial network (GAN) named Convolutional Generative 

Collaborative Filtering (Conv-GCF). They build up a powerful irritation 

system (ill-disposed commotion layer) for convolutional neural 

organizations (CNN), in light of which a generator is planned with 

lingering squares to combine client thing collaborations. 

 

1.2. Recurrent Neural Network Based Collaborative Filtering Method 

In order to deal with the information in sequential form, recurrent 

neural network (RNN) proves to be a very effective network. Concepts of 

loops are used in place of feedforward network to remember sequences. 
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Variants of RNN viz. Long Short-Term Memory (LSTM) and Gated 

Recurrent Unit (GRU) network are used to deal with the problems of 

long term dependencies and vanishing gradient problem. In collaborative 

filtering method based on RNN, the impact of user historical pattern is 

modelled on the current behavior of user, recommendation is performed 

and user’s behavior is predicted [19]. Figure 7 shows the framework of 

collaborative filtering method based on RNN [19]. Let the input set is {I1, 

I2 . . . It}, and output is Ot = σ (f (W·ht−1 + V·It)·V), σ represents a softmax 

function, f represents the activation function, which specifies the 

selection probability of any item at time t. ht represents the hidden state 

vector. 
 

 

Figure 6. Collaborative filtering model based on RNN. 

 

Figure 7. Collaborative filtering method based on Autoencoder. 
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1.3. Collaborative Filtering Method Bssed on Autoencoders 

The first ever developed autoencoder-based collaborative 

recommendation model is Autoencoder based Collaborative filtering 

[20]. It decomposes the vectors by integer ratings. The model proposed 

by [20] takes client or thing based evaluations as contributions to rating 

matrix R. The output is produced by the process of encoding and 

decoding by optimizing the parameters of model and reducing the 

reconstruction error. Consider an example, if the range of integers [1-5] 

represents the rating score, then each rui can be divided into five vectors. 

Above figure represents the 1 to 5 rating scale in which blue boxes 

represents the user rated item. The cost function which is to be reduced is 

taken as Mean Square Error. The rating prediction in this approach is 

found by making the summary of each of the five vectors, which are 

scaled by rating K. Pretraining of parameters and local optimum 

avoidance is performed by RBM. Stacking multiple autoencoder 

collectively shows the slight improvement in accuracy. This method 

based on autoencoder suffers from the problem of dealing with non-

integer ratings and sparseness of input data due to decomposition of 

partial observed vectors. 

Collaborative Denoising Auto-Encoder [21] is primarily used for 

prediction rankings. User feedback is taken as input to the CDAE. If the 

user enjoys a movie, the input value is 1 otherwise it is 0. It shows the 

vector preference to display the user's interest in some item. Gaussian 

noise corrupts the CDAE input. 

 

1.4. Collaborative Filtering Method Based on Restricted Boltzmann 

Machine 

Restricted Boltzmann Machine (RBM) is a double-layer neural 

network capable to deal with typical learning based problems. The 

efficiency of learning is improved by removing the connections between 

same layers. 

This recommendation method is proposed by [22]. Further a 

conditional RBM model is proposed to consider information in form of 

feedback. The visible layer of RBM can take only binary values so only 
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one hot vector can be used to represent the rating score. The architecture 

of RBM based model is represented as shown in Figure 8. 

 

 

Figure 8. Collaborative filtering model based on RBM. 

There are equal hidden layers in each RBM and have softmax units 

which are visible for movie ratings given by user. There is one training 

case in each RBM unit with combined weights and biases. Hidden units 

hold the binary states which are different for separate users. Let there are 

N movies rated by user and there are n visible units. Suppose M 

represents X × N size matrix where 𝑟𝑢𝑖
𝑥 = 1 if movie i is rated as x by user 

u, otherwise 𝑟𝑢𝑖
𝑥 = 0. So, 

 

𝑝(𝑟𝑢𝑖
𝑥 = 1|ℎ) =

exp(𝑟𝑏𝑖
𝑥+∑ ℎ𝑗𝑗𝑤𝑖𝑗

𝑥𝑇
𝑗=1

∑ exp(𝑋
𝑙=1 𝑏𝑖

𝑙+∑ ℎ𝑗
𝑇
𝑗=1 𝑤𝑖𝑗

𝑙 )
  (1) 

 

𝑝(ℎ𝑗 = 1|M) = σ(bj +∑ ∑ 𝑟𝑢𝑖
𝑥𝑇

𝑘=1
𝑁
𝑖=1 wij

x)  (2) 

 

where σ (x) represents a logistic function, 𝑟𝑢𝑖
𝑥 : interaction, 𝑏𝑖

𝑥 :bias of 

rating x for movie i and bj: hidden unit bias. 
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2. Content-Based Recommendation Systems Based on Deep 

Neural Networks 

 

Content-based recommendation systems recommend on the basis of 

descriptive attributes of items and users’ profiles such as texts, pictures 

and videos [23]. The use of deep neural network in content-based 

recommendation systems is to capture the non-linear relationships 

between user and item [24]. It also captures the intra-relationship 

between data, from large available data sources. 

 

 

3. Hybrid Recommendation System Based on  

Deep Neural Networks 

 

The state-of-the-art Collaborative Filtering-based approach uses the 

ranking matrix to suggest products. But this method suffers from a data 

sparsity and a cold start crisis. Due to the scarce existence of the user-

item matrix, the features learned are not accurate, which decreases the 

efficiency of the recommendation framework. Hybrid recommendation 

model based on deep neural networks incorporates a content-based 

recommendation model with collective recommendation-based filtering 

models, which combines the mechanism of feature learning and 

recommendation into a single model. 

[25] suggested a layered, self-encoder-based hybrid paradigm that 

learns the latent space factors of users and items and simultaneously 

performs mutual filtering from the ranking matrix. 

An autoencoder is a variation of neural organization, having encoder 

and decoder as two components. The encoder changes over the 

contribution to its secret portrayal, while the decoder changes over the 

secret portrayal back to the re-established input structure. The boundaries 

comparing to the autoencoder are prepared to limit the mistake because 

of the recreation, which is estimated by the loss work or misfortune work. 

Denoising autoencoder (DAE) attempts to recreate the contribution from 

a ruined adaptation for improved portrayal from the info. More variations 
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of autoencoder have been created for better results. The crossover 

suggestion model dependent on the stacked denoising autoencoder 

utilizes both the rating network and the side data and coordinates both the 

SDAE [26] and the grid factorisation. Lattice factorization is a broadly 

utilized model with improved exactness, and SDAE is an incredible 

model for separating significant level highlights from inputs. The 

combination of the over two model will turn into an amazing model for 

additional advantages. 

 

 

4. Social Network-Based Recommendation System Using Deep 

Neural Networks 

 

Conventional recommendation models never consider social 

connections among the users. But we always take verbal 

recommendations from our friends in reality.These verbal 

recommendations are termed as social recommendation which occurs 

daily [27]. Hence, for improved recommendation systems and for more 

personalized recommendations, social network must be employed among 

users. Every user will interact with various types of social relationships. 

The quality of recommendation system is very crucial task which can 

be achieved by implementing the effect of social relationship among the 

users. Items with location attributes and sequential pattern of user 

behaviour in spatial and temporal frame are used to form spatiotemporal 

pattern which is used to improve recommendation accuracy. Recently, a 

very few recommendation techniques have been proposed which is based 

on the users’ trust relations improve conventional recommendation 

systems. These trust based recommendation models proves to be an 

effective move in the field of recommendation system models. 

In current scenario an integration of deep learning and social network 

based recommendation system provides a platform for various research 

solutions. The limitations which are inherent to the social 

recommendation must be addressed in the future research. 
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5. Context-Aware Recommendation Systems Based on Deep 

Neural Networks 

 

A context-aware recommendation system, integrates context based 

information into a recommendation model. This integration is effectively 

performed by the deep learning techniques in different conditions of 

recommending items [28]. Deep neural network based methods are used 

to extract the latent space presentation from the context based 

information. Deep learning based model can be integrated into diverse 

data to reduce data sparsity problem [29]. 

Sequential nature of data plays a significant part in implementing 

user behaviours. Recently, recurrent neural networks (RNNs) are 

commonly used in a variety of sequential simulation activities. However, 

for real-world implementations, these approaches have trouble modeling 

contextual knowledge, which has been shown to be very essential for 

behavioural modelling. 

Currently this method based on deep neural networks focused 

towards situation information. A novel approach is proposed called 

context-aware recurrent neural networks. It uses two types of matrices: 

input and transition matrices. They both are specific to the context and 

adaptive in nature. Input matrices are used to extract various situations 

such as time, place, weather condition where actually the user behaves. 

 

 

6. Applications 

 

As deep learning plays a significant role in most of the fields as it has 

the capability of dealing with large and complex problems with improved 

results. Deep learning technology also contributes in the field of 

recommendation system for improved customer satisfaction. Deep 

learning technology overcomes the shortcomings of traditional models to 

get high quality recommendations. [30]. 

All the above discussed methods of recommendation systems use 

deep neural networks and hence also achieve the quality in 
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recommending items to the users [31]. Different recommendation models 

use different deep learning methods to obtain improve results. 

The summary of various deep neural network based recommendation 

systems are given below: 

 

Application of 

Deep Learning in 

Findings 

Content-based 

recommendation 

systems 

Extract non-linear user-item relationship and intricate 

relationship with data itself. 

Collaborative 

filtering 

recommendation 

systems 

Takes the user-item interaction matrix as information and 

utilizations a profound neural netwrok based model to 

become familiar with the inactive space introduction that 

relates to user or items. Utilize the misfortune capacity to 

build a profound neural network based model improvement 

work. Based on the dormant space introduction, proposals are 

made. 

Hybrid 

recommendation 

systems 

Integrate the individual or object learning process and the 

suggestion process into a single architecture. 

Social network-

based 

recommendation 

systems 

Focuses on social relationship between users, and extracts the 

effect of location of user, movement patterns and other 

various factors. 

Context-aware 

recommendation 

systems 

Deep neural network based methods combines the context 

information into the recommendation model and obtain the 

latent space presentation of the context based information. 

Also reduce data sparsity in model. 
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ABSTRACT 

 

Text recognition has risen in popularity in the area of computer 

vision and natural language processing due to its use in different fields. 

For character recognition in a handwriting recognition system, several 

methods have been suggested. There are enough studies that define the 

techniques for translating text information from a piece of paper to an 

electronic format. Text recognition systems may play a key role in 

creating a paper-free environment in the future by digitizing and 

handling existing paper records. This chapter provides a thorough 

analysis of the field of Text Recognition. 
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INTRODUCTION 

 

We are all familiar with the convenience of having an editable text 

document that can be easily read by a computer and the information can 

be used for a variety of uses. People always wanted to use the text that is 

present in various forms all around them, such as handwritten documents, 

receipts, images, signboards, hoardings, street signs, nameplates, number 

plates of automobiles, as subtitles in videos, as captions for photos, and in 

a variety of other ways. However, we are unable to make use of this 

information because our computer is unable to recognize these texts 

purely based on their raw images. Hence, researchers around the world 

have been trying hard to make computers worthy of directly recognizing 

text by acquiring images to use the several information sources that could 

be used in a variety of ways by our computers. In most cases, we have no 

choice but to typewrite handwritten information, which is very time-

consuming. So, here we have a text recognition system that overcomes 

these problems. We can see the importance of a ‘Text Recognition 

System’ just by having to look at these scenarios, which have a wide 

range of applications in security, robotics, official documentation, content 

filtering, and many more. 

Due to digitalization, there is a huge demand for storing data into the 

computer by converting documents into digital format. It is difficult to 

recognize text in various sources like text documents, images, and videos, 

etc. due to some noise. The text recognition system is a technique by 

which recognizer recognizes the characters or texts or various symbols. 

The text recognition system consists of a procedure of transforming input 

images into machine-understandable format [1, 2]. 

The use of text recognition has a lot of benefits. For example, we find 

a lot of historical papers in offices and other places that can be easily 

replaced with editable text and archived instead of taking up too much 

space with their hard copies. Online and offline text recognition are the 

two main types of recognition whether online recognition system 

includes tablet and digital pen, while offline recognition includes printed 

or handwritten documents [3]. 
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Figure 1. An example of text recognition. 

To recognize text in images, the first step is to detect and identify a 

bounding box around each character of text areas in the image and the 

second step is to figure out what the characters are. An example of text 

recognition is given below (See Figure 1). 

A text recognition procedure is carried out by some steps such as 

preprocessing, segmentation, feature extraction, classification, and post-

processing [4, 5]. 

 

 

Preprocessing 

 

This initial phase is required to enhance the quality of the input 

image by doing some operations like noise elimination and 

normalization, etc. and it is also good for improving recognition rate. 

 

 

Segmentation 

 

It is a crucial phase in recognition. The process of segmentation is to 

segment the input image into single characters. It gives separation among 

the individual characters of the input image. 

 

 

Feature Extraction 

 

This phase extracts important information from input images by 

applying different feature extraction techniques such as histograms, etc. 
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Feature extraction aims to represent data effectively by which recognition 

rate increases. 

 

 

Classification 

 

This phase is the decision-making phase which compares the 

extracted input feature to the stored pattern, and assigns them into the 

correct character class. ANN or SVM classification techniques are used 

as trained classifiers.  

 

 

Post-Processing 

 

This last phase improves the recognition rate by filtering and 

correcting the output obtained by the classification phase. Some post-

processing operations are formatting, spell-checking, and correction of 

data.  

 

 

Figure 2. A general diagram of text recognition steps. 
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Figure 3. A general CNN diagram. 

Many machine learning algorithms, deep learning algorithms like 

CNN, RNN, and datasets are used in text recognition and detection. The 

idea of developing a predictive model based on experience is involved in 

machine learning. The deep neural network can model convoluted and 

non-linear connections as well as model creation. 

 

 

DEEP LEARNING APPROACHES FOR TEXT RECOGNITION 

 

Deep learning’s objective approach is to solve the complexity of the 

sophisticated factors of the input through using high–level features. Deep 

learning technology is based on the idea that nothing fundamentally 

challenges systems to improve performance, e.g., machine handwriting 

recognition achieves human quality standards. Many types of structures 

and algorithms can be used to formulate the deep learning concept. 

Some of deep learning’s important approaches are: 

 

 

Convolutional Neural Network (CNN)  

 

CNN [6] is a method of deep learning algorithm that is specifically 

trained to perform with image files. A simple class that perfectly 

represents the image in CNN, processed through a series of convolutional 

layers, a pooling layer, and fully connected layers. CNN can learn 

multiple layers of feature representations of an image by applying 
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different techniques. Low-level features such as edges and curves are 

examined by image classification in this method and a sequence of 

convolutional layers helps in building up to more abstract. CNN provides 

greater precision and improves performance because of its exclusive 

characteristics, such as local connectivity and parameter sharing. The 

input layer, multiple hidden layers (convolutional, normalization, 

pooling), and a fully connected and output layer make up the system of 

CNN. Neurons in one layer communicate with some neurons in the next 

layer, making the scaling simpler for higher resolutions. 

In the input layer, the input file is recorded and collected. This layer 

contains information about the input image’s height, width, and several 

channels (RGB information). To recognize the features, the network will 

use a sequence of convolutions and pooling operations in multiple hidden 

layers. Convolution is one of the most important components of a CNN. 

The numerical mixture of multiple functions to produce a new function is 

known as convolution. Convolution is applied to the input image via a 

filter or, to produce a feature map in the case of a CNN. The input layer 

contains n×n input neurons which are convoluted with the filter size of m 

× m and return output size of (n – m + 1) × (n – m + 1). On our input, we 

perform several convolutions, each with a different filter. As a result, 

different feature maps emerge. Finally, we combine these entire feature 

maps to create the convolution layer final output. To reduce the input 

feature space and hence reduces the higher computation; a pooling layer 

is placed between two convolutional layers. Pooling allows passing only 

the values you want to the next layer, leaving the unnecessary behind. 

This reduces training time, prevents overfitting, and helps in feature 

selection. The max-pooling operation takes the highest value from each 

sub-region of the image vector while keeping the most information, this 

operation is generally preferred in modern applications. CNN’s 

architecture, like regular neural network architecture, includes an 

activation function to present non-linearity into the system. Among the 

various activation functions used extensively in deep learning models, the 

sigmoid function rectified linear unit (ReLu), and softmax are some well-

known examples. In CNN architecture, the classification layer is the final 
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layer. It’s a fully connected feed-forward network that’s most commonly 

used as a classifier. This layer determines predicted classes by 

categorizing the input image, which is accomplished by combining all the 

previous layers’ features. 

Image recognition, image classification, object detection, and face 

recognition are just a few of the applications for CNN. The most 

important section in CNN is the feature extraction section and 

classification section. 

 

 

Recurrent Neural Network (RNN) 

 

RNN is a deep learning technique that is both effective and robust, 

and it is one of the most promising methods currently in use because it is 

the only one with internal storage. RNN is useful when it is required to 

predict the next word of sequence [7]. When dealing with sequential data 

(financial data or the DNA sequence), recurrent neural networks are 

commonly used. The reason for this is that the model employs layers, 

which provide a short-term memory for the model. Using this memory, it 

can more accurately determine the next data and memorize all the 

information about what was calculated. If we want to use sequence 

matches in such data, we’ll need a network with previous knowledge of 

the data. The output from the previous step is fed into the current step in 

this approach. The architecture of RNN includes three layers: input layer, 

hidden layer, and output layer. The hidden layer remembers information 

about sequences. 

If compare RNN with a traditional feed-forward neural 

network(FNN), FNN cannot remember the sequence of data. Suppose we 

give a word “hello” as input to FNN, FNN processes it character by 

character. It has already forgotten about ‘h’ ‘e’ and ‘l’ by the time it gets 

to the character ‘o’. Fortunately, because of its internal memory, a 

recurrent neural network can remember those characters. This is 

important because the data sequence comprises important information 



Shalini Agrahari and Arvind Kumar Tiwari 34 

about what will happen next, that’s why an RNN can perform tasks that 

some other techniques cannot. 
 

 

Figure 4. Recurrent Neural Network. 

Application areas of RNN include sequence classification such as 

sentiment classification and video classification, etc. sequence labeling 

such as image captioning and named entry recognition, etc. and sequence 

generation such as machine translation, etc. Recurrent Neural Network is 

useful in time series prediction, and it has flexibility for handling various 

types of data. 

 

 

Long Short Term Memory (LSTM) 

 

LSTM is a difficult technique in deep learning to master. LSTM has 

feedback connections, unlike traditional feed-forward neural networks. It 

can process entire data sequences such as speech or video, as well as 

single data points such as images [8]. LSTM overcomes the problems of 

the RNN model. RNN model suffers from short-term memory. RNN 

model has no control over which part of the information needs to be 

carried forward and how many parts need to be forgotten. A memory unit 

called a cell is utilized by the LSTM which can maintain information for 
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a sufficient period. LSTM networks are a type of RNN that can learn 

long chains of dependencies. LSTM has different memory blocks called 

cell which carries information throughout the processing of the sequence. 

The two states that are input to the next cell are the cell state and the 

hidden state. Three major techniques, referred to as gates, are used to 

manipulate this memory. A typical LSTM unit consists of a cell or 

memory block, an input gate, an output gate, and a forget-gate. The 

information in the cell is regulated by the three gates, and the cell 

remembers values for arbitrary periods. This model contains interacting 

layers in a repeating module. 

Forget-gate layer is responsible for what to keep and what to throw 

from old information. Data that isn’t needed in LSTM to comprehend the 

information of low significance is removed by multiplying a filter. This is 

mandated for the LSTM network’s effectiveness to be optimized.  

The input gate layer manages of determining what data should be 

stored in the cell state. To control what values should be assigned to the 

cell state, a sigmoid function is used. In the same way that the forget-gate 

filters all the data, this one does as well. The cell state is only updated 

with information that is both important and not useless. 
 

 

Figure 5. A typical LSTM architecture. 
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The output gate determines the selection and displaying valuable data 

about the current state of the cell. The cell is first used to generate a 

vector using the tanh function. The data is then filtered using the sigmoid 

function  

LSTMs hold great promise for solving problems that involve 

sequences and time series. 

 

 

CONCLUSION 

 

Due to the variety of writing styles used in multiple languages, text 

recognition is a difficult task. In this chapter, we have looked at how text 

recognition works and how different steps like segmentation, feature 

extraction, and classification are used. Deep learning approaches have 

also been explained, which are beneficial in text recognition. The 

analysis in this chapter revealed that there is still scope for improvement 

in both the algorithms and the word recognition rate. 
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ABSTRACT 

 

Diabetic Retinopathy (DR) is one of the common issues of diabetic 

Mellitus that affects the eyesight of humans by causing lesions in their 

retinas. DR is mainly caused by the damage of blood vessels in the 

tissue of the retina, and it is one of the leading causes of visual 

impairment globally. It can even cause blindness if not detected in its 

early stages. To reduce the risk of eyesight loss, early detection and 

treatment are pretty necessary. The manual process by ophthalmologists 

in detection DR requires much effort and time and is costly also. Many 
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computer-based techniques reduce the manual effort, and deep learning 

is used more commonly in medical imaging. This chapter will discuss 

deep learning and how it is helpful in the early detection and 

classification of DR by reviewing some latest state-of-art methods. 

There are various datasets of colour fundus images available publically, 

and we have reviewed those databases in this chapter.  

 

Keywords: diabetic retinopathy, fundus images, deep learning 

 

 

INTRODUCTION 

 

The terms Artificial Intelligence (AI), Machine Learning (ML), and 

Deep Learning (DL) are usually used identically but are not the same. AI 

is called a vast field of research where the goal is to make the device 

interact with its nature as an intelligent person. Machine Learning (ML) 

is a subset of AI where a machine learns to perform a task without 

explicit programming. Deep learning (DL) is a subset or sub-field of ML 

that deals with algorithms that use deep neural networks. 

DL (also called hierarchical learning or deep structured learning) is a 

part of machine learning that is based on some set of algorithms, which 

performs a high level of abstractions in data [1-4]. Such algorithms 

develop a layered and hierarchical architecture of learning, 

understanding, and representing the data. This advanced learning 

technology is inspired by artificial intelligence, which imitates the deep, 

layered learning process of the human brain, which automatically extracts 

features and releases primary data [5, 6]. DL algorithms are useful as 

they can deal with large amounts of unsupervised data and naturally learn 

data representation in a deep layer-wise method which a simple ML 

algorithm can’t do [7, 8]. 

Applications of DL in today’s world are a comprehensive concept. 

Many deep learning architectures like Deep Neural Network (DNN), 

Convolutional Neural Network (CNN), and Recurrent Neural Network 

(RNN) have been implemented in areas like computer vision, speech 

recognition, NLP (Natural Language Processing), audio recognition and 
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bioinformatics, etc. [9]. Deep learning can be depicted as a class of 

machine learning algorithms that uses a cascade of multiple layers for 

feature extraction and transformation. Output from the previous layer is 

used as input for the next layer. Algorithms of deep learning can be both 

supervised or unsupervised [9]. 

The number of parameterized transformations is a signal encounter as 

it propagates from the input layer to the output layer and the number of 

hidden layers present in the network. In deep networks, processing units 

with trainable parameters, like weights and thresholds, are the 

parameterized transformations. Figure 1 shows the difference between 

these two networks. A chain of transformations between the input and 

output layers is the credit assignment path (CAP), which may vary in 

length and defines connections between input and output. 

 

 
(a) (b) 

Figure 1. (a) Simple NN and (b) Deep NN [10]. 

 

DEEP LEARNING IN THE DETECTION  

OF DIABETIC RETINOPATHY 

 

A few years back, we would have never thought of deep learning 

applications to develop virtual assistants (like Alexa, Siri, and Google 

Assistant) and self-driving cars. But now, these developments are part of 
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our daily lives. Deep learning is fascinating to us with its ongoing 

actions, such as fraud detection and pixel restoration. 

Although deep learning is achieving quite impressive results in real-

world applications, it is essential to note that it is not magic to achieve 

those results; large amounts of data are required. Furthermore, learning 

from this amount of data is a very time-consuming and computationally 

demanding process. 

Nevertheless, it is terrible how these algorithms can “learn” without 

telling the model what to look for - it learns based on experience and the 

examples given. And as mentioned, progress in this area has been made 

to develop surprising and valuable applications that we will discuss next. 

Deep Learning is a very vast field to discuss and do research on. 

There are hundreds of applications present at the moment that use deep 

learning methods. Hundreds of fascinating applications will come in the 

future, like MIT is working on future prediction using deep learning 

methods. 

Deep learning is widely used in the medical field—computer vision 

techniques like image segmentation, image classification, etc. Using 

different deep learning architectures (such as CNN, RNN, LSTM) can 

detect any disease from other image datasets. Deep learning helps 

medical experts diagnose disease more accurately with minimum error 

and allows them to treat it better, thus leading to better decisions. 

This chapter will discuss eye disease, which can cause blindness 

known as Diabetic Retinopathy (DR). Early detection of DR is a critical 

task, and deep learning helps in its early detection. 

 

 

Diabetic Retinopathy (DR) 

 

Diabetes is a condition that occurs in the human body when the 

pancreas fails to produce the required insulin or when the body fails to 

process it properly. As it advances, it starts affecting the circulatory 

system of the human body, including the retina. It causes damage to the 

retinal blood vessels, leading to diabetic retinopathy by decreasing the 



Applications of Deep Learning in Diabetic Retinopathy Detection 53 

patient’s vision. This disease can cause permanent blindness to the 

affected person if appropriate treatment is not provided in the early 

stages. 

The abnormal shift in blood sugar level starts happening in diabetes 

mellitus. Generally, glucose is converted into energy in the human body 

that helps to perform normal human functions. But in the worst-case 

scenario, there is an abnormal blood sugar level, and the excess blood 

sugar causes hyperglycemia. Non-proliferative Diabetic Retinopathy 

(NPDR) and Proliferative Diabetic Retinopathy (PDR) are two main 

stages of DR, as shown in Figure 2. NPDR is a condition in which the 

retina becomes inflamed (a case of macular edema) because of the 

accumulation of glucose that leads to leakage of blood vessels in the 

eyes. In a severe condition, retinal vessels might get blocked completely, 

which causes macular ischemia. There are different levels in NPDR in 

which sometimes the patient suffers from blurred vision or loses sight 

partially or entirely. PDR occurs in the advanced stage of diabetes, in 

which extra blood vessels start growing in the retina (a case of 

neovascularization). These new blood vessels are very narrow and brittle, 

tend to cause haemorrhages, and lead to partial or complete loss of 

vision. 

 

 

Figure 2. Figure showing an NPDR retina and PDR retina. 
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Automatic testing is essential for reducing manual effort. Making it 

expensive to detect deviations from retina images should be done 

automatically through digital photography techniques and imaging 

techniques. In DR the arteries that help in nourishing the retina start to 

leak fluid and blood into the retina causing visual aids known as lesions 

such as microaneurysms, hemorrhages, hard exudates, and cotton wool 

spots. These various Lesions are shown in Figure 2 and are described as 

under [10]: 

 

 Microaneurysms- appear as a red dot and are evagination of 

capillaries of the retina. It can develop in any condition, which 

can cause retinal microvasculopathy. They have increased 

penetration and may bleed or leak, causing localized retinal 

haemorrhage or edema. 

 Hard Exudates- are well restricted, white deposit or cream within 

the retina. They show the accumulation of fluid in the retina and 

are considered a threat to vision if it appears near the centre of 

the retina, i.e., Macula. They are usually seen in combination 

with microaneurysms. 

 Haemorrhages- can be of a different shape and size depending 

on their location inside the retina. Dot haemorrhages are the most 

common DR haemorrhages. They are originated from the 

external capillary network of the retina and are small and round. 

 Cotton wool spots- have white/yellow retinal lesions with distinct 

borders of feathers-represent oedema areas within the retinal 

nerve fiber layer due to focal ischemia. Usually, they get resolve 

within three months automatically. New lesions may appear in 

different areas if the underlying ischemic condition continues. 

They are usually associated with haemorrhage in the face and 

microaneurysms and represent retinal microvasculopathy. 
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Figure 3. Various lesions of the retina and a normal retina. 

 

Severity Levels of DR 

 

Early Treatment Diabetic Retinopathy Study Research Group 

(ETDRS) and International Clinical Diabetic Retinopathy (ICDR) [12] 

has given different levels of severity of DR defined as under:  

 

 Level 0- No retinopathy.  

 Level 1- Mild NPDR- the presence of at least one micro-

aneurysm with or without other lesions.  

 Level 2- Moderate NPDR- the presence of many micro-

aneurysms and retinal haemorrhages with or without cotton wool 

spots.  

 Level 3- Severe NPDR– the presence of many haemorrhages and 

micro-aneurysms in four quadrants of the retina, cotton wool 

spots in two or more quadrants and Intra-retinal microvascular 

abnormalities in one or more quadrants.  

 Level 4- PDR- it is an advanced stage of DR where new narrow 

and brittle or weak blood vessels are present with a high risk of 

leakage, and it can cause severe vision loss and sometimes even 

blindness. Figure 4 shows images of different levels of severity 

in DR. 
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Figure 4. DR with increasing level of severity: (a) no DR; (b) mild NPDR;  

(c) moderate NPDR; (d) severe NPDR; (e) PDR. 

 

Metrics for Evaluation 

 

Following metrics are used for evaluation:  

 

Accuracy: It is defined as the percentage of correct predictions made 

by a classifier compared to the actual value of the label. It can also be 

defined as the average number of correct tests in all tests [13]. To 

calculate accuracy, we use the equation: 

 

Accuracy = (T N + T P)/ (T N + T P + F N + F P).  (1) 

 

Here, TP, TN, FP, and FN mean true positives, false negatives, false 

positives, and false negatives. True positive is a condition where if the 

class label of a record in a dataset is positive, the classifier predicts the 

same for that particular record. Similarly, a true negative is a condition 

where if the class label of a record in a dataset is negative, the classifier 

predicts the same for that particular record. False-positive is a condition 

where the class label of a record in a dataset is negative, but the classifier 
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predicts the class label as positive. Similarly, a false negative is a 

condition where the class label of a record in a dataset is positive. Still, 

the classifier predicts the class label as negative for that record [13]. 

Sensitivity: It is defined as the percentage of true positives identified 

by the classifier while testing. To calculate it, we use the equation: 

 

Sensitivity = (T P)/ (T P + F N).  (2) 

 

Specificity: It is defined as the percentage of true negatives which are 

rightly identified by the classifier during testing. To calculate it we use 

the equation: 

 

Specificity = (T N)/ (T N + F P).  (3) 

 

 

Databases Available 

 

Although several databases of fundus images are available publicly, 

the creation of quality retinal image databases is still in progress to train 

deep neural networks. 

 

 DRIVE [14] (Digital Retinal Image for vessel Extraction) – This 

database contains 40 images collected from 400 samples of age 

25 to 90 in the Netherland. Out of 40, 7 shows mild DR, whereas 

others are normal. Each set, i.e., training and testing, includes 20 

images of different patients. For every image, manual 

segmentation known as truths or gold standards of blood vessels 

is provided. 

 STARE [15] (Structured Analysis of Retina) – This database 

contains 20 retinal fundus images taken using a fundus camera. 

Datasets are divided into two classes or categories, one contains 

normal images, and the other includes images with various 

lesions. 
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 CHASE [16] – contains 28 images of 1280 * 960 pixels, taken 

from multi-ethnic children in England. 

 Messidor and Messidor-2 [17] - These databases contain 1200 

and 1748 images of the retina, respectively, taken from both 

eyes. Messidor-2 is an extension of the Messidor database taken 

from 874 samples.  

 EyePACS-1 [18] - This database contains macula-centred images 

of 9963 subjects taken from different cameras in May-October 

2015 at EyePACS screening sites. 

 APTOS [19] (Asia Pacific Tele-Ophthalmology Society) – 

contains 3662 training images and 1928 testing images. Images 

are available with the ground truths classified based on severity 

of DR rating on a scale of 0 to 4. 

 Kaggle [20] - contains 88,702 images of the retina with different 

resolutions and are classified into 5 DR stages. Many images are 

of bad quality, and also some of the ground truths have incorrect 

labelling. 

 IDRID [21] (Indian Diabetic Retinopathy Image Dataset) – 

contains 516 retinal fundus images captured by a retinal 

specialist at an Eye Clinic located in Nanded, Maharashtra, India. 

 DIARETDB1 [22] contains 89 retinal fundus images of size 

1500* 1152 pixels, including 5 normal images and all other 84 

DR images. 

 DDR [23] (Diagnosis of Diabetic Retinopathy) – contains 13,637 

retinal fundus images showing five stages of DR. From the 

dataset, 757 images show DR lesions. 

 Others like E-ophtha [24], HRF [25], ROC [26], and DR2 [27] 

etc. 
 

 

Process of Detection of DR Using Deep Learning 
 

There are various numbers of supervised learning methods and 

unsupervised learning methods available for detecting Diabetic 
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Retinopathy. Deep learning is one technique widely used in medical 

imaging applications like image classification, image segmentation, 

image retrieval, image detection, and registration of images. For the 

detection and classification of diabetic retinopathy, Deep Learning 

techniques or deep neural networks have been widely used. Deep neural 

networks produce outstanding results in the removal of default features 

and isolation. Unlike machine learning methods, the performance of deep 

learning methods increases with an increase in the number of training 

datasets because of an increase in learned features. There is a various 

number of deep neural networks like CNN (Convolutional Neural 

Network), RNN (Recurrent Neural Network), LSTM (Long Short Term 

Memory), GRU (Gated Recurrent Unit), Autoencoders, RBM (Restricted 

Boltzmann Machine), DBN (Deep Belief Network), DSN (Deep Stacking 

Network), Self-Organizing Maps, etc. Still, CNN has been widely used in 

medical imaging and is highly effective [11]. Deep networks are much 

more powerful by using strategies such as the dropout function that helps 

the network produce relevant results even when few features are missing 

in the test dataset. In addition, ReLUs (Direct Line Units) function is 

used as a transfer function in CNNs that helps in effective training as they 

do not disappear too much like the sigmoid function and tangent function 

used by standard ANNs. The basic architecture of CNN is that it works in 

different layers like Convolutional layers, pooling layers, fully connected 

layers, Dropout, and Activation function at last. In the convolution layer, 

different types of filters are used to extract features from the image. The 

subsampling (or pooling) layer acts as feature selection and makes the 

network potent to changes in size and orientation of the image. Average 

pooling and max pooling are mostly used in the pooling layer. A fully 

connected layer is used to define the whole input image. Several pre-

trained CNN architectures are present at the moment on ImageNet, such 

as LeNet, AlexNet, VGG, ResNet, GoogleNet, and more. 
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Figure 5. Process of classification of DR image by using DL method [11]. 

The detection and classification of DR using ML generally starts with 

the collection of datasets and then applying some image processing 

techniques to enhance and improve the quality and information of the 

images. After that, take the image as input, use the DL method and 

extract features, and finally do classification [11]. The steps are shown in 

Figure 5. 

 

 

DR Screening Systems 

 

Many researchers have tried to automate the detection and 

classification of DR lesions using Deep Learning. The classification 

methods used can be categorized into 4 parts i.e., binary classification, 

multi-level classification, vessel-based, and lesion-based classification. 

Methods and results used by different researchers for the detection of DR 

are summarized in Table 1. 

 

Table 1. Methods used for classification and detection of DR 

 

Author’s 

Reference 

DL method used Database used AUC Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

[28] CNN Kaggle - 94.5 - - 

[31] CNN Kaggle - 75 30 95 

[33] CNN 

(Inception-v3) 

Messidor2 - - 96 93.9 

[32] CNN Messidor2 0.98 - 96.8 87 

[38] CNN DIARETDB - 99.17 100 98.41 
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Author’s 

Reference 

DL method used Database used AUC Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

 [29] CNN(ResNet34) Kaggle - 85 86 - 

[30] CNN Messidor2, DR2, 

Kaggle 

98.2%,98%, 

- 

- - - 

[35] CNN(AlexNet, 

VggNet) 

Messidor - 98.15 98.940 97.87 

[34] CNN(AlexNet) Messidor - 96.35 92.35 97.45 

[41] CNN(ResNet) DRIVE 0.973 95.10 79.3 97.4 

[36] CNN Their dataset 

and Messidor 

- and 0.97 92.65 and 

- 

99.39 and 

92.6 

99.93 and 

96.20 

[43] CNN DRIVE, CHASE 0.956, 0.957 95.8, 96.0 86.4, 87.78 96.65, 96.8 

[42] CNN DRIVE, 

STARE, 

CHASE 

98.3%, 

98.7%, 

98.9% 

95.8, 

96.7, 

96.8 

79.97, 80, - 98.13, 

98.6, 

98.8 

[39] CNN(LeNet, 

Unet) 

DIARETDB1 0.4823 - 48.71 - 

[40] DRN E-optha 0.964 - 0.922 - 

 

Binary Classification 

In binary classification, DR images are classified into two classes, 

i.e., Yes and No. Yes represents infected images or images with the 

presence of DR, and No means images without DR. K. Xu et al. [28] 

used Kaggle [20] dataset (used 1000 images) and classified images into 2 

classes (Normal and DR images). At first, they performed data 

augmentation by applying several images to increase the dataset and 

resizing images to 224*224*3. Then they put those images as an input to 

CNN architecture and got an accuracy of 94.5%. Their architecture 

included 8 Convolutional layers, four max-pooling layers, and two fully 

connected layers. For the classification, they used the SoftMax function 

at the last layer of CNN. 

MT Esfahan et al. [29] worked on Kaggle [20] dataset (used 35000 

images) and classified images into two classes (Normal and DR images) 

by using ResNet34 (a pre-trained CNN architecture). At first, they 

applied some image processing techniques like Gaussian filter and image 

normalization to increase the quality of images. Then they put those 

images as input to ResNet34 and got accuracy and sensitivity of 85% and 

86%, respectively. 
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R. Pires et al. [30] used custom CNN architecture consists of 16 

layers. They used Kaggle [20] dataset (used 88702 images) for training 

and testing. Also, they have used Messidor2 and DR2 datasets (1748 and 

520 images, respectively). They classified images into two classes. 

During training, multi-image resolution and two-fold cross-validation 

were used. To reduce the overfitting problem, dropout and L2 

regularization were used. They got an AUC of 98.2% on testing the 

Messidor2 dataset. 

 

Multi-Level Classification 

In Multi-level classification, DR images are classified into many 

classes. H. Pratt et al. [31] classified datasets from Kaggle [20] into 5 

stages using a method based on CNN. At first, they performed image 

resizing (512 * 512) and colour normalization. Then they put those 

images as input to their customized CNN architecture consisting of ten, 

eight, and three convolutional, max-pooling, and fully connected layers. 

For classification of 80000 test images, the SoftMax function is used, and 

to reduce the overfitting problem, dropout and L2 regularization were 

used. Their results had accuracy, sensitivity, and specificity of 75%, 30%, 

and 95%, respectively. Unfortunately, only one dataset was used to 

evaluate their CNN architecture because their architecture failed to detect 

lesions in the images. 

Gulshan et al. [33] used Messidor2 [17] and eyepacs1 [18] datasets 

(used 1748 and 9963 images, respectively) to detect DR and DME 

(diabetic macular edema). At first, they normalized and resized (to 299 

pixels) to images and fed them to CNN as input. They used pre-trained 

InceptionV3 architecture and trained about 10 CNNs with different 

numbers of images. Images were classified into other classes like 

referable DME, moderate DR, severe DR, and fully gradable and got a 

specificity of 93% and sensitivity of 96% in Messidor2 dataset and 97.5 

in eyepacs1 dataset. 

M. Abramoff et al. [32] combined the CNN with IDX-DR device for 

detection and classification of DR. They used Messidor2 [17] dataset 

(used 1748 images) and applied data augmentation on it. They integrated 
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many CNNs using Random Forest classifier. Images were classified into 

three classes (no DR, referable DR, and vision-threatening DR). They got 

AUC, specificity, the sensitivity of 0.980, 87%, and 96.8%. They did not 

consider the five stages of DR; instead, the Mild DR stage was 

considered no DR. 

T. Shathi et al. [34] used Messidor [17] dataset (1190 images) and 

detected stages of DR using pre-trained CNN architecture, AlexNet. At 

first, resizing was done, and a green channel was extracted. Then those 

images were used as input into CNN and achieved 96.35% accuracy. The 

architecture does not detect lesions of infected images. 

M. Rehman et al. [35] used Messidor datasets (1200 images) and 

detected DR levels using their own customized CNN architecture and 

some pre-trained CNN architectures like AlexNet, and VGG-16. They 

classified the images into four DR stage classes. At first, the images were 

resized to 244 * 244 pixels and applied histogram equalization to enhance 

the image. Their CNN included two, two, and three CONV, max-pooling, 

and FC layers, respectively. Using their own CNN architecture, they got 

accuracy, specificity, and sensitivity of 98.15%, 97.87%, and 98.94%, 

respectively. 

J. Wang et al. [36] worked on their private dataset (of 9194 images) 

and a public Messidor dataset (of 1200 images). They modified the R-

FCN method [37] and detected red lesions (microaneurysms and 

haemorrhages) to detect DR stages in their dataset. Changing the R-FCN 

method is done by adding feature pyramid networks and adding five 

region proposal networks. In their private dataset, they got a sensitivity of 

99.39%, and in the Messidor dataset, they got 92.6% sensitivity for the 

detection of DR stages. 

 

Lesion Based Classification 

In Lesion-based classification, DR lesions are detected, segmented 

and classified into certain types [44]. Adem. K et al. [38] detected 

exudates on public datasets DIARETDB0 (used 130 images), 

DIARETDB1 (used 89 images) and DrimDB (used 125 images). They 

used a custom CNN architecture (3 convolutional layers, three max-
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pooling layers, and one fully connected layer, and SoftMax is also used 

as a classifier) with Circular Hough Transformation (CHT). At first, they 

converted all datasets into grayscale images, and after that, edge 

detection function (Canny) and histogram equalization function 

(adaptive) were applied. Then, from the images, Optical discs were 

removed, which were detected using CHT. After that, 1152 * 1152 pixel 

images were fed to custom CNN as input and got accuracy, sensitivity, 

and specificity of 99.17%, 100%, and 98.41% on DIARETDB to detect 

exudates. 

Y. Yan et al. [39] used DIARETDB1 [22] (89 images) and detected 

red lesion DR. They used the Random Forest classifier to integrate 

features of handcrafted and improved LeNet architecture. They used the 

Gaussian filter to remove the noise and used CLAHE to enhance the 

images. After that, U-net CNN architecture is used to segment the blood 

vessels from the image. Improved LeNet consists of four, three, and one 

CONV layer, max-pooling layer, and FC layer, respectively. In the 

detection of red lesions, they achieved a sensitivity of 48.7%. 

J. Mo et al. [40] used the deep residual network (DRN) method of 

deep learning (for segmenting and classifying the exudates) on publically 

available datasets (E-ophtha and HEI-MED), and detected exudate 

lesions. A fully convolutional residual network includes down sampling 

and up sampling modules used in the segmentation of exudates. After 

that, DRN (it contains 1 CONV layer, one max-pooling layer, and five 

residual blocks) is used to classify exudates. To magnify the image as an 

input, the up-sampling module includes convolutional and de-

convolutional layers. The down-sampling module consists of a CONV 

layer, a max-pooling layer, and 12 residual blocks. 3 CONV layers and 

three batch normalization layers are included in the residual block. On E-

ophtha dataset, they got AUC and sensitivity of 0.9647 and 0.9227, 

respectively, while on HEI-MED dataset, they got AUC and sensitivity of 

0.9709 and 0.9255, respectively. 
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Vessel Based Classification 

In this method, vessels are segmented and extracted from the image, 

and then only DR lesions remain in the image. So, detection of remaining 

lesions leads to detect and classify DR images. Cam-Hao et al. [41] used 

the DRIVE [14] dataset and extracted retinal vessels using the pre-trained 

ResNet-101. Before being fed to the network, they augmented the 

training images first. From ResNet-101, they selected four feature maps 

and combined each with its neighbour. Then, they also combined feature 

map outputs till one feature map is obtained. After that, feature maps 

were concatenated at each round of best resolution. They got AUC, 

Accuracy, sensitivity, and specificity of 0.9732, 0.951, 0.793, and 0.9741, 

respectively. 

Y. Wu et al. [42] worked on DRIVE [14] (used 40 images), STARE 

[15] (used 20 images), and CHASE [16] (used 28 images) datasets and 

extracted retinal blood vessels using custom CNN. At first, they 

converted RGB images into grayscale images, and then using CLAHE, 

images were enhanced and normalized. After that, for input to CNN, they 

extracted and augmented 48*48 patches. Their custom CNN includes 2 

networks, which have skip connections and encoder-decoder structure. 

The encoder-decoder structure includes Convolutional layers, dropout 

layers, concatenation layers, and batch normalization layers. On DRIVE 

dataset, they achieved AUC and accuracy of 98.30% and 95.82% 

respectively. On STARE dataset, they got AUC and accuracy of 98.75% 

and 96.72% respectively. On CHASE dataset, they got AUC and 

accuracy of 98.94% and 96.88% respectively. 

C. Tian et al. [43] used Gaussian matched filter and custom CNN 

architecture and extracted retinal blood vessels. They worked on DRIVE 

[14] (used 40 images) and CHASEDB1 [16] (used 28 images) databases. 

From the Gaussian filter, they acquired high and low-frequency images. 

After that, firstly they established a CNN path for low-frequency images 

(which includes convolutional layers, down-sampling, and up-sampling 

modules), and then they established a CNN path for high-frequency 

images (which includes 2 convolutional layers and 7 encoder-decoder 

blocks). Segmentation maps were taken out from both paths and then 
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merged for final segmentation results. On the DRIVE dataset, they got 

AUC and accuracy of 0.9560 and 0.9580, respectively. On the 

CHASEDB1 dataset, they got AUC and accuracy of 0.9577 and 0.9601, 

respectively. 

 

 

CONCLUSION 
 

DR is mainly caused by the damage of blood vessels in the tissue of 

the retina, and it is one of the leading causes of visual impairment 

globally. To save the human eye from eyesight loss, detection of DR in 

early stages is necessary, and automated DR detection programs play an 

essential role in reducing the time, effort, and money of 

ophthalmologists, leading to timely treatment of DR cases. In this 

chapter, automated screening programs using deep learning methods for 

the detection and classification of DR have been discussed. Many deep 

learning methods are available, but most researchers have used CNN 

architecture only as it gives the most efficient results in medical imaging. 

One of the common problems of deep learning in medical imaging is the 

size and quality of images in datasets to train deep neural networks. This 

paper also reviewed the publically available datasets of retinal fundus 

images, but to train deep neural networks, the creation of quality retinal 

image databases is still in progress. Some authors have used their private 

datasets. In the study, we found that most of the researchers failed to 

detect all the stages and lesions of DR. So, an automated DR detection 

system that can detect all five stages and all types of lesions with high 

accuracy is still in need.  
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ABSTRACT 
 

Breast cancer is a type of cancer that develops in the cells of the 

breast and is a fairly prevalent disease in women. Breast cancer, like 

lung cancer, is a life-threatening condition for women. A promising and 

significant tool is automated computer technologies, particularly 

machine learning, to facilitate and improve medical analysis and 

diagnosis. Due to the great dimensionality and complexity of this data, 
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cancer diagnosis using gene expression data remains a challenge. There 

is still ambiguity in the clinical diagnosis of cancer and the 

identification of tumor-specific markers, despite decades of study. In 

this study, we discuss various feature extraction techniques on different 

kinds of datasets. We also discuss various deep learning approaches for 

cancer detection and the identification of genes important for breast 

cancer diagnosis. 

 

Keywords: breast cancer, deep neural network, convolutional neural 

network, support vector machine, feature extraction 

 

 

INTRODUCTION 

 

Cancer is a deadly disease. According to a survey, thousands of 

people die due to cancer every year. It is the largest cause of death in the 

world. It is basically a disease in which there is abnormal growth of body 

cells which spreads to different parts of the body. If this disease is 

detected in the initial stage, then this disease can be cured. Cancer 

basically develops due to cell growth. It originates in one part of the body 

and has the ability to penetrate various organs. Possible symptoms of 

cancer are lumps, prolonged cough, abnormal bleeding, exercise weight 

gain etc. Tumors are formed by most malignancies, but not all tumors are 

malignant. Tumors do not spread to all parts of the body. It is an 

abnormal growth of body tissue-when abnormal cells are stored 

somewhere in the body, a group of tissues is formed, which we call a 

tumor. These cells continue to grow abnormally and add more and more 

cells to their group, irrespective of the body's desire. These tumor cells 

are solid and fluid-filled. That process takes the form of growing cancer. 

This is known as metastasis. Cancer metastases are the leading cause of 

death-Carcinoma, melanoma, leukemia sarcoma and lymphoma are the 

most common cancers. Carcinomas arise in the skin, lungs, breasts, 

pancreas and other organs and glands. Lymphomas are lymphocyte 

malignancies. Leukemia [6] is a type of blood cancer. Melanomas are 

malignancies that develop in the cells that produce skin pigment. Breast 

cancer mainly occurs in women, but it is not that men cannot fall prey to 
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it. When breast cells start to develop uncontrollably, they give rise to 

lumps that take the form of tumors. It depends on a genetic disease as 

well as many other causes. For example, if a woman consumes drugs, 

does not breastfeed children, children are born at an early age. For all 

these reasons, breast cancer is born. If a woman gets her breast examined 

regularly, then it can be identified at an early stage. The biggest 

identification of breast cancer is the presence of a lump in the breast. 

Mammography is becoming one of the most essential procedures for 

early detection of breast cancer. The most applauded alternative to a 

mammogram is magnetic resonance imaging (MRI). Cancer is a 

condition in which a cell grows abnormally. Normally, our body's cells 

divide and expand in a controlled manner. Normal cells die when they are 

injured or get old, and are replaced by healthy cells. In cancer, the signals 

that control cell development are malfunctioning. When cancer cells 

should stop growing and multiplying, they continue to do so. To put it 

another way, cancer cells do not adhere to the same rules as healthy cells. 

Jeans govern each cell, instructing it on how to function, when to grow, 

and when to divide. Cancer arises from the body's own cells, starting with 

alterations in a single cell's genes. A cell's natural function can be 

disrupted by genetic variations or mutations (changes or manipulations in 

the cell). Most translocations are harmless, although they can sometimes 

make it difficult to control cell development. It is uncommon for changes 

in genes to occur solely because the same thing happened to the parents. 

The majority of modifications happen on their own, as cells divide into 

distinct components. Not only that, but these alterations occur 

inadvertently and unexpectedly. Unlike cancers caused by the elderly, 

children's cancers are not caused by their way of life or the environment. 

Rather, the majority of cancer cases in youngsters are caused by genetic 

mutations that occur by chance. The term cancer is frequently used to 

describe the cell or tissue in which cancer originates. In children, there 

are over 100 different forms of cancer. The chemical and genetic 

properties of cells, as well as how cells appear under a microscope, aid in 

determining the type of cancer. Breast cancer has evolved into a 

significant disease in today's world. This condition, which brings women 
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to the brink of death, is extremely dangerous. In India, one in every eight 

women is at risk of contracting the disease. According to WHO, in 2021, 

there will be approximately 1,78,361 breast cancer cases reported, with 

around 90,408 women dying as a result of breast cancer. However, if the 

disease is detected in time, there is a possibility of recovery from 

treatment. 
 

 

RELATED WORK 
 

A support vector machine (SVM) with a dot-product kernel was 

utilised. Sahiner et al. [2] devised a method for extracting speculation and 

circumscribing margin features. Both features were quite accurate in 

describing bulk margins using BI-RADS descriptors. Weatherall et al. [4] 

proposed a method with a score of 0.93. The tumour size correlation 

coefficient between MRI and pathologic analysis was the best. When 

compared to histologic measurement, the correlation coefficients for 

physical exam and x-ray mammography (available for 17 patients) were 

0.72 and 0.63, respectively. The MRI accuracy was unaffected by the 

extent of cancer residua. To see how well different imaging modalities 

might reliably describe the extent of a breast cancer whose location was 

already established. As a result, data on 20 post-chemotherapy breast 

cancer patients aged 32 to 66 years old was collected retrospectively. 

Yeung et al. [5] proposed to determine the estimations of residual tumour 

via each modality; the preoperative clinical and imaging records were 

evaluated. These results were compared to the pathologist's report's 

histologic measurements of the live tumour. Because of the enormous 

number of genes, the high quantity of noise in gene expression data, and 

the complexity of biological networks, it is necessary to thoroughly 

evaluate the raw data and utilise the relevant gene subsets. Other 

approaches, such as principal component analysis (PCA), have been 

proposed for reducing the dimensionality of expression profiles in order 

to help group important genes in the context of expression profiles. 

Bengio et al. [6] proposed Auto encoders are strong and adaptable 

because they extract both linear and nonlinear connections from input 
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data. As opposed to decreasing the dimension in one step, the SDAE 

encoder reduces the dimensionality of the gene expression data stack by 

stack, resulting in less information loss. Golub et al. [8] present 

microarray or RNA-seq data are thoroughly explored as a classification 

and grouping of gene expression. Using gene expression profiles and 

supervised learning algorithms, numerous ways for classifying cancer 

cells and healthy cells have been developed. In the analysis of leukaemia 

cancer cells, a self-organizing map (SOM). The phases depicted in Figure 

1 are followed by the majority of image processing algorithms. The 

screen film mammographic images must be scanned before they can be 

processed. One of the advantages of digital mammography is that the 

picture can be processed immediately. The first stage in image processing 

is picture pre-processing. To reduce noise and improve image quality, it 

must be conducted on digitised pictures. The majority of digital 

mammogram pictures are of high quality. If the picture is an MLO view, 

removing the backdrop region and the pectoral muscle from the breast 

area is also part of the pre-processing stage. The objective of the 

segmentation procedure is to discover areas of suspicious interest (ROIs), 

including abnormalities. In the feature extraction process, the features are 

computed from the attributes of the region of interest. A significant 

difficulty in algorithm design is the feature selection step, in which the 

best collection of features is chosen for preventing false positives and 

identifying lesion types. Choosing a smaller feature subset that delivers 

the highest value for a classifier performance function is referred to as 

feature selection. Finally, the classification stage reduces false positives 

and categorises lesions based on predetermined criteria. 
 

 

FEATURE EXTRACTION TECHNIQUES 
 

In the field of computer vision or image analysis, features play an 

important role in identifying useful information. The component picture 

is subjected to several picture pre-processing techniques, such as 

binarization, normalisation, thresholding, scaling, and so on, before 

picture feature extraction. 
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Figure 1. Typical image processing algorithm steps. 

Feature extraction is the process of decreasing the amount of 

resources needed to explain a huge amount of data. One of the primary 

issues in completing complicated data analysis is the number of variables 

involved. GF (General features) and DSF (domain-specific features) are 

two types of features. FE approaches like statistical approaches can be 

used to extract some aspects that are not clearly recognised. 

First order statistics (FOS), Gray Level Run Length Matrix 

(GLRLM), Gray Level Co-occurrence Matrix (GLCM), Neighbourhood 

Gray Tone Difference Matrix (NGTDM), and Statistical Feature Matrix 

are all examples of this (SFM). As illustrated in Table 2, signal 

processing FE approaches include law mask features, whereas transform 

domain approaches include Gabor wavelet, Fourier Power Spectrum 

(FPS) features, and discrete wavelet transform. 
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DEEP LEARNING TECHNIQUES 

 

Convolutional Neural Networks (CNNs) 

 

Deep Learning has proven to be a particularly useful technique in 

recent decades due to its capacity to manage massive volumes of data. 

Hidden layers have eclipsed traditional approaches in popularity, 

particularly in pattern recognition. CNNs [11] are one of the most often 

used deep neural networks. The AI system, dubbed AlexNet, took second 

place in the 2012 ImageNet computer vision challenge with an incredible 

85 percent accuracy. On the test, the runner-up received a respectable 74 

percent. 

 

Table 2. Description of selected feature extraction techniques 

 

 
 

 

Figure 2. Typical CNN architecture for automatic detection of breast cancer. 
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A current CNN is usually built by layering convolutional layers on 

top of the input, then joining the classification output with one or many 

fully connected (FC) layers. To increase translational invariance and 

minimise feature map size, max pooling layers are frequently utilised 

between convolutional layers.CNNs, a form of neural network that 

approximates human vision, were at the heart of AlexNet. CNNs have 

been an integral feature of many Computer Vision applications 

throughout the years. As illustrated in figure 2. 

 

 

Artificial Neural Networks (ANNs) 

 

It is a computer system which has been designed to do tasks that are 

similar to those performed by the brain, such as creating new knowledge 

through learning and developing and discovering new knowledge. 

It usually has three levels: an input layer, one or more hidden layers, 

and an output layer. Each layer has a set number of neurons or knots, 

which are interconnected pieces. Each neuron is linked to the others by 

link weights and communication linkages. On link weights, signals pass 

along the neurons. Each neuron receives numerous inputs proportional to 

their connection weights from other neurons and provides an output 

signal that can be generated by other neurons as well. To construct an 

ANN model, the network goes through two processes: training and 

testing. In the case of training, the network is taught to predict an output 

based on the input data. In the case of testing, on the other hand, the 

network is put to the test to see if it can stop or save training data, and it 

is then utilised to predict an output [12]. In addition to image processing, 

ultrasound, and physical assessment, a biopsy and a clear diagnosis are 

required to detect breast cancer. Despite the fact that a biopsy is required 

to provide a definite diagnosis, individuals with a low risk of cancer 

choose to avoid it owing to the potential for complications and expensive 

expenses. As a result of the aforementioned reasons, patients may choose 

an alternative procedure that allows them to make the right prediction 

before having a biopsy conducted on them. In order to achieve this aim, 
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an ANN model was developed to assist doctors in determining if a biopsy 

is necessary or if the patient must be closely observed based on the 

patient's BI-RADS scores, age, shape of a mass, mass density, and mass 

boundaries. 

 

 

Support Vector Machines (SVMs) 

 

It is a supervised machine-learning tool that has a wide range of 

applications in classification investigations. It's been frequently utilised 

to solve pattern recognition, classification, and regression issues. The 

SVMs work on the core idea of inserting a hyper-plane between the 

classes and orienting it to keep it as far away from the nearest data points 

as possible. SVMs also have the advantage of being able to address non-

linear classification issues using a kernel function. The kernel function 

converts two classes of data points from a lower-dimensional feature 

space to a higher-dimensional feature space, allowing them to be 

separated using a hyper-plane. To put it another way, the kernel function 

transforms non-linear classification issues into linear classification issues. 

Support Vectors are the data points that appear to be nearest to the hyper-

plane [13]. 

 

 

Deep CNN  

 

A positive training procedure increases the recognition rate, since 

data is obtained when the human body identification system has more 

functionality. The training procedure is based on a physiological concept 

that connects the interactions between neurons or properties in the 

training space. Each feature appears to have an essential function to 

perform; therefore, each feature pays attention to the scenario with its 

input features. During the training phase, the network employs several 

layers, such as the input layer, hidden layer, and output layer amongst the 

three layers. The input layer contains numerous sub-layer levels, notably 
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convolution, pooling, fully connected, and normalised layers, which are 

used to operate attributes successfully. In the beginning, these functions 

were employed as a hidden layer input. The collected information is 

evaluated in the spread region of a convolution network. Metadata is 

acquired by means of a detailed learning process that enables 

compatibility with this source information to be recognised. The 

responsive field is generated by the convolution layer procedure, which 

results in the cluster's output and displays those very same inputs also as 

a cluster. The maximum gathering function is applied to the 

concentration layer for each cluster. This guarantees that the maximum 

number of features are selected from each activity cluster. The network 

has long been concerned about the over of data by increasing file 

capacity. In the pooling layer, the extracted data is integrated into the 

function space, and the greatest value is chosen for the fully connected 

layer, which computes the intrinsic merit of the output. The output 

importance is determined as an authorization vector in the entirely linked 

layer by matrix multiplication. The method iterates until the desired 

functions are learned and stored in the database for later recognition. To 

represent regular and irregular qualities, distinct individual qualities 

should be explored in a deep learning convolution neural network. The 

extracted properties are synthesised to the input level, which is then 

moved from the weighted input to a hidden layer to approximate the 

hidden layer's output [10]. 

 

 

CONCLUSION 

 

One of the leading causes of mortality among women is breast 

cancer. Early identification and diagnosis of breast cancer can be 

achieved by digital mammography screening programmes, which 

decreases mortality and enhances the odds of complete recovery. 

Screening programmes generate a large number of mammographic 

pictures, which radiologists must interpret. Some abnormalities may be 

ignored or misconstrued due to the large range of appearances of breast 
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abnormalities. Before applying any DNN technique, feature extraction 

techniques play an important role in identifying abnormalities and 

producing better results. Deep learning algorithms have the drawback of 

requiring big data sets that may not be accessible for cancer tissues. 

Researchers believe these models will increase in performance when 

additional gene expression data becomes accessible, revealing more 

interesting patterns. Deep learning models, as a result, are extremely 

scalable to vast input data. 
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ABSTRACT 

 

Deep learning helps simulation techniques with various computing 

layers to gain several stages of abstraction for data representations. 

These techniques have vastly enhanced the position in voice detection, 

visual target recognition, particle identification as well as a variety of 

other fields including drug discovery as well as genomics. Deep 

learning uses the backpropagation method to show how a computer can 

adjust the input variables that are employed to measure the value in 

every layer from the description in the subsequent layer revealing 

detailed structure in huge volumes of data. Deep learning has 

accomplished substantial progress as well as demonstrated outstanding 

effectiveness in a variety of applications like Adaptive testing, cancer 

detection, natural language processing, face recognition, speech 
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recognition, and much more. Epileptic seizures are chronic neurological 

disorders with serious public health consequences. Epileptic seizures 

are a type of neurological disorder that can affect children between the 

ages of 10 to 20, as well as adults between the ages of 65 to 70. Pre-

ictal, Ictal, Post-ictal, and Interictal epileptic seizures are the four 

phases that can be analyzed. The basic goal of this article is to offer a 

sequential overview of the primary uses of deep learning in a range of 

fields, including a study of the methodologies and architectures 

employed as well as the impact of each implementation in the actual 

world. This chapter shows that ANN had 98.26% accuracy, CNN had 

97.52% accuracy, and LSTM had 95.78% accuracy. In terms of F1-

Score, we found that ANN has a score of 95.57%, CNN has a score of 

93.77%, and LSTM has a score of 89.87%. In addition, when compared 

to previous techniques, the convolutional neural networks model 

performed better. 

 

Keywords: deep learning, convolutional neural network, recurrent neural 

network, long short term memory, generative adversarial network, 

epileptic seizures. 

 

 

INTRODUCTION 

 

Deep learning helps simulation techniques with various computing 

layers to gain several stages of abstraction for data representations. These 

techniques have vastly enhanced the position in voice detection, visual 

target recognition, particle identification as well as a variety of other 

fields including drug discovery as well as genomics. Deep learning uses 

the backpropagation method to show how a computer can adjust the input 

variables that are employed to measure the value in every layer from the 

description in the subsequent layer revealing detailed structure in huge 

volumes of data [1]. Deep learning is perhaps the highest accuracy, 

supervised as well as time and cost-effective machine learning method. 

Deep learning is not a limited learning methodology rather it 

encompasses a wide range of methods that can be employed in a wide 

range of complex situations [2]. 
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ARTIFICIAL INTELLIGENCE 

 

Let's start with a definition of intelligence. Intelligence is defined as 

the ability to learn and solve issues. Its primary goal is to create 

computers so clever that they can act intelligently in the same way that 

humans do. If a computer learns new information, it can intelligently 

solve real-world problems based on previous experiences. As we all 

know, intelligence is the capacity to learn and solve issues, and 

intelligence is attained via knowledge, which is attained in part via 

information, which is attained via prior experiences and experiences 

obtained through training. Finally, by combining all of the elements, we 

can conclude that artificial intelligence can obtain knowledge and apply it 

to execute tasks intelligently based on their previous experiences. 

Reasoning, learning, problem solving, and perception are all aspects of 

intelligence. Artificial intelligence systems are required to minimize 

human workload. Natural Language Processing (NLP), Speech 

Recognition, Healthcare, Vision Systems, and Automotive are just a few 

of the applications. An agent and its surroundings make up an Artificial 

Intelligence system. The environment is perceived by sensors, and the 

environment is reacted to by effectors. An intelligent agent sets 

objectives and is extremely interested in achieving them. Artificial 

Intelligence has developed some tools to help handle tough and 

complicated issues, including neural networks, languages, search and 

optimization, and uncertain reasoning, among others. 

 

 

MACHINE LEARNING 

 

Machine learning is the subset of artificial intelligence (AI). Machine 

learning, as the name implies, is the capacity of a machine to learn. 

Machine learning is a branch of computer science that allows computers 

to learn and solve problems without being explicitly programmed. Here, 

we create a machine that performs duties similar to those performed by 

humans to decrease human labor. It is a branch of research that enables 
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computers to learn new things using information fed to them and to 

produce more efficient output using that information. It is employed in a 

variety of professions and has gained notoriety in a variety of sectors. It 

is a fantastic technology that allows machines or computers to learn and 

solve complicated problems. 

 

 

DEEP LEARNING 

 

Deep learning is a subset of artificial intelligence and machine 

learning. It is based entirely on Artificial Neural Networks. We already 

knew that neural networks can artificially mimic the human brain. As a 

result, deep learning copies the neural network to artificially mimic the 

human brain. We don't use explicit programming here. The concept of 

deep learning is rather ancient, but it is quite popular these days since 

processing power was not very high previously, and we also didn't have 

nearly as much data. However, computing power has increased at an 

exponential rate in the previous two decades. As a result, machine 

learning and deep learning are becoming increasingly popular. There are 

roughly 100 billion neurons in the human brain that are linked. Each 

neuron is linked to about 1000 neurons in its immediate vicinity. The 

major challenge now is how we can link these neurons in a computer. 

The invention of Artificial Neural Networks is now the most well-known 

answer to this challenge. There are three types of layers in an artificial 

neural network: input layer, an output layer, and hidden layers in between 

these two layers. Deep Belief Network, Deep Neural Network, 

Convolutional Neural Network, and Recurrent Neural Network are 

examples of deep learning architectures. Image identification, speech 

recognition, audio recognition, medical image analysis, machine 

recognition, and natural language processing (NLP) are just a few of the 

applications for deep learning systems. Deep learning architectures do 

well in several disciplines when compared to human performance. The 

human brain was heavily influenced by artificial neural networks. The 

artificial neural network and the organic human brain have several 
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distinctions. Artificial neural networks are non-living, static, and provide 

symbolic representations of multiple neurons, whereas the biological 

human brain is a living creature that is dynamic and analog. The term 

“deep” in deep learning refers to the fact that the network has several 

hidden layers in addition to the input and output layers. The network will 

learn more and provide more exact results as the number of hidden layers 

grows. The number of layers in deep learning is infinite, but the size of 

each layer is constrained. Deep learning is a subset of machine learning 

that uses numerous hidden layers to extract characteristics from raw 

input. As the number of hidden layers grows, the model produces results 

that are increasingly exact and accurate, similar to those of an expert 

person. If we use a deep neural network model in an image processing 

system, the first hidden layer just extracts edges from the raw input 

photos, but the last hidden layer produces clear and accurate results at the 

level of human comprehensions, such as faces, characters, or numerals. 

 

 

DEEP LEARNING MODELS 

 

The term “deep learning” comes first from artificial neural networks 

[3]. A convolutional neural network is perhaps the most essential of the 

several deep learning networks since it considerably encourages the 

growth of image analysis. Generative adversarial network as a novel deep 

learning model offers up new boundaries for the study as well as 

application of deep learning which has lately received a lot of attention 

[4]. 

 

 

CONVOLUTIONAL NEURAL NETWORK 

 

The neural network image processing group was the first to create the 

convolutional neural network. Convolutional neural networks are a type 

of deep neural network used in deep learning to analyze pictures. 
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Convolutional neural networks are extensively employed in image 

identification, object identification, picture classifications, and face 

identification, among other applications. Convolution takes an input 

picture, works on it, and then uses the values to categorize it (either cat or 

dog, pen or pencil). ConvNets are developed to accommodate data in the 

form of several arrays, such as a color image made up of three 2D arrays 

representing pixel elevations in each of the color channels. As attribute 

extractors, a CNN uses two operations as convolution and pooling. As in 

a multi-layer perceptron, the output of this series of operations is bound 

to a completely connected layer. Convolutional neural networks are often 

used on text in Natural Language Processing. There are two types of 

pooling used: max-pooling and average-pooling. When we use CNN for 

text instead of images, we display the text with a 1-Dimensional string. 

CNN is mostly used in sentence classification in NLP tasks. Microsoft 

earlier released a range of optical character recognition software, as well 

as handwriting recognition software, specifically focuses on ConvNet [5]. 

ConvNets were still used to recognize objects in real photographs, such 

as faces as well as legs, and even to recognize faces in the early 1990s 

[6].  

 

 

RECURRENT NEURAL NETWORK 

 

The biggest thrilling utilization of backpropagation since it was 

initially developed was for recurrent neural networks (RNNs) simulation. 

RNNs are also preferred for functions that need sequential inputs, like 

expression and vocabulary. It produces the output based on previous 

computation by using sequential information. Recurrent Neural Networks 

are similar to neural networks, however, they do not function in the same 

way. As humans, we do not think from the ground up. For example, if 

we're watching a movie, we may guess what will happen next based on 

what we know about the prior one. A typical neural network, on the other 

hand, is unable to predict the next action in the film. Recurrent Neural 

Networks can address challenges like these. In a recurrent neural 
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network, there is a loop in the network that keeps the data. It can take 

more than one input vector and produce more than one output vector. 

Recurrent neural networks use memory cells that are capable to capture 

information about long sequences. RNNs are extremely strong dynamic 

structures, although teaching them has proven difficult because 

backpropagated gradients expand or retreat at every time stage, causing 

them to burst or disappear over several time stages [7]. 

 

 

LONG SHORT TERM MEMORY 

 

Sepp Hochreiter and Juergen Schmidhuber presented another model 

for sequential information called long short-term memory. LSTM 

networks are a form of RNN that may learn order dependence in 

situations of sequence prediction. The LSTM architecture is an RNN that 

remembers information at regular periods. It is employed in the solution 

of the vanishing gradient problem. It can learn long-term dependence. At 

observation time, RNN has only two gates: an input gate, as well as an 

output gate from the last hidden state and there, is no knowledge about 

the past to remember. RNNs can remember their inputs for a long time 

due to LSTMs. That is why long short-term memory uses its memory to 

accumulate information over a long time. This memory cell is known as a 

gated cell because it represents whether or not to store or delete 

information dependent on the relevance of the information. LSTM is 

made up of three gates. The input gate is used for new data input, the 

forget gate is used to determine whether or not the data should be deleted, 

and the output gate is used to determine the output at the current time 

step. Some of the applications of LSTM are robot control [8], Time series 

prediction [9], rhythm learning [10], human action recognition [11], 

semantic parsing [12], sign language translation [13], drug design [14], 

market prediction [15], and protein homology detection [16]. 
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GENERATIVE ADVERSARIAL NETWORK 

 

Generative adversarial network (GAN) is a novel deep learning 

concept that includes a unique neural network model that trains generator 

as well as discriminator at the same time. The generator's job is to know 

and understand the probability distribution of actual images and 

afterward add random noise to them to make false images, whereas the 

discriminator's job is to determine whether a source variable is genuine or 

not [17]. The discriminator, as well as generator, has been tweaked to 

enhance their performance. The generative adversarial network training 

process is unique in that it has been using backpropagation to train as 

well as utilizes the confrontation of two neural networks as training 

metric, significantly reducing the training problem as well as improving 

the training effectiveness of the induced model. A generative adversarial 

network provides an opportunity to learn deep representation without 

having to label your training data extensively [18]. One of the most often 

used generative adversarial network applications is computer vision [19]. 

 

 

EPILEPTIC SEIZURES 

 

Epilepsy is a neurological disease that is persistent, severe, and 

debilitating. About 1-2% of the world's population has epilepsy, with 

nearly 30-40% of those suffering from medication-resistant epilepsy. 

Epileptic seizures can be anticipated, according to research, since 

individuals experience "Auras" before they have an epileptic seizure. 

Inter-ictal, Pre-ictal, Ictal, and Post-ictal are the four phases of epileptic 

seizures. The Inter-ictal stage is the period between epileptic seizures, 

whereas the Pre-ictal stage is the period just before the epileptic seizure, 

the Ictal stage is the epileptic episode itself, and the Post-ictal stage is the 

period immediately after the epileptic seizure. Since there are four seizure 

states, we are only interested in two of them: inter-ictal and pre-ictal. 

Because they are not relevant to our topic, ictal and post-ictal states are 
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excluded. Now we'll look at how to distinguish between inter-ictal and 

pre-ictal states. As a result, the work of seizure prediction becomes a 

classification problem [20]. Drugs or surgical techniques can be used to 

treat epileptic individuals. The epileptic patient benefits from earlier 

predictions in that they can protect themselves before suffering serious 

damage or attack by taking the proper medication and improving their 

condition[21]. Only half of the epileptic patients who have surgery can 

avoid having an epileptic seizure. The rest individuals who have 

unpredictably unexpected seizures throughout their daily schedule may 

have a very severe episode. It has been noted that total therapy of 

epileptic seizures is not possible. Many scientists are attempting to 

develop procedures that will allow seizures to be anticipated earlier they 

occur [22]. Because capturing brain electric activity is challenging, 

numerous researchers have turned to ECG signals. The rationale for this 

is that medical evidence shows that the heart rate pattern changes before 

an epileptic seizure [23].  

An electroencephalogram (EEG) is a test that records the electrical 

activity of the brain (signals). An EEG was initially used by a German 

doctor to record the electrical activity of the human brain [24]. Even the 

finest seizure prediction system hasn't been able to provide good 

sensitivity (the ability to predict seizure) and specificity (the ability to 

ignore false alarms) in the last 30 years [25]. Annually, over 2 million 

fresh epileptic patient accounts are created, with 70 percent of epileptic 

patients being able to restore their health using anti-epileptic drugs 

(AEDs) and the other 30 percent being uncontrollable. Seizures can cause 

loss of recognition or consciousness, difficulty moving, impaired 

perception, and loss of other thinking abilities. Due to various 

uncontrolled seizures, epileptic patients are prohibited from riding or 

driving any vehicles and are unable to get a genuine or good job. 

Children between the ages of 10 to 20 years old, as well as individuals 

between the ages of 65 to 70 years old, have been reported to suffer from 

epilepsy. The most successful and powerful instrument for capturing 

brain electric activity is the electroencephalogram (EEG). It is extremely 

difficult to capture electrical signals from the brain without the use of an 
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EEG. True worry is aroused if the pre-ictal state is discovered among the 

primary inter-ictal states [26]. To record EEG, electrodes are inserted on 

the patient's scalp. The brain's electrical activity may be recorded in this 

way. The brain wave samples differ between the pre-ictal and inter-ictal 

stages [27]. As a result, bivariate characteristics are used instead of 

univariate data in seizure prediction techniques. Because there are 

variations in seizure kind and location across patients, seizure prediction 

systems are customized for each patient. As a result, the EEG signals of 

the patients differ. The authors utilized a supervised machine learning 

methodology that focuses on two critical stages: feature extraction and 

categorization between pre-ictal and inter-ictal phases. On the retrieved 

feature of the EEG data, a multilayer perceptron and a convolutional 

neural network were utilized to anticipate epileptic seizures. Because it's 

critical to predicting epileptic seizures ahead of time and with precision, 

the scientists created a novel automated system that combines feature 

extraction and classification. The authors created a deep learning-based 

system that extracts significant characteristics without the need for any 

pre-processing. To extract features, a multilayer perceptron and a deep 

convolutional neural network were utilized. To do classification, a deep 

convolutional neural network is paired with a recurrent neural network. 

 

 

ELECTROENCEPHALOGRAM (EEG) 

 

The electrical activity of the brain is recorded using EEG. It is a 

method of electrophysiological monitoring. When electrodes are 

positioned along the scalp area, it becomes non-invasive, and when 

electrodes are utilized like in electrocorticography it becomes invasive. It 

detects voltage changes caused by an ionic current within a neuron in the 

brain. It refers to the use of many electrodes on the scalp to capture the 

brain's unrestrained electrical activity regularly. EEG recording is 

primarily utilized for improved epilepsy therapy [28]. The most helpful 

instrument for measuring brain activity is the electroencephalogram. The 

anomalies in the brain detected by electroencephalogram were caused by 
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epilepsy. EEG reading refers to the recording of brain function; any 

irregularities may be quickly seen. In the treatment of strokes, brain 

diseases, and cancers, EEG is utilized as the first or most significant 

approach. However, with the development of high-resolution imaging 

techniques such as MRI (Magnetic Resonance Imaging) and CT 

(Computerized Tomography), its popularity has waned (Computed 

Tomography). Despite its limited spatial resolution, EEG has always 

been a valuable or worthwhile tool for diagnosis and study. It has a 

temporal resolution of milliseconds, which Magnetic Resonance Imaging, 

Positron Emission Tomography, and Computed Tomography can't match 

[29]. 

 

 

APPLICATION OF ELECTROENCEPHALOGRAM (EEG) 

 

The EEG is the most significant, valuable, or priceless tool for an 

epilepsy diagnosis. It takes roughly 20-30 minutes to read the patient's 

brain regularly. The brain of an epileptic patient must be clinically 

recorded regularly. It takes about 20-30 minutes to record an EEG. It 

lasts between 20 and 30 minutes. The electrodes are placed on the scalp 

to monitor the electrical activity of the brain. Small metal discs serve as 

electrodes. If any anomalies are discovered in the EEG recording, a 

diagnosis of brain illnesses is required. Patients with epilepsy should 

have routine testing done regularly. If epileptic patients' routine checkups 

are not done properly, we will witness a significant loss, which may 

result in the epileptic patient's death. If the patient's epilepsy is not 

properly diagnosed, it can be exceedingly severe or destructive [30]. EEG 

is crucial for diagnosing a variety of brain illnesses, including tumors, 

brain damage from a head injury, sleep problems, encephalitis, 

encephalopathy, and stroke. Recent research using machine learning 

approaches such as neural networks and mathematics such as statistical 

temporal characteristics taken from frontal lobe EEG brainwave 

recordings has shown notable results in categorizing mental conditions 

[31]. 
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EPILEPSY SYMPTOMS 

 

It depends on the sort of epileptic seizure you're having. Because the 

brain activity during epilepsy is abnormal. Because it directly affects the 

patient's neurological system, brain activity becomes aberrant. As a 

result, epileptic seizures can impair any process that is coordinated by the 

brain. Confusion, fear, anxiety, loss of consciousness, uncontrollable 

jerking movements, and loss of awareness are some of the usual 

symptoms. Genetic Influence, Head Trauma, Development Disorders, 

Prenatal Injury, Brain Conditions, and Infectious Diseases, among other 

reasons, are unknown to half of those who suffer from epilepsy [32]. 

 

 

RELATED WORK 

 

In paper [33], the author developed a new method of identifying 

current IR models, as well as their massive advances and innovations. 

This method was the first one to categorize established tasks based on 

how the features, as well as ranking functions, are formed. In paper [34], 

the author conducted the first complete investigation on the 

implementation flaws of mobile deep learning applications. They found 

304 genuine implementation flaws using datasets from Stack Overflow as 

well as GitHub popular datasets for analyzing software flaws. They 

created a perfect taxonomy based on the discovered defects, which 

includes 23 classes for malfunction symptoms as well as distills common 

remedy procedures for various fault kinds. The authors of the article [35], 

created a hybrid deep-learning model focused on the convolutional neural 

networks as well as gcForest. The CWT was used to generate bearing 

vibration data into time-frequency graphics. The images were then fed 

into a gcForest classifier using a convolutional neural network to identify 

inherent defect characteristics. In paper [36], the authors provided an 

outline of several most often employed deep learning architectures, 

relevant libraries, as well as several practical domains in which deep 
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learning is applied. In paper [37], the authors provided an overview of the 

origin, evolution, as well as uses of deep learning methods, with a focus 

on their use in medical imaging. In the paper [38], the authors discussed 

the deep learning research for medical imaging synthesis including their 

practical diagnosis. They listed or highlighted the suggested approaches, 

research designs, as well as observed outcomes with relevant medical 

implications on sample investigations to describe the latest advancements 

of deep learning-based approaches in intermodality as well as intra 

modality picture synthesis. The author of the article [39], performed a 

careful assessment of current deep learning models' applications on 

machine healthcare monitoring activities as well as provided their 

observations on these models. On a difficult platform wear estimation 

problem, realistic research of traditional machine learning models, as 

well as deep learning models, have been presented. The author of the 

article [40], provided a complete overview of frequently employed deep 

learning models as well as discussed how they may be utilized to make 

manufacturing "smart." First, the evolution of deep learning methods is 

described, as well as their merits above classical machine learning. 

Following that, deep learning-based cognitive algorithms are provided to 

improve performance in manufacturing. The authors of article [41], 

evaluated different approaches to offer clinical reasoning capable of 

justifying the effectiveness of deep learning as well as they believe that 

this is the best viable path to go, even though present successes are too 

fragmented and useful for just a few classes of deep neural networks. 

According to the authors, the majority of what can describe why deep 

learning performs at all much alone extremely effectively, throughout 

several fields of application is still unknown, as well as a further study 

into the theoretical foundations of artificial learning is urgently desired. 

In paper [42], the authors illustrated the usefulness of a modified 

form of deep ResNet for examining neuroimaging signals in the target 

case of forecasting evolution from moderate cognitive impairment to 

alzheimer's disease. The deep models were initially trained on moderate 

cognitive impairment persons solely, then by a domain transfer learning 

variant which subsequently trained on alzheimer's disease and controls 



Anuj Singh and Arvind Kumar Tiwari 100 

for forecasting. They furthermore show how to locate irregularities using 

a network occlusion approach. The methods investigated demonstrated 

deep learning architecture's strong potential for learning subtle predictive 

characteristics as well as use in essential areas like illness advancement 

prediction or comprehension. The authors in article [43], used deep 

learning to construct imaging characteristics from pretreatment diffusion-

weighted image datasets as well as tested their capacity to forecast 

diagnostic results in individuals with major artery blockage. In paper 

[44], the authors presented a synergic deep learning approach to solve the 

problems of a variety of imaging modalities and clinical diseases by 

deploying several DCNNs at the same time along with allowing them to 

train from one another. The learned image representations of every set of 

deep convolutional neural networks (DCNNs) are combined as the source 

to a synergic network, that has a completely integrated architecture that 

forecasts if the pair of source images corresponds to a single class. This 

method can be trained from start to finish using deep convolutional 

neural network classification problems as well as synergic mistakes from 

every pair of deep convolutional neural networks. The authors of the 

article [45], presented a method for predicting seizures based on the 

individual patient. Prediction of epileptic seizures for a certain patient is 

done here. The intracranial electroencephalogram signal was employed in 

this approach to predict epileptic seizures in people and dogs. The best 

result for human seizure prediction was Time window Tw=60 sec 

(AUC=0.9349); the best result for dog seizure prediction was Time 

window Tw=30 sec (AUC=0.9432). The author of the article[46], 

evaluated the level of loss of responsiveness in those who have 

psychogenic non-epileptic seizures, as well as the physical changes that 

might be linked to this type of seizure. Loss of reactivity is common in 

patients with psychogenic non-epileptic seizures, and it is linked to 

seizure-related damage. The authors of the paper [47], demonstrate how 

applying functional Near-Infrared Spectroscopy (fNIRS) to the 

identification of epileptic seizures yields results that are superior to those 

based on EEG and that the deep learning method to this problem is 
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effective when functional Near-Infrared Spectroscopy recordings are 

available. 

 

 

FEATURE SELECTION 

 

To reduce the dataset’s exceptionally high dimensionality, feature 

selection was critical. Improve prediction performance, create faster and 

more efficient models, and provide a deeper understanding of the 

underlying processes are some of the most important goals of feature 

selection. If our dataset has a large number of features, this does not 

automatically imply that it will provide relevant info or insights. Since 

several characteristics are useless, a high amount of features may not 

always provide relevant info [48]. The term “redundant” refers to the fact 

that the same features appear again in our dataset. This might result in 

memory and processing power is wasted. Overfitting can occur when a 

high number of redundant characteristics are used in machine learning. It 

has been discovered that feature extraction is the superior technique for 

resolving this issue. Feature extraction's major purpose is to minimize the 

number of features in an existing dataset and utilize those minimized 

features in the model rather than the entire original dataset [49]. 

 

 

METHODOLOGY 

 

Traditional machine learning algorithms cannot extract better feature 

representation from unstructured data than CNN. It has also been shown 

to be effective. Because EEG data is one-dimensional time-series data, a 

one-dimensional convolution neural network works well in such type of 

data. The status of the result in tasks such as Image Classification, 

Speech Recognition, and many Natural Language problems has been 

provided by convolution neural networks. Traditional machine learning 

algorithms cannot extract better feature representation from unstructured 
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data than convolution neural networks. It has also been shown to be a 

reliable way of extracting features. The convolution neural network 

allows input neurons to communicate sparsely with output neurons. To 

do this, CNN employs a convolutional algorithm. Sparse interaction is 

usually achieved by using a kernel that is smaller than the feature size. In 

comparison to a fully linked network, sparse interaction allows us to keep 

fewer hyperparameters, which saves memory and time. The dataset 

utilized in this chapter is from the kaggle website's epileptic seizure 

prediction competition. On the kaggle website, this dataset is freely 

accessible. The core dataset is divided into five folders, each of which 

contains 100 files, each representing a single subject per person. And it 

should be emphasized that the brain activity is recorded for 23.6 seconds, 

and this information is incorporated in each file. The parallel time series 

is sampled with 4097 data points. Each piece of information reflects the 

EEG recording value of a different participant at a different moment. We 

have 500 separate files, which implies 500 distinct people, each with 

4097 data points reflecting the value of 23.5 seconds of EEG recording. 

Now we'll divide and reorganize the 4097 data points into 23 pieces, each 

with 500 files. Each chunk has 178 data points, each indicating the value 

of EEG recording at a different moment. So we have 23*500=11500 

rows, each of which has 178 data points for 1 second, corresponding to 

178 columns, with the last column entitled 'class' having binary values of 

Yes or No. Yes indicates that the person has had an epileptic seizure, 

whereas No indicates that the person has not had an epileptic seizure. 

 

 

PERFORMANCE EVALUATION 

 

Specificity, sensitivity, accuracy, precision, and f-measure are some 

of the measures used to evaluate performance. True negative (TN), false 

negative (FN), true positive (TP), and false-positive (FP) are used to 

calculate performance (FP). 
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TP = Number of true values that are correctly identified. 

FP = Number of false values that are identified as True 

TN = Number of false values that are correctly identified 

FN = Number of true values that are incorrectly identified 

 

 

CONFUSION MATRIX 

 

It is a very basic matrix that is used to determine the model's 

accuracy and other critical metrics. It is mostly used to solve 

classification problems in which the output may be divided into two or 

more classes [50]. 

 

Table 1. Confusion matrix 

 

 Negative (Predicted) Positive (Predicted) 

Negative (Actual) True Negative(TN) False Positive(FP) 

Positive (Actual) False Negative(FN) True Positive(TP) 

 

 

EVALUATION PARAMETERS 

 

We provide a set of assessment measures for prediction accuracy that 

is the most widely employed. The specificity, accuracy, recall, precision, 

and F-score metrics are used to assess the tests' performance. These five 

classic measures are also used to assess a wide range of diagnostic tests. 

 

 

ACCURACY 

 

Correct predictions as True Positive and True Negative in the 

numerator, and all of the model's predictions in the denominator. It's 

crucial in the classification problem, and it's defined as the ratio of the 



Anuj Singh and Arvind Kumar Tiwari 104 

model's right predictions to the total number of predictions produced 

[51]. 

 

Accuracy = 
truepositive+truenegative

truepositive+truenegative+falsepositive+falsenegative
 (1) 

 

 

PRECISION 

 

The percent of relevant instances among all retrieved instances is 

known as precision or positive predictive value. The relevance of the 

result set is tested using precision [52]. 

 

Precision = 
truepositive

truepositive+falsepositive
 (2) 

 

 

RECALL 

 

The recall is the percentage of relevant documents that will be 

successfully retrieved from all the documents that have been retrieved 

[53]. 

 

Recall = 
truepositive

truepositive+falsenegative
  (3) 

 

 

F-MEASURE 

 

To calculate the result, the F-measure considers the test's precision 

and recall. The precision, also known as a positive predictive value, is the 

percentage of relevant instances found among all retrieved instances, and 

recall is the percentage of relevant documents found among all retrieved 

documents that are successfully retrieved. The harmonic mean of 

precision and recall is the F-measure [54]. 
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F = 
𝟐∗𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧∗𝐫𝐞𝐜𝐚𝐥𝐥

𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧+𝐫𝐞𝐜𝐚𝐥𝐥
 (4) 

 

 

SPECIFICITY 
 

It is exactly the opposite of the Recall. It is a measure that describes 

the proportion of True Negative concerning all negative data points [55].  
 

Specificity = 
𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (5) 

 

 

RESULT ANALYSIS 
 

We use the Epileptic Seizure dataset in this work to determine the 

various performance measurement parameters of several deep learning 

techniques. On the presented dataset of epileptic seizures, we used 

multiple methods to determine various parameters. We compared the 

Artificial Neural Network (ANN), Convolutional Neural Network 

(CNN), and Long Short Term Memory (LSTM) deep learning models. 

We found that the Convolutional Neural Network (CNN) produces the 

best results in this work (See Table 2). 
 

 

Figure 1. Receiver operating characteristic curve (ROC) for the classification using 

Convolutional Neural Network (CNN). 
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Table 2. The evaluation metrics for epileptic dataset 

 

Algorithms ANN CNN LSTM 

Accuracy (%) 94.96% 97.22% 95.78% 

Precision (%) 98.91% 99.76% 89.40% 

Recall (%) 76.47% 86.76% 90.34% 

F1-Score (%) 86.25% 92.81% 89.87% 

Specificity (%) 99.78% 99.95% 97.20% 

 

We found that ANN had 98.26% accuracy, CNN had 97.52% 

accuracy, and LSTM had 95.78% accuracy. In terms of F1-Score, we 

found that ANN has a score of 95.57%, CNN has a score of 93.77%, and 

LSTM has a score of 89.87%. 

 

 

CONCLUSION 

 

Deep learning helps simulation techniques with various computing 

layers to gain several stages of abstraction for data representations. These 

techniques have vastly enhanced the position in voice detection, visual 

target recognition, particle identification as well as a variety of other 

fields including drug discovery as well as genomics. Deep learning uses 

the backpropagation method to show how a computer can adjust the input 

variables that are employed to measure the value in every layer from the 

description in the subsequent layer revealing detailed structure in huge 

volumes of data. Deep learning has accomplished substantial progress as 

well as demonstrated outstanding effectiveness in a variety of 

applications like Adaptive testing, cancer detection, natural language 

processing, face recognition, speech recognition, and much more. 

Epileptic seizures are chronic neurological disorders with serious public 

health consequences. Epileptic seizures are a type of neurological 

disorder that can affect children between the ages of 10 to 20, as well as 

adults between the ages of 65 to 70. Pre-ictal, Ictal, Post-ictal, and 

Interictal epileptic seizures are the four phases that can be analyzed. The 

basic goal of this article is to offer a sequential overview of the primary 
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uses of deep learning in a range of fields, including a study of the 

methodologies and architectures employed as well as the impact of each 

implementation in the actual world. In the proposed work we found that 

ANN had 98.26% accuracy, CNN had 97.52% accuracy, and LSTM had 

95.78% accuracy. In terms of F1-Score, we found that ANN has a score 

of 95.57%, CNN has a score of 93.77%, and LSTM has a score of 

89.87%. In addition, when compared to previous techniques, the 

convolutional neural networks model performed better. 
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Abstract

Deep learning (DL), also known as hierarchical learning or deep

structured learning, is a sub-domain of machine learning. The term

deep in the expression deep learning refers to the number of layers

in a neural network. DL has shown a significant breakthrough in

many areas with outstanding performance. After seeing the perfor-

mance, DL has been used in high dimensional data and many com-

plex applications, giving state-of-the-art results compared to con-

ventional methods. In this paper, some applications are discussed

where deep learning is widely used, namely healthcare, self-driving

or autonomous cars, NLP, speech recognition, image recognition,

cybersecurity, Automatic coloring, etc. Many areas are adopting

deep learning. Also, we have discussed some of the DL architec-

tures commonly used in the applications mentioned above. Deep

learning is becoming more popular because of the large data avail-

able for training the networks, deep architectures, activation func-

tions, and more computational power. And deep architectures have
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many hidden layers that are more powerful and useful for robust

feature learning to increase performance.

Keywords: Deep Learning, Convolutional Neural Network, medical im-

ages, RNN, LSTM, Neural Network

1. INTRODUCTION

A deep learning algorithm is a neural network with more than three lay-

ers, including inputs and outputs. Deep learning has recently been used in

several research areas, yielding cutting-edge results. DL algorithms per-

form admirably on large amounts of data, whether labeled or unlabeled.

Nowadays, a large amount of data is available, both supervised and unsu-

pervised, in audio, CSV files, images, and text. This large amount of data

can be used to train DL algorithms, which improve model performance.

Using the conventional method, predictions in data and feature extraction

is a challenging task [1]. In this deep learning era, the above scenario has

changed, as the DL algorithms can learn from the data automatically, like

finding the patterns in data using many hidden layers. And more hidden

layers are used to understand the data at a high level and more effectively.

Earlier problems in research areas that took a lot of time for feature ex-

traction, preprocessing, and data predictions are easily solved using DL

algorithms with the help of computation power. The computational re-

sources available in today’s world are one of the biggest advantages of

deep learning. Because of the available computational resources, the mod-

els’ time is less than the traditional ML approach. Because a large amount

of data is available, the depth in the neural network models has increased

significantly, allowing for more data abstraction such as patterns, edges,

and features from the model’s input. Another advantage of DL algorithms

is that they can learn from unlabeled data and only require a large dataset.

If the dataset is small, then data augmentation can be done to increase the

size of the dataset. After observing an improvement in the performance of

research projects using DL algorithms. Now many research areas started

adapting deep learning in many areas such as medical imaging, voice as-

sistants, self-driving cars, image recognition, fraud detection, advertising,

finance, etc. For example, medical imaging predicts whether a patient’s

cardiovascular disease is normal or abnormal.
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Similarly, in healthcare, many critical diseases can be predicted or de-

tected early using medical images such as X-rays, CT scans, MRI scans,

and so on. Recently, DL algorithms detected the outbreak of the covid19

pandemic using CT scans of patients. According to Zhang et al. [19], an-

other example of deep learning in 5G and mobile networks, mobile devices

are increasing exponentially, and processing data between mobile and net-

work is a difficult task with low battery utilization. DL is being used to

address these issues and improve the performance of mobile devices. Barz

et al. [2] proposed a new approach for training DL algorithms on small

datasets. The data given to DL algorithms are typically very large, but the

algorithms do not perform well with small datasets. Obtaining data in some

research areas is indeed costly. According to paper [2] changing the loss

function from categorical to cosine loss improves model performance for

small datasets.

2. OVERVIEW OF ARCHITECTURES

2.1. Supervised Architectures

Supervised learning is a method in which the data has been given to the

model or algorithm is clearly labeled, and the output of the model or al-

gorithm is classified as correct or not. Here the dataset is split in a ratio

required for training the model for the prediction, the validation set is used

to check the performance of the model and try to improve it as high as

possible, and the remaining dataset is used for the evaluation of the algo-

rithm or model in terms of prediction and effectiveness. The metrics used

to evaluate any supervised algorithms are the confusion matrix, root mean

squared error and others. The most important metric for classification is

accuracy [6]. There are two types of supervised algorithms: classifica-

tion and regression. These algorithms are used for dataset predictions and

work on labeled data. The predicted outputs in classification are discrete

values such as binary classes like 0 or 1, multiple binary classes like play

or not play, cat or not a cat, dog or not dog, and multi-class if more than

three classes [6]. One example of a multi-class classification is the MNIST

dataset. The images are handwritten numbers, and the objective is to pre-

dict the numbers from 0 to 9, resulting in a 10-class classification. An

example of binary classification is spam emails, which classify the output
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as spam or not. Accuracy is the most commonly used metric for classifica-

tion problems.

In regression algorithms, the predicted outputs are continuous values

such as scored labels [6]. One of the differences between both algorithms

is, classification is used to predict the set of classes, and regression is

used to predict the quantity. One example is weather prediction, where

the model is trained on previous weather data and predicts future weather

days. For regression algorithms or models, the most common metric is

RMSE.

2.1.1. Convolutional Neural Networks

CNN is a multilayered neural network, which is particularly used for im-

ages. Usually, Neural networks aren’t built to extract features from images

and aren’t capable of doing. So, convolutions and pooling are used to ex-

tract features from the images, and they can’t perform classification so, we

need fully connected layers to classify the data.

Figure 1. Convolutional Neural Network.

Fig. 1 shows multiple layers of convolutions and pooling, and the more

layers there are, the better the algorithm, and these layers are used to ex-

tract features from images. Pooling is used to reduce the dimensionality

of features. Max pooling is commonly used because it selects the most

information from the extracted features. Following that, we used to flatten,

softmax, and FCN layers; we can use dense layers in a regression model.

The most difficult challenge in traditional ML algorithms is feature extrac-

tion from images, but CNN automatically extracts features and learns from
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them.

2.1.2. Recurrent Neural Networks

Assume the objective is to predict the letter or word in a sentence. Typi-

cally, in CNN, there are many hidden layers, and each layer is independent

so, the weights and activations are different for each layer. Now using CNN

to predict the next word in a sequence is difficult because the layers are in-

dependent. All the hidden layers are combined in the recurrent network as

they have the same bias and weights. Lets say we have the sentence nature

is beautiful in this sentence. After giving the first three words as input to

the RNN, it must predict the fourth word called beautiful. To predict the

fourth word, it has to maintain the memory of the previous inputs. So, in

RNN, all the hidden layers are rolled and combined.

Figure 2. Recurrent Neural Network.

2.1.3. Long Short-Term Memory

As shown in fig 3, RNN can predict the next word of the sentence or the

next letter in a word. It can predict only if the sentences or the data input

to the network is small. If the large corpus is given as input to the network,

it cannot predict the sequence word for that sentence. Because RNN saves
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the input data for the short term, it means if ten lines of text data are given

input, it will be kept on replacing the existing data because it doesn’t know

which word is important and which word is not important. Using LSTM,

we can overcome the above problem. LSTM has a memory cell that re-

members the important data and saves it in a memory cell for a long time.

The memory cell has three gates that are useful for the prediction of words

even with large inputs. The input gate in the cell will maintain what infor-

mation needs to be sent or not; the output gates will maintain when to send

the outputs from the cell. The forget gate will decide which information is

important and what to store and what to forget in the input data. As shown

in Fig. 3, the cell will maintain the weights to control these gates.

Figure 3. LSTM and GRU.

2.1.4. Gated Recurrent Unit

GRU is similar to LSTMs in that it is very easy to train and simpler than

LSTM. It has an update gate that maintains the contents of the previous

cell and a reset gate that determines how much information to forget in

previous cells.

2.2. Unsupervised Architectures

In Unsupervised learning, the data provided to the model is unlabeled.

Here the goal is to predict the patterns or structure in the dataset and divide

the data into similar groups to get some insight into the data, also known
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as clustering. And understanding the data, how it is distributed in space is

known as density estimation. And autoencoders are used for ignoring the

noise in data, typically for the dimensionality reduction in the unlabeled

data. Usually, these methods are applied when the dataset is very large and

too expensive to label the data. Then deep learning comes into handy for

these types of problems in the unlabeled data.

2.2.1. Autoencoders

Autoencoders are an unsupervised learning method used for data encoding

and decoding; it is also known as the ANN. Autoencoders are popular for

the bottleneck layer in the network, which can be built by using encoding

functions. It has three layers; the first layer is the input layer which takes

the input and passes to the bottleneck layer or hidden layer; the second

layer is the bottleneck layer or hidden layer; as shown in Fig. 4, the hid-

den layer is significantly smaller compared to the input layer. Because the

encoder function is used for the compressed representation of data, which

forces the network to remove the noise or redundant information. The third

layer is the output layer using the decoder function. It reconstructs the in-

put layer. And finally, an error function is used to compute the difference

between the input and output layers.

2.2.2. Restricted Boltzmann Machines

RBM is a two-layered neural network, and it is similar to the Boltzmann

machine. RBM has two layers. One is the visible layer or input layer, and

the other is the hidden layer. Here, all the neurons in the visible layer are

connected to every node in the hidden layer in a bipartite graph manner.

But in traditional BM, it is symmetrically connected like all nodes in the

visible layer are connected within the layer and every node in the hidden

layer. During the training, the probability distribution is calculated using a

stochastic approach. And each layer has a bias, the visible bias is used to

reconstruct the input layer, and hidden bias is used to build the activation

in the forward pass. RBMs are mostly used for dimensionality reduction.
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Figure 4. Autoencoders.

Figure 5. Restricted Boltzmann Machine.

2.3. Deep Belief Networks

DBN is a deep multilayer network architecture, which has many hidden

layers. And in DBN, each pair of linked layers is an RBM. Here the train-
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ing phase is done using an unsupervised manner, and fine-tuning is done

using supervised. In the training phase, the input layer takes the input from

the data and passes it to the first hidden layer; the pair of these two layers is

an RBM. Similarly, the first hidden layer acts as input to the second hidden

layer, and the procedure continues till the model is trained. In the output

layer, the network classification is done for labeling the nodes in the layer.

After applying the backpropagation or gradient descent to the network, the

training process is complete.

Figure 6. Deep Belief Network.

3. APPLICATIONS

The following are some applications of deep learning which are growing

very fast recently.
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3.1. Natural Language Processing

NLP is used to analyze the text in a computerized approach. The main goal

is to understand and process the human language. Even though many types

of research are going on actively, the goal of NLP is not yet achieved. In

classical NLP, most work is done manually, like performing preprocess-

ing such as tokenization, lemmatization, removing stop words, etc. The

next feature extraction is done, and some models or algorithms are applied

along with inference and output. All these steps are done manually, and

there might be some mistakes or missing out on some good features that

can happen while performing manually. Coming to NLP using DL, the

most challenging task like selecting features and preprocessing is done au-

tomatically as it learns features independently. DL algorithms filter out the

best features and try to increase the performance at the highest level. The

response time of DL algorithms is very less compared to the traditional

or classical NLP algorithms. The advantages of using DL over classical

NLP are getting the highest level of accuracy, doing challenging tasks on

its own, and responding with very little time.

Araque et al. [1] proposed a novel approach integrating a traditional

model with the DL technique, giving a better F1 score than the deep learn-

ing technique. First, they have built a DL algorithm with word embeddings

and next built the two-ensemble technique, which is mostly used in NLP

and later combined both models and has taken the best feature compared to

the deep learning technique. Majumder et al. [12] developed a CNN model

in which text essays are input to extract personality traits from the docu-

ments. They proposed five networks, all of which are binary classifiers,

the input text corpus is converted to n-gram vectors. Finally, the model

predicts whether the traits are positive or negative; these vectors are given

to FCN, which classifies the document to either one of the traits.

3.2. Healthcare

Deep learning is reshaping the healthcare industry by developing new

possibilities to improve people’s lives. DL is used in medical imag-

ing, computer-aided disease detection, genome analysis, discovering new

drugs, etc. Many diseases have been identified using DL, like finding a

tumor in the brain, identifying the blockage in the heart, vessel blockage

in the retinal, and finding the abnormalities using x-rays, CT scans, and
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MRI images. DL is also applied in IoT devices to monitor the ECG, heart

rate, and medical diagnosis [17]. Khened, M et al. [9] developed a CNN

model with the ensemble of classifiers to detect cardiac diseases using the

volume estimation of the left ventricle. Their algorithms have shown 100%

accuracy in the classification of diseases. The images taken are in Dicom

format and a short-axis view of the heart. In this paper, DL is used to de-

tect cardiac diseases using MRI images. Jindal V et al. [5] applied DL in

wearable devices for monitoring the real-time data. Applying the DL on

low-power devices is a challenging task; the proposed design in this paper

can overcome the above limitation. They have combined external network

and inertial sensor data features, and they have used spectral-domain pre-

processing to optimize DL on the devices.

3.3. Image Recognition

CNN is extensively used in the image and video recognition area. In re-

cent years, the growth in image processing using DL has been increased a

lot due to the extensive results in the classifications. The widely used DL

algorithm for images is CNN, it has multiple layers of convolutions and

multiple pooling layers, which are used to reduce the size of images and

extract the best features from the image, and after learning the features, the

results are fed to the FCN which classifies the images. This image recog-

nition process is applied in many areas like medical, mineral detection,

autonomous and biometric, etc. Srinivasa K et al. [18] applied CNN and

LSTM to detect the expressions in the video or images. In todays world, a

massive amount of multimedia data is available; this paper aims to detect

facial expressions in an image or frame. For detecting the expressions, the

movement of facial muscles and eye blinking is also important. Traditional

ML methods such as KNN, SVM, K- means are already implemented, but

they cannot process the large data and capture each frame in a video and

aggregate the output. Using LSTM and CNN, it can capture each frame in

a video and analyze the expression with a range between 1 100. Finally,

it aggregates all the frames using the abovementioned DL algorithms, and

a large amount of data can also be handled. Iliadis M et al. [8] proposed a

framework for recovering the video frames using deep learning. Using DL,

the quality of reconstructing the video frames has significantly improved

compared to traditional ML methods. And the frames are restored in a
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matter of seconds using the method described. After adding more layers to

the network, the performance also significantly improved.

3.4. Autonomous or Self-Driving Cars

In the automobile industry [16], deep learning is forced into the self-driving

car. Many research in self-driving cars has been significantly increasing.

The key issues to build a self-driving car are the dataset and the network.

A massive amount of data is required to train the DL model, consisting of

cars, pedestrians, footpaths, etc.; all these data cannot be found in a single

dataset. Even after collecting such a massive dataset, there are still cases

like damaged roads, accidents, etc., which are very hard to solve. The

next issue is a neural network; after building the model with many deep

layers, getting a high-level accuracy is challenging. Even if the training

model is 100% accurate, there is no guarantee that no errors will occur.

Maqueda A et al. [13] have used event cameras that capture dynamic vision

without redundant information. Event cameras capture the moving edges

in a frame; the images are low-latency and high dynamic range, which is

an advantage compared to traditional cameras. Using, these images CNN

is applied to predict the steering angle of the vehicle. Similarly, Ramos

et al. [15] proposed an obstacle detection framework using DL to detect

small road hazards. In this paper, the proposed FCN network predicts the

obstacles of even 5cm height on the road, and the network’s performance

has significantly improved.

3.5. Cybersecurity

Since the number of treats in the network has risen dramatically, several

companies worldwide are looking for new solutions to reduce the number

of treats in internet-connected devices. These treats can be detected us-

ing conventional methods like host security and network security systems.

The security models used to detect the threats are firewalls, antiviruses, in-

trusion detection systems, etc. Using DL, the time taken to analyze and

identify the features in the malware is reduced. DL algorithms can iden-

tify the features in the malware attacks in a robust way. The use of DL

has improved the detection of new types of network attacks as it is done

automatically and saves a lot of time in feature engineering. [11] Dali Zhu

et al. [3] say that Android is open-source, allowing many hackers to create
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new malware that cannot be detected using traditional ML methods. In this

paper, deep flow, a novel DL method, is used to access the data directly

from the applications that detect the malware. The proposed method has

given a high F1 score compared to the conventional methods.

3.6. Speech Recognition

Neural networks applied to speech recognition in the early ‘90s, which was

popular back then but couldn’t outperform the Gaussian mixture models

(GMMs) [4]. Lately, deep neural networks (DNN) became popular be-

cause of the availability of large training data, new architectures of DNN,

computing power, and activation functions. The deeper the network, the

powerful the model, but the training was slow even with GPUs. Alterna-

tively, RBMs can also be used for training the data. Huang J et al. [7]

applied DBN to the audio-visual speech recognition (AVSR) over tradi-

tional GMM and Hidden Markov model (HMM) methods. The features

extracted using DBN show better results compared to GMM/HMM. So,

they proposed a method that combines features of AVSR using DBN with

GMM has shown significant results, which reduced the error rate by 21%.

Noda K et al. [14] proposed an integrating HMM model. First, the au-

dio features are extracted using autoencoders, and after pre-processing, the

features are denoised. Secondly, the visual features are extracted using

CNN, which gives robust features. And in the end, these acquired features

are integrated using HMM.

3.7. Automatic Coloring

Coloring the grayscale images is a challenging task. It can be done manu-

ally with human intervention, which is a time taking and difficult task. DL

can be used to colorize the black and white images by using the context

and objects in the image. This can be done using the pre-trained model on

the ImageNet dataset, a very large and high-quality dataset, and supervised

layers are added to recreate the image in color. The colorization using DL

algorithms is visually impressive and very fast compared to the conven-

tional methods. Using this approach, the frames of the black and white

movies can also be colored. Larsson G et al. [10] developed a fully auto-

matic DL network for coloring the grayscale images. Using DL, coloring
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the images is less time-consuming and cost-efficient. The proposed mod-

els predict per pixel color histogram, which gives a color image as output

automatically.

CONCLUSION

An overview of deep learning is provided in this paper. Deep learning is

growing fast in many areas. Researchers widely adopt it with a signifi-

cant increase in performance because of large data available for training,

deeper architectures, more computing power, and many libraries available

for the DL techniques. One of DL’s major advantages is that it automati-

cally learns the robust features of the data, which are very hard to retrieve

using traditional methods. In this paper, a brief explanation of widely used

networks and algorithms is mentioned. Many applications have been using

deep learning, and some of the applications are mentioned in this paper.

Deep learning has a lot of potentials to grow in many areas because of less

human intervention.
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ABSTRACT 

 

Examination of public opinion (also called opinion mining or 

sentiment analysis (SA)) is a hot topic in the natural language 

processing (NLP) field. The SA aims to define, extract, and organize 

sentiments from user-generated texts in places like social media, blogs, 

news headlines, and reviews on product. Most of the researchers in the 

literature have used machine learning methods to address SA tasks from 

various perspectives over the last two decades. Since an NLP 

researchers’ output is heavily influenced by data representation choices, 

many studies focus on developing powerful feature extractors using 
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domain knowledge and careful engineering. Deep learning techniques 

have recently emerged as effective computational frameworks capable 

of automatically discovering complex semantic representations of texts 

from data without the need for function engineering. Many SA 

activities, such as sentiment recognition, opinion extraction, fine-

grained SA, and others, have benefited from these methods. In this 

work, we provide an overview of effective deep learning approaches to 

SA activities at various scales. 

 

Keywords: natural language processing, sentiment analysis, opinion 

mining 

 

 

1. INTRODUCTION 

 

SA is a branch of psychology [Pang & Lee (2006)] that analyses 

people’s thoughts, feelings, and emotions derived through customer 

script automatically. Sentiment analysis is a hot topic in natural language 

processing, and it’s still getting a lot of attention in data mining, because 

emotions are powerful drivers of social behavior [Batrinca & Treleaven 

(2015)]. With the exponential development of social networking 

platforms like Twitter and Facebook, as well as review sites like IMDB, 

Amazon, and Yelp, sentiment analysis is gaining traction in the academic 

and business communities [Alsaeedi & Khan (2019)]. 

Let’s use an analogy to illustrate what “sentiment” means. Assume a 

user wrote, “I purchased a OnePlus yesterday. It’s a fantastic phone. The 

touch screen is truly incredible. However, for middle-class families, the 

price is little high”. Various users can refer to this review in order to gain 

some insight into the above-mentioned product. The users may or may 

not purchase the above cellphone based on this review [Berka (2020)]. 

Sentiment analysis tries to find all the sentiment quintuples in a 

textual material, according to the concept of sentiment. The five elements 

of the sentiment quintuple are used to create sentiment analysis activities 

[Manning & Schutze (1999)]. Sentiment grouping at the document/ 

sentence level, for example, focuses on the third dimension (neutral, 

negative, and positive sentiments) while avoiding remaining elements. 
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The first four dimensions of the quintuple are the subject of fine-grained 

opinion extraction. The second and third dimensions are the subject of 

target-dependent emotion grouping [Pang et al. (2002) Pang, Lee & 

Vaithyanathan]. 

Machine learning-based approaches have dominated most emotion 

analysis activities over the last two decades [Alswaidan & Menai (2020)]. 

Since feature representation has such a large impact on machine learning 

efficiency, several researches in the published studies concentrate upon 

using successful characteristics in conjunction with field knowledge and 

cautious engineering. Representation learning algorithms, on the other 

hand, will prevent this by automatically discovering discriminative and 

explanatory representation of text from input. Deep learning is a class of 

description learning method in which nonlinear neural networks have 

been used to learn several levels of representation, including the one that 

converts the transformation of a reflection from one point to a higher 

point and represents in more abstract manner [Zhang et al. (2018) Zhang, 

Wang & Liu]. It is possible to portray can be added to identification and 

classification tasks as a function. We present successful deep learning 

algorithms for sentiment analysis in this chapter. In this part, the term 

“deep learning” includes the application of neural network techniques to 

automatically learn text features that are both real-valued and continuous 

from the textual dataset. 

Deep learning is indeed a subset of machine learning that deals with 

artificial neural networks, which are systematic procedure induced by the 

structure and operation of the brain [Zador (2019)]. You may be 

perplexed either you are new to the aspect of deep learning or if you 

plenty of experience with neural networks. Many of our friends and 

others who studied and in the mid-1990s, many people, especially 

younger, utilized neural networks, were initially puzzled. 

This chapter is structured as follows. We begin by discussing the 

learning methods. Word embedding is another term for consistent word 

vector representation since words are the fundamental computational unit 

of natural language processing. These term embeddings will be used as 

inputs for sentiment analysis activities in the future. We characterize 
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linguistic compositional approaches for statement emotion detection, for 

fine-grained perception extraction, neural serial models have been used 

first. Finally, we wrap up this chapter with some recommendations for 

the future. 

 

 

2. EMBEDDINGS 

 

The aim of word representation is to reflect different facets of a 

word’s context. For in- stance, a “cellphone” may be represented in a 

variety of ways, along with information such as that cellphones are 

mobile devices with a battery, processors, network IC and display. 

Encoding a word as a single-hot vector is a simplest way of embedding. 

Both the one-hot vector and vocabulary were of the same length, except 

only one of the dimensions is 1, while the rest are all 0. The one-hot word 

representation, on the other hand, just encodes the indices of terms in a 

language, failing to capture the lexicon’s rich contextual structure. 

It is often observed that learning word clusters for discovering word 

similarity of different domain plays a very important role in NLP. Each 

word based on some common features belongs to a distinct class, and 

words belonging to the same class are identical in certain ways [Das et al. 

(2017) Das, Ganguly & Garain]. As a output, in a one-hot representation 

we can achieve smaller vocabulary number. Many researchers aim to 

learn a real-valued and continuous vector for each word, also termed by 

word embedding, rather than describing correlation with even a data type 

based on clustering findings that lead to a soft or hard partition of the set 

of terms. The distributional hypothesis notes that terms in common ways 

have similar meanings. The majority of current embedding neural 

networks are built on this hypothesis [Ruas et al. (2020) Ruas, Ferreira, 

Grosky, de França & de Medeiros]. 

To represent each text into its corresponding vectors is a necessary 

step to provide input to the deep learning models. In this chapter, we have 

used word embedding and character embedding both for extracting the 

robust features from the text. For word embedding vectors, we can 
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tokenize each sentence into words, and then we can create a n-

dimensional embedding vector for each word [Young et al. (2018) 

Young, Hazarika, Poria & Cambria]. Often word embedding vectors are 

initialized randomly from the uniform distribution. These weights are 

then trained during the back-propagation. It is found that irrespective of 

word embedding vectors, character embedding vectors are achieving 

prominent performance for the social media text which containing several 

grammatical mistakes, spelling mistakes, and non-standard abbreviations 

[Arora & Kansal (2019)]. Persona based methods have the advantage of 

having a limited vocabulary as well as the ability to handle any sentences, 

syntax, or even other grammar rules. This comes as a result of bigger 

models that take longer to practice. Therefore, along with the word 

embedding vectors, utilize character embedding vectors to give input to 

the hybrid convolutional neural network for the classification of the 

statements. 

Matrices factorization approaches may be interpreted as modelling 

word representations in order to achieve this aim. Word embeddings are 

often learned through term co-occurrence estimates using the Hellinger 

PCA form [Almeida & Xexéo (2019)]. Since they don’t provide task-

specific detail, it’s question-able if conventional matrix factorization 

methods are appropriate for a goal purpose. This issue is addressed by 

Supervised Semantic Indexing, which considers the super- vised 

knowledge of a given task (e.g., information retrieval). With a margin 

rating loss, they derive the principle of individual via tap data results. In 

information retrieval, DSSM may be thought of as studying with no 

supervision, task specific textual embeddings are developed. 

The fundamental assumption behind sentiment-specific strategy 

[Jianqiang et al. (2018) Jianqiang, Xiaolin & Xuejun] is that if a word 

sequence’s gold sentiment polarity is positive, positive score that should 

be expected must be better than the negative score. 
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3. SENTIMENT CLASSIFICATION AT THE  

SENTENCE LEVEL 

 

Sentence-level emotion analysis is concerned with categorizing the 

polarities of a sentence. We usually split the polarities of one sentence 

w1w2...wn into two (+/-) or three (+/-/0) groups, where -, + and 0 represent 

negative, positive and neutral respectively. A representative sentence 

classification issue is the assignment. Emotion recognition at the sentence 

label is possible through two-phase system using a neural network 

arrangement, one of which is a module for representing sentences that 

uses complex neural architectures and the other is based on softmax 

operation for classification [Gu et al. (2018) Gu, Wang, Kuen, Ma, 

Shahroudy, Shuai, Liu, Wang, Wang, Cai et al.]. 

Using word embeddings and pooling techniques for each sentinel 

word, anyone can get a basic exemplification for a textual statement. To 

extract the essential features from the textual sentence pooling operation 

is exhibited [Chen et al. (2018) Chen, Ling & Zhu]. 

To check their suggested sentiment-encoded word embeddings 

[Jianqiang et al. (2018) Jianqiang, Xiaolin & Xuejun] three pooling 

approaches. The approach is also one example of how sentences can be 

represented. Recent developments in phrase presentation in order to 

classify sentences, in particular, go far above this. In the literature, 

several complex neural network architectures have been suggested. We 

clustered similar research into four class: (1) convolutional neural 

networks, (2) recursive neural networks, (3) recurrent neural networks, 

and (4) improved sentence representation using auxiliary tools. In the 

subsections, we will present these works. 

 

 

3.1. Convolutional Neural Networks for Textual Dataset 

 

Basic idea of a convolutional neural network (CNN) is derived from 

the various mathematical concepts such as (i) convolution, (ii) pooling, 
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(iii) flatten, and (iv) fully connected network in the context of textual 

dataset [Jacovi et al. (2018) Jacovi, Shalom & Goldberg]. Based on filter 

specification, convolution will generate textual features. These features 

were then passed to pooling operation for further reduction of the features 

depending upon the window size of pooling operation. The obtained 

features are arranged into a single column vector and will work as the 

input to a fully connected network. This conversion is also known as 

flattening operation. Based on these operations any statement can be 

classified into different classes. 

A convolution layer traverses a sequential input with a constant-size 

filter to perform transformations in nonlinear manner. If we provide an 

input sequence of p1p2...pn and assume the size of the local filter is K, we 

can get a concatenated output of o1o2...on−K+1: 

 

𝑂𝑖 = 𝑓 (∑ 𝑤𝑘𝑝𝑙̇+𝑘−𝐾
𝐾

𝑘=1
) (1) 

 

The tanh(.) and sigmoid(.) are examples of activation functions. 

Where K = n (for e.g., 3) and xi is the input word embedding, oi is a 

nonlinear mixture of pi, pi+1, and pi+2, similar to the functions for mixed 

unigrams, bigrams, and trigrams, which concatenate the surface types of 

the respective terms in a difficult way. 

[Kalchbrenner et al. (2017) Kalchbrenner, Grefenstette & Blunsom] 

improve the simple CNN model in two ways for improved sentence 

representation. In the one contrary, they employ complex k-max pooling, 

which reserves while pooling, the highest- k values rather than just one 

value for each dimension as in basic max pooling. The meaning k is 

dynamically determined by the duration of the sentence. They, on the 

other hand, use multilayer CNN architectures to increase the number of 

layers in a CNN, centered on the assumption that the sophisticated 

attributes can be encoded by deep neural networks. 

To best reflect words, some CNN variants have been investigated. 

The operator for variational, nonconsecutive computation suggested by 

[Li et al. (2018) Li, Liu, Chen & Rudin] is one of the most representative 

works. The operator uses tensor algebra to obtain all n-word pairs, 



Rajnish Pandey, Jyoti Prakash Singh and Sudhakar Tripathi 138 

regardless of whether the terms are in succession. The procedure is 

repeated, starting with one letter, then two-word, and finally three-word 

combos. The following equations are used to derive both unigram, 

bigram, and trigram features: 

 

𝑧𝑖
1 = 𝐴𝑝𝑖   (2) 

 

𝑧𝑖
2 = 𝑠𝑖−1

1 𝑜𝐵𝑝𝑖  (3) 

 

𝑧𝑖
3 = 𝑠𝑖−1

2 𝑜𝐶𝑝𝑖    (4) 

 

where 𝑠𝑖
1 = µ𝑠𝑖−1

1 +𝑧𝑖
1 and 𝑠𝑖

2 = µ𝑠𝑖−1
2 +𝑧𝑖

2 

 

A, B, and C are model specification, µ is a hyper-parameter, and odot 

stands for element-by-element product. Finally, they put together 

combinations of the three types of features to form a sentence 

representation. 

The exploration of heterogeneous input word embeddings has been 

the subject of a number of studies. [Kim (2019)], for example, 

investigates three related approaches to word embedding. The author 

considers the effect of dynamic fine-tuning on two separate embeddings, 

a randomly initialized embedding and a pretrained embedding, using two 

different embeddings. Eventually, it suggests that CNNs with several 

channels, depends on diverse embeddings, which incorporates the two 

types of embeddings. [Yin & Schtze (2015)] build on this work by using 

multichannel multilayer CNNs to incorporate several separate word 

embeddings. Further- more, for the model weight initialization, they use 

detailed pretraining techniques. [Gu et al. (2018) Gu, Wang, Kuen, Ma, 

Shahroudy, Shuai, Liu, Wang, Wang, Cai et al.] propose a condensed 

version of it, which demonstrates improved results in the mean- time. 

Term embeddings may also be used to improve word representation 

by using character-level functionality. In essence, a neural network 

always had to create representation of words through input character 

fragments in the same manner used for building word vectors. As a 
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result, we can derive word representations by applying a regular CNN 

form to the character embedding sequences. The consequence of such an 

expansion is investigated by [Schmidt et al. (2019) Schmidt, Marques, 

Botti & Marques]. The final word representations for sentence encoding 

can be improved by concatenating the term of descriptions at the 

character stage using the original embedding. 

 

 

3.2. Recurrent Neural Networks for Textual Dataset 

 

The CNN normally held the characteristics of the local composition 

in the vicinity of a certain area using a fixed-size word window, yielding 

encouraging results. It, but at the other hand, ignores features of long-

distance dependence that represent syntactic and semantic knowledge, 

which are crucial in comprehending linguistic analysis. The re-current 

neural network (RNN) in the neural setting is used to solve these 

dependency-based functions, with considerable results. A typical RNN 

evaluates the output secret vectors in a timely order manner. vi = f (Wpi + 

Uoi1 + b), where pi denotes the input vector. From above representation, 

we can analyze oi, the current output that depends not only on the current 

input pi, but even on the previous performance that was secret vi1. In 

either way, the new secret output will provide unrestricted relations to 

previous input and output vectors. 

[Wang et al. (2015) Wang, Liu, Sun, Wang & Wang] present the first 

study of tweet sentiment processing using long short-term memory 

(LSTM) neural networks. They start by applying a state-of-the-art RNN 

to a sequence of input embeddings. p1p2...pn, and use the last secret 

output vn to represent the final representation of a single sentence. The 

authors then propose using an LSTM-RNN structure instead of a standard 

RNN because, gradient collapse can affect normal RNNs and diminishing 

returns, while LSTM is much simpler because it uses three gates, as well 

as a storage unit to bind input and output vectors. 
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3.3. Recursive Neural Networks for Textual Dataset 

 

The use of a recursive neural network to simulate the structural 

inputs to trees generated by explicit syntactic parsers was recently 

proposed. [Socher et al. (2013) Socher, Perelygin, Wu, Manning, Ng & 

Potts] propose a matrix-vector neural network based on recursion that 

combines two leaf nodes to have an illustration of its source node. Each 

sentence formulation is therefore built iteratively from the roots up. They 

start by converting the input holding trees into a binarized tree, which has 

two leaf nodes for each parent node. The binary tree is then subjected to a 

recursive algorithm using function engineering. 

In addition, [Socher et al. (2013) Socher, Perelygin, Wu, Manning, 

Ng & Potts] use low-rank tensor procedures to replace vector recursion 

using vp = f (vlTvr) to calculate the image between root node, whereby T 

represents just one tensor. The model provides stronger results, according 

in relation to a tensor structure, that are more instinctively more 

straightforward than computation and also has a reduced number of 

parameter sets. Furthermore, they characterize sentiment orientations 

over non-root nodes of lexical trees, helping them to capture sentiment 

transformations from phrases to statements more effectively. 

Three alternative routes are available for the line of work. To begin, 

several studies have attempted to identify stronger tree composition 

operations. A variety of works, for example vp = f (W1vl, W2vr), literally 

use to compose the leaf nodes. The approach is much more 

straightforward, but it suffers from gradient explosion or diminish, 

making parameter learning incredibly difficult. Several experiments, 

inspired by the work of LSTM-RNN, propose the LSTM adaptation for 

recursive neural networks. [Tai et al. (2015) Tai, Socher & Manning] and 

[Chen et al. (2016) Chen, Zhu, Ling, Wei, Jiang & Inkpen] are two 

descriptive works which show the utility of LSTM across tree 

frameworks. 

Second, multichannel compositions can improve a sentence 

simplification re- cursive neural network. The feasibility of such an 

upgrade is investigated by [Dong et al. (2014) Dong, Loy, He & Tang]. 
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They use C homogeneous compositions to generate C hidden vector 

outputs, that are being used to reflect the source entity by integrating 

attention. They test the approach on basic recursive neural networks and 

find that it consistently outperforms some on a variety of benchmark 

datasets. 

The third approach is to look at recursive neural networks using 

wider neural net-work system, close to what multilayer CNN researchers 

have done. In a nutshell, a recursive neural network is implemented over 

the input term embeddings as the first layer. When all of the hidden 

vectors in the output were formed, the same recursive neural network can 

be used again. [Irsoy & Cardie (2014)] also performed observational 

research on the process. The findings of the experiments show that a 

deeper recursive neural network will outperform a single-layer recursive 

neural network. 

It’s important to note that many studies use recursive neural networks 

to de- scribe sentences without using syntactic tree structures. Centered 

on raw sentence inputs, these findings suggest pseudo tree architectures. 

Furthermore, [Chen et al. (2015) Chen, Xu, Liu, Zeng & Zhao] use a 

simplified approach to automatically construct a tree structure for a 

sentence. For sentence-level emotion analysis, both works produce 

competitive results. 

 

 

4. SENTIMENT ANALYSIS AT THE DOCUMENT LEVEL 

 

The aim of document-level sentiment classification is to determine a 

document’s sentiment mark [Pang et al. (2002) Pang, Lee & 

Vaithyanathan]. The emotion marks could be two-dimensional, such as 

happy face and sad face [Pang et al. (2002) Pang, Lee & Vaithyanathan], 

or multi-dimensional, such as 15 stars on review pages [Pang et al. 

(2002) Pang, Lee & Vaithyanathan]. Current emotion classification 

methods in the literature can be divided into two categories: lexicon-

based and corpus-based. 
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[Taboada et al. (2011) Taboada, Brooke, Tofiloski, Voll & Stede] 

provides an example of a lexicon-based system, which consists of three 

stages. If the POS tags of the phrases match the predefined patterns, they 

are extracted first. The emotion polarity of each derived expression is 

then calculated using point wise reciprocal knowledge (PMI), a statistical 

calculation of statistical dependency between two phrases. The PMI 

factor is obtained in Turney’s work by pouring queries into a search 

query and looking at the number of hits. Finally, he calculates the 

sentiment polarity of a review by averaging the polarity of all phrases in 

it. To improve the efficiency of the lexicon-based approach, [Ding et al. 

(2008) Ding, Liu & Yu] use negation terms like “non”, “never”, and 

“cannot,” as well as contrary words like “but.” [Taboada et al. (2011) 

Taboada, Brooke, Tofiloski, Voll & Stede] incorporate intensifications 

including negation expressions of emotion lexemes that include angles 

and opinion advantages annotated. 

The assumption behind designing a neural network solution is that 

function engineering is time-consuming. Instead, neural network methods 

can extract explanatory factors from input, reducing the need for robust 

feature extraction in learning algorithms. 

[Bespalov et al. (2011) Bespalov, Bai, Qi & Shokoufandeh] embed 

each term as a vector and then use a perceptual convolutional network to 

extract the vectors for phrases. The phrase vectors are averaged to 

determine the text embedding. To discover the embeddings of claims and 

documents each text is represented by a dense vector that was already 

programmed to anticipate terms in the text. To predict the middle 

expression, the PV-DM model expands by mixing the document vector 

against ambient variables, the skip-gram system is created. They use 

sentence vectors to compose the text vector after modelling the 

embedding of sentences from terms. [Denil et al. (2014) Denil, Demiraj 

& De Freitas] use the same convolutional neural network for the sentence 

and text modelling components to measure the sentence vector with a 

convolutional neural network, then the text embedding with a bi-di 

rectional gated recurrent neural network. 
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Also, there are analyses that look at side details including user 

expectations or overall product quality to enhance document-level 

sentiment classification. [Ding et al. (2008) Ding, Liu & Yu] utilize an 

existing convolutional neural network to integrate user-sentiment 

accuracy and client consistency. 

 

 

5. SENTIMENT ANALYSIS ON A FINER SCALE 

 

We present recent developments in fine-grained sentiment analysis 

using deep learning in this section. Fine-grained sentiment analysis, 

unlike sentence/document level sentiment classification, entails a variety 

of functions, the majority of which have distinct characteristics. As a 

result, these functions are modelled accordingly, taking into account their 

unique programmed environments. Among other fine-grained sentiment 

analysis subjects, we include opinion mining, personalized sentiment 

analysis, aspect-level sentiment analysis, stance identification, and 

sarcasm detection. 

 

 

5.1. Opinion Mining 

 

Opinion mining, which attempts to extract organized viewpoints 

from user-generated feedback, has become a hot topic in the NLP culture. 

The role usually consists of two fundamental sets of subtasks. First, we 

identify owners are examples of opinion bodies, aims, and expressions, 

and then we create relationships between them, such as the IS-ABOUT 

connection, that identifies the goal of a different perspectives, and the IS-

FROM relation, which connects a personal experience to its speaker. 

Besides that, classifying emotion orientations is a critical role. 

Opinion mining is a basic functional learning challenge that has 

indeed been thoroughly researched using standard mathematical models 

and discrete roles produced by humans. Using neural networks, we 
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explain some representative studies of this activity in the following 

sections. 

The initial stuff on neural network models aims to detect opinion 

entities, approaching the challenge as a sequence marking issue to 

identify opinion entity boundaries. For the mission, [Irsoy & Cardie 

(2014)] analyses the RNN structure. They use Elman-type RNNs to 

investigate the usefulness of bidirectional RNNs and the impact of RNN 

depth. Their findings suggest that bi-directional RNNs do well, with a 

three- layer bi-directional RNN achieving the best outcomes. 

[Liu et al. (2019) Liu, He, Chen & Gao] also suggested a similar 

work. They investigate RNN alterations, such as Elman-type RNNs, 

Jordan-type RNNs, and LSTMs, in depth. They’re still looking at 

bidirectionality. 

 

 

5.2. Sentiment Analysis with a Purpose 

 

[Dong & Potenza (2014)] suggest the first ever neural net model f or 

targeting-dependent emotion analysis. The model is based on [Dong et al. 

(2014) Dong, Loy, He & Tang]’s previous study, which we discussed in 

the emotion analysis at the sentence stage. Likewise, individuals generate 

recursive learning algorithms based on a binary contingent tree structure 

through using micro from the child nodes. The above work differs 

because although they transform the dependent tree based on the input 

target, having the target’s headword the root of the resulting tree rather 

than the initial head word of the input sentence. 

Automatic syntactic parsers generate input dependence parsing trees, 

which are heavily used in the above work. The trees can contain errors, 

resulting in an error propagation problem. Recent studies recommend 

performing selective sentiment analysis with only raw sentence inputs to 

prevent the issue. To extract a range of neural features for the mission, 

[Vo & Zhang (2015)] use a variety of pooling techniques. The neural 

features that arise are concatenated to forecast emotion polarity. 
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Several recent studies have looked at the utility of RNN for the job, 

which has shown positive results in other sentiment analysis tasks. [Yang 

et al. (2017) Yang, Zhang & Dong] consider using gated RNN to 

improve sentential word representation. The resulting representations will 

grab context- sensitive information thanks to the use of RNN. [Dong et 

al. (2016) Dong, Loy & Tang] use LSTM-RNN as a single simple neural 

layer to encode sequential input terms. In terms of selective emotion 

analysis, both works have obtained good results. 

 

 

5.3. Sentiment Analysis at the Aspect Level 

 

The intent of elemental sentiment analysis is to categories the 

orientations of sentiment in a sentence. A feature is a property of a goal 

that allows humans to articulate their feelings about it. Typically, the job 

entails analyzing consumer feedback for a specific product, such as a 

restaurant, appliances, or a film. Products may have a variety of features. 

For example, the setting, price, and service are all facets of a hotel, and 

users typically leave reviews to share their opinions about each. Aspects 

should be enumerated when the product is given, unlike focused 

sentiment analysis, and the aspect cannot be articulated consistently in 

one evaluation in some cases. 

Since the objective is initially modelled as a statement classifier 

challenge, we can use the same approach as we did for sentence-level 

emotion classification, excluding the fact also that classes were distinct. 

As every factor might just have three orientations of opinion: optimistic, 

destructive, and unfavorable, aspect-level classification technique is 

usually a 3N classification task, assuming that a substance has N 

predefined aspects. For the mission, [Lakkaraju et al. (2014) Lakkaraju, 

Socher & Manning] suggest a matrices formulation built on an iterative 

neural network paradigm, close to that proposed by [Socher et al. (2012) 

Socher, Huval, Manning & Ng] for sentence- level emotion 

classification. 
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In real-life situations, a single feature of a product may take on many 

different forms. Using a laptop as an example, the screen can be 

expressed in terms of display, resolution, and appearance, all of which 

are closely linked to screen. The findings that the sentiment analysis at 

the addition to the interest seems to be more helpful for more use if we 

can group related aspect phrases into one aspect. The first neural network 

model for aspect word classification is proposed by [Lakkaraju et al. 

(2014) Lakkaraju, Socher & Manning]. They use basic multilayer feed-

forward neural networks to learn representations of aspect phrases, using 

attention structure to identify neural characteristics. The model 

parameters are learned using automated testing examples and remote 

control. [Xiao et al. (2017) Xiao, Ye, He, Zhang, Wu & Chua] use an 

unsupervised auto- encoder method for retrieval of aspects, that uses an 

attention process to learn the size of aspect terms automatically. 

 

 

5.4. Stance Detection for the Textual Dataset 

 

The aim of stance detection is to identify a sentence’s attitude toward 

a specific subject. In several instances, the task’s object is identified into 

one source, and indeed the statement to have been categorized on the 

other. It’s possible that the input sentences don’t have any clear 

connections to the given subject. As a result, detecting posture is 

exceedingly challenging. 

For each subject, the early work trains independent classifiers. As a 

result, the challenge is viewed as a straightforward three-way 

classification dilemma. 

 

 

5.5. Sarcasm Identification 

 

In this segment, we’ll look at a unique language phenomenon called 

sarcasm or irony, which has a lot to do with sentiment analysis. This 

phenomenon alters the literal sense of a sentence and has a significant 
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impact on the emotion conveyed by the sentence [Pandey et al. (2021) 

Pandey, Kumar, Singh & Tripathi]. A simple dataset consists of sarcastic 

and non-sarcastic tweet posted by the different users can be seen from 

Figure 1. 

 

 

Figure 1. Instance of a tweet dataset consisting of sarcastic and non-sarcastic text. 

Sarcasm identification is typically modelled into a two-class 

problem, which is equivalent to sentence-level sentiment analysis. The 

only distinction between the two activities is in their objectives. [Ghosh 

& Veale (2016)] investigate a variety of neural network models for the 

mission, including CNN, LSTM, and deep feed-forward neural networks, 

in depth. They introduce a variety of neural networks and empirically test 

their efficacy. The findings of the experiments demonstrate that 

combining these neural networks produces the best results. A two-layer 

CNN, a two-layer LSTM, and one feed-forward layer make up the final 

model. 

Author-based knowledge is one kind of useful function for detecting 

sarcasm in social media like Twitter. For Twitter sarcasm detection, [He 

et al. (2016) He, Zhang, Ren & Sun] suggest a contextually relevant 
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neural model. They extract a selection of key terms from the tweet 

authors’ previous posts and use these words to describe the tweet 

speaker. The two aspects of their proposed neural network model are a 

gated RNN for representing sentences and a basic pooling neural network 

for representing tweet writers. 

 

 

CONCLUSION 

 

We provide a quick recap of the latest progress of neural network 

methods in sentiment examination in this chapter. To learn sentiment-

specific word embeddings, we first explain how to integrate sentiment 

knowledge from texts. Then we go through sentence and document 

sentiment classification, which all involve semantic text composition. 

Then we’ll show you how to build neural network models for fine-

grained tasks. 

Despite the fact that deep learning methods have shown impressive 

results on sentiment analysis tasks in recent years, there are several 

possible ways to develop this field further. Sentiment analysis that makes 

sense is the first step towards the sentiment extraction. Deep learning 

models are currently available that are reliable but inexplicable. Using 

cognitive science information, common sense knowledge, or derived 

knowledge from a text corpus may be a way to develop this field. 

Learning a stable model for a new domain is the second path. The 

volume and consistency of training data determine the success of a deep 

learning algorithm. As a result, learning a robust sentiment analyzer for a 

domain with little/no annotated corpus is difficult but crucial for real-

world applications. The third path is to learn how to comprehend feeling. 

The majority of current research focuses on expressions of opinion, 

goals, and owner. New characteristics, such as viewpoint causes and 

stances, have recently been proposed to help explain sentiment. The 

advancement in this field necessitates the use of strong models and 

massive corpora. The next approach is fine-grained emotion analysis, that 
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have recently gained popularity. A greater training corpus is needed to 

improve this region [Pang & Lee (2006)]. 
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ABSTRACT 

 

Protein-Protein Interactions are essential in all organisms cellular 

functioning and biological processes. The majority of genes and 

proteins realize the resulting phenotype function as a set of interactions. 

protein-protein interactions are an important molecular process in cells 

and play a key role in their biochemical function. Whereas high-

throughput experimental techniques have advanced, allowing 

researchers to detect large quantities of protein-protein interaction, they 

are not without drawbacks, deep learning techniques have been widely 

used to predict protein-protein interaction, thus allowing experimental 

researchers to study protein-protein interaction networks. This paper 

provides a brief study of methods used in Protein-Protein Interactions, 

their limitations, and their applications of Protein-Protein Interactions. 
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1. INTRODUCTION 

 

Protein-Protein Interactions (PPIs) are fast becoming one of system 

biology’s most important goals. Non-covalent interactions between 

residue side chains are used in protein folding, protein assembly, and PPI 

[1]. The proteins from various interactions and associations as a result of 

these encounters. PPIs can be characterized in various ways based on 

their structural and functional differences. Different types of protein 

interactions accomplish the majority of critical molecular functions in 

cells. As a function, determining the protein-protein interactions of 

organisms is one of the primary goals of functional proteomics. 

Proteomics research using PPIs as the major study content is now 

frequently used in the discovery of medical drug targets. Promoting the 

development of the biomedical industry is highly significant. Protein 

interactions are governed via interfaces, which are amino acid 

connections between various proteins. Finding protein interfaces 

necessitates identifying all amino acid pairings complex and challenging 

[2]. To prediction the protein-protein interaction, computational methods 

have been proposed [3-6]. These strategies are based on handcrafted 

highlights sorted from a few spaces, which are used at that point to 

estimate interaction using traditional machine learning procedures. To 

accomplish particular actions, a protein interacts with other proteins. PPI 

occurs at nearly all levels of cellular function. The discovery of protein 

interactions gives a comprehensive picture of cellular functions and 

biological processes. Because many biological processes require PPIs, 

pinpointing the collection of interacting proteins in an organism is critical 

for understanding the molecular mechanisms behind certain biological 

functions and assigning functions [7-9]. Predicting protein interactions is 

also a crucial step in constructing PPI networks for humans and other 

species. The discovery of potential viral-host protein interactions could 

aid in a better understanding of infectious mechanisms, leading to the 
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development of new drugs and treatment options. PPI abnormalities have 

been linked to various neurological illnesses, including Creutzfeldt-Jakob 

disease and Alzheimer’s disease [10-12]. As a result, developing accurate 

and trustworthy approaches for finding PPIs has far-reaching 

implications in the diversity of protein research fields. Deep learning 

algorithms effectively determine high-dimensional and non-linear 

characteristics from various sources, including protein sequences, real-

world applications, pattern recognition, and image identification [13, 14]. 

It is necessary to incorporate several modalities (structural, First, and 

Second-order similarity) from the protein network, to execute deep 

learning and achieve high performance in the PPI analysis [15]. 

PPIs play a key role in various biological processes, including 

enzyme-substrate interactions, hormone-receptor binding, and 

immunological functions such as antigen recognition and presentation. 

To name a few, disclosing that an altered PPI can cause disease onset. 

Analyzing the molecular details of PPI will add to our understanding, but 

it will also be helpful in current medical biochemistry fields such as 

molecular medicine and other research areas. 

The remaining chapter is organized as follows. Section 2 elaborates 

the definition of protein. After that definition of protein-protein 

interaction and types of protein-protein interaction are discussed in 

sections 3 and 4, respectively. In section 5, we provide a brief discussion 

on the methodologies used in PPIs. Furthermore, the challenges of PPIs 

and applications of PPIs are illustrated in sections 6 and 7. And finally, 

section 8 concludes the chapter. 

 

 

2. PROTEIN 

 

A protein is made of one or more amino acid chains. Proteins, often 

known as macromolecules, are massive biomolecules. Proteins are made 

up of twenty different amino acids in general. Proteins can serve as 

antibodies, contractile proteins, structural proteins, enzymes, transport 

proteins, and storage proteins, among other things. 
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Amino acids are divided into twenty Proteinergic Amino acids based 

on the physicochemical characteristics of their side chains. 

In the protein chain, amino acids form a highly stable covalent bond 

called a peptide bond (-CO-NH-) between the carboxylic group of the 

previous residue and the amino group of the next residue. Different 

amino acid side chains are essential for PPI because they actively 

participate in it. 

 

 

3. PROTEIN-PROTEIN INTERACTION 

 

Proteins in biological systems are also commonly found in 

oligomeric forms than in monomeric or isolated forms. Oligomeric 

proteins are protein pairs made up of two or more proteins. While a dimer 

is a preferred term for a two-protein oligomer. Protomer refers to every 

oligomer’s essential protein chain. As a response, conserved amino acid 

residues were found at interacting surfaces (similar to a hydrophobic 

protein core interacting with polar surfaces). PPI, a basic cellular physical 

mechanism, is involved in a variety of cellular physiology and 

metabolisms. Channels and receptor functions: On the cell surface, 

receptors such as tyrosine kinase phosphates alpha behave primarily as a 

weak homodimer, with one monomer intruding on the active site of the 

other. This prevents molecules from being transferred unnecessarily. 

Combinatorial specificity is controlled. The specific activity of 

enzymes such as protein tyrosine phosphatases is regulated in a 

combinatorial manner by substrate target domains and enzyme catalytic 

domains. During signal transmission, signaling protein molecules exhibit 

the same form of combinatorial specificity. 

 

 

4. TYPES OF PROTEIN-PROTEIN INTERACTION 

 

The Protein-Protein Interaction can be divided into several groups as 

presented in Figure 1. 
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Figure 1. Types of Protein-Protein Interaction. 

 

Homo-Oligomers  

 

Homo-oligomers are macromolecular complexes made up entirely of 

the same kind of protein subunit. The formation of non-covalent 

interactions in the protein’s quaternary structure guides the assembly of 

protein subunits. 

 

 

Hetero-Oligomers  

 

Hetero-oligomers are needed for a variety of cellular functions. 

Contact between heterologous proteins is much more important during 

cell signaling events, and such interactions are only possible because of 

structural domains within the proteins. 

 

 

Stable  

 

Proteins that interact for a long time as subunits of permanent 

complexes to carry out functional roles are called stable interactions. 
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Transient  

 

Many aspects of cellular function depend on transient interactions, 

which are protein interactions that shape and break quickly. 

 

 

Covalent  

 

Disulphide bonds or electron sharing form covalent interactions, 

which have the strongest connection. 

 

 

Non-Covalent  

 

When weaker bonds like hydrogen bonds, ionic interactions, Vander 

Waals powers, or hydrophobic bonds, are combined during transient 

interactions, non-covalent bonds are formed. 

 

 

5. METHODOLOGIES USED IN  

PROTEIN-PROTEIN INTERACTION 

 

The literature has been studied and described for computational-

based PPI investigations, machine, and deep learning methodologies. 

 

 

5.1. Deep Learning  

 

Deep learning, a common source of machine learning that builds on 

the original neural networks popularised in the 1980s, is a popular 

machine learning type. As compared to the first neural network, there is 

minimal variation in how a deep neural network is measured. Deep 

neural networks have always been possible to build and quantify. A deep 
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neural network is a neural network with a large number of layers. We 

have always been able to create/calculate deep neural networks, but we 

have never had an excellent way to train them. Deep learning is an 

effective tool for training deep neural networks. 

Deep Learning is a subset of artificial neural networks used in deep 

learning to conduct complex computations on large quantities of data. It’s 

a form of machine learning that’s focused on the human body’s structure 

and function. 

Machines are trained using deep learning algorithms that learn from 

examples. Deep learning is widely used in industries such as medical 

management, e-commerce, advertisement, etc. 

Although Feed Forward Neural Networks (FFNN) or similar 

elementary cells are frequently employed as the basic building blocks of 

a Deep Learning system, they are integrated into deep stacks utilizing 

different connectivity patterns. Deep Learning models can be customized 

for any kind of data according to this architectural flexibility. Back-

propagation [16] can be adopted in the training process of deep learning 

models for example As a result, powerful internal representations of the 

data learned for a task are produced. Deep learning models can be trained 

on examples using back-propagation, resulting in powerful internal 

representations of the data being learned for a task. This automated 

feature learning eliminates the requirement for manual, feature 

engineering, which is a time-consuming and potentially error-prone 

process that requires the domain specialist for approaches of machine 

learning. Deep Learning models can easily have a large number of 

internal parameters and are, therefore: data-hungry; until now, the most 

promising Deep Learning implementations have in fields with a large 

number of examples [17]. 

 

 

5.2. Approaches of Deep Learning 

 

Supervised learning, unsupervised learning, reinforcement learning, 

and hybrid learning are all effective with deep neural networks. 
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Supervised Learning  

In supervised learning, the input variables represented as X are 

mapped to out-put variables represented as Y through using a set of rules 

to study the mapping feature f. 

 

Y = f(X) 

 

The learning algorithm aims to predict the output (Y) for new input 

by approximating the mapping function (X The error from the predictions 

made during training can be used to correct the output. Learning can be 

stopped once all inputs have been trained to produce the desired output. 

[18, 19]. Support Vector Machines (SVMs) are used to classify data [20]. 

 

Unsupervised Learning  

In this, there is no corresponding output variable from the mapping of 

the input variable. Unsupervised learning is used to solve clustering and 

association problems. In clustering challenges, unsupervised learning 

approaches are utilized [21], for example, K-means clustering, etc. 

 

Hybrid Learning  

The hybrid learning architectures combine generative (unsupervised) 

and discriminative (supervised) learning components. A hybrid deep 

neural network can be created by combining different architectures. They 

are utilized to recognize human actions by action bank features, and they 

are projected to generate significantly improved results [22]. 

 

Reinforcement Learning  

To train the algorithm, reinforcement learning employs a reward and 

punishment mechanism. The algorithm or agent learns from its 

surroundings in this case. When the agent performs correctly, he is 

rewarded, and when he performs incorrectly, he is penalized. Consider 

the case of a self-driving car, where the agent is rewarded for arriving on 

time and penalized for going off-road. The agent wants to enhance the 

benefit while minimizing the cost. In reinforcement learning, the 



Deep Learning Techniques in Protein-Protein Interaction 163 

algorithm is not informed how to learn; instead, it solves the problem on 

its own [24]. 

 

 

5.3. Deep Learning Technique 

 

The following section discusses some of the powerful methods that 

can be applied to deep learning algorithms to reduce training time and 

optimise the model. The summarizes the advantages and disadvantages of 

each technique in Table 1. 

 

Stochastic Gradient Descent  

In the gradient descent algorithms, using the convex function ensures 

that an optimal minimum is found without becoming trapped in a local 

minimum. It may arrive at the optimum value in a variety of ways, 

depending on the functions parameters and the learning rate or step size 

[25]. 

 

Batch Normalization  

Batch normalisation minimises covariate shift, allowing deep neural 

networks to run faster. When the weights are adjusted throughout the 

training, it normalises the inputs to a layer for each mini-batch. 

Normalization decreases training epochs and learning. To improve the 

stability of a neural network, the output from the preceding activation 

layer can be normalised [26]. 

 

Back Propagation  

The backpropagation can be used to find the employing gradient of 

the function for each iteration when using a gradient-based technique to 

solve an optimization problem [27]. 

 

Max-Pooling  

Alter is pre-denied in max-pooling, and this letter is then applied 

across the non-overlapping sub-regions of the input, with the output 
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being the maximum of the values included in the window. Max-pooling 

can minimize dimensionality as well as the computing cost of learning 

certain parameters [28]. 

 

Dropout  

Deep neural networks, the drop-out strategy can be used to tackle the 

overtaking problem. During training, this strategy is used by dropping 

units and their connections at random [9]. Dropout is a useful 

regularization technique for reducing overfitting and improving 

generalization error. Dropout enhances performance on supervised 

learning tasks in computational biology, computer vision, document 

classification, and speech recognition [29]. 

 

Transfer Learning  

In transfer learning, a model trained on one task is used for another 

task that is related to all of them. The knowledge gained from addressing 

a specific challenge can be transmitted to another network that will be 

trained on a similar challenge. While working on the second problem, 

this provides for faster development and better results [30]. 

 

Skip-Gram  

Skip-gram can be used to model word embedding methods. When 

two vocabulary terms have a similar context in the skip-gram model, they 

are considered identical. For example, the sentences “dogs are mammals” 

and “cats are mammals” are both true and have the same meaning as “are 

mammals.” A skip-gram is made by taking a context window with n 

phrases, training a neural network by skipping one of these words, and 

then using the model to predict the skipped term [31]. 

 

Neural Network  

Neural Networks are a collection of structured methods to identify 

patterns and closely imitate the human brain. They use computer 

perception to interpret sensory data, labeling, or raw clustering data. They 

can find hidden numerical patterns in vectors, which must then be 
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transformed into all real-world data (text, sound, image, or time series). 

Artificial neural networks (ANNs) are made up of several highly 

interconnected computing elements (neurons) that collaborate to solve a 

problem. 

 

Table 1. Deep learning techniques comparison 

 

Deep Learning 

Technique 
Description Advantage Disadvantage 

Stochastic 

Gradient Descent 

 

To Find optimal 

minimal optimization 

Problems  

Avoids 

entanglement in 

local minimums. 

Convergence time is 

longer, and it is more 

computationally costly. 

Batch 

Normalization 

Batch normalization 

of input to a layer 

Reduces covariant 

shift and improves 
network stability. 

Network trains are 

more effective. 

During preparation, 

there is a computational 
overhead. 

Max-Pooling  

 

The maximum filter is 

applied. 

Reduce the 

dimensions and 

computation cost. 

Considers just the 

essential factor, which 

in some situations can 
result in an undesirable 

outcome. 

Back Propagation 

 

Used in an issue of 

optimization 

To compute the 

gradient 

Data that is sensitive to 

noise 

Dropout 
 

During instruction, 
dropout 

units/connection 

Avoid overfitting Increases the number of 
iterations required to 

reach convergence. 

Transfer Learning 

 

The first model’s 

knowledge is applied 

to the second problem. 

Improves efficiency 

and allows for rapid 

improvement in the 
preparation of the 

second problem. 

It just works on 

identical issues. 

Skip-gram 
 

Algorithms for word 
embedding 

Can work with any 
unprocessed text It 

necessitates less 
memory. 

Softmax is a 
computationally costly 

function with a long 
training time. 

 

A Neural Network structure of the human brain consists of artificial 

neurons also, known, as nodes as shown in Figure 2. These nodes are 

placed in three levels close to each other. 

 

 Input Layer 

 Hidden Layers 

 Output Layer  
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Figure 2. Neural Network. 

The data provides information in the form of input to each node. The 

nodes take numerous random-weighted inputs, calculate them, and add a 

bias. Finally, to determine which neurons to fire, nonlinear functions, 

also known as activation functions, are used. 

 

Convolutional Neural Networks  

The architecture of the Convolutional Neural Network (CNN) [32] is 

built to process information that is structured with daily spatial 

information Dependency (For example, series tokens or pixels in a 

picture sequence). A CNN layer exploits this regularity by employing the 

same set of local convolutional filters across all data points, resulting in 

two advantages. It is translation invariant and avoids the overfitting 

problem by providing a restricted number of weights to alter the input 

layer and the dimensionality of the following layer.  

A CNN module is typically made up of multiple consequential CNN 

layers, allowing the nodes in subsequent layers to have larger receptive 

fields. It’s also possible to exchange it for more complex features. 

 

Recurrent Neural Network  

Recurrent neural networks (RNNs) are the type of neural networks 

that can be used to model sequence data. RNNs, which are derived from 

feed-forward networks, behave similarly to human brains. Simply put, 

recurrent neural networks can predict sequential data in a way that other 

algorithms can’t. With the continued advancement of artificial neural 
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network research [33], many challenging practical problems in the fields 

of biology, medicine, intelligent robots, pattern recognition, automatic 

control, and economics have been successfully solved. A neural network 

that models sequence data is the recurrent neuron network [34]. RNN has 

shown exceptional success in NLP, image, and speech recognition in 

recent years. The framework between levels in a traditional neural 

network model is completely linked, but the neurons within each layer 

are isolated for certain issues, this form of the neural network is 

ineffective. 

 

Long Short Term Memory Networks: (LSTMs)  

It is a form of recurrent neural network that extends the memory 

capacity. As a result, it is well adapted to learning from significant 

interactions separated by long periods.  

The unit of an LSTM is used to construct an LSTM network, which 

is a layer of an RNN. RNNs can remember inputs for a long time 

compared to LSTMs. Because of LSTMs store information in memory 

similar to that of a machine. The LSTM’s memory can be read, written, 

and erased. This memory can be thought of as a gated cell, with gated 

indicating that the cell decides whether to store or erase data (i.e., 

whether to open the gates) based on its value to the data. The algorithm 

also learns weights, which are used to allocate importance. Simply 

defined, it learns over time what information is relevant and what 

information is not. 

There are three gates in an LSTM: input, forget, and output. These 

gates decide whether the new input should be allowed (input gate), 

whether it should be deleted because it isn’t necessary (forget gate), or 

whether it should have an effect on the output at the current time step 

(impact gate) (output gate). The three gates of an RNN are depicted in the 

diagram below: 

An LSTM’s gate is analog in the form of a sigmoid, which means 

they range from zero to one. Since they are analog, they can perform 

back-propagation. 
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LSTM solves vanishing gradients’ problem since it holds the 

gradients steep enough, resulting in a short training period and high 

accuracy. 

 

 

Figure 3. Long short term memory. 

RNNs will use past knowledge if the gap between relevant 

information and expected location is small, but as the time interval 

grows, regular RNNs will be unable to learn long-distance information. 

LSTM neural network [18, 19] has been argued that long-term reliance 

can be taught as a solution to this issue. The main difference between the 

LSTM and other networks is the use of sophisticated memory blocks 

rather than general neurons. Three multiplicative “gate” units (input, 

forget, and output gates), as well as several memory cells, make up the 

memory block (one or more). The information flow is regulated by the 

gate unit, whereas the information flow is controlled by the memory cell. 

Information from the past should be preserved. The gate removes or 

restores data to the state of the cell by controlling the flow of 

information. The information input and output, which is more precise, 

Flow is in charge of the input and output gates, respectively. The 

forgotten gate controls the amount of data from the previous unit that is 

stored in the current unit [38-40]. 
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6. CHALLENGES AND ISSUES 

 

The computational study of protein sequences in general and PPI 

predictive faces several challenges. First, protein chains are often 

lengthy, making experimental procedures difficult, time-consuming, and 

expensive to characterize. Second, for the training and evaluation of 

prediction techniques, extensive, comprehensive, and accurate 

benchmark datasets are necessary. Third, because computational PPI 

approaches rely on experimentally gathered data, any error in the 

experimental data will impact the computational PPI predictions. Protein 

representation is one of the problems of protein prediction algorithms. To 

create their classification models, protein prediction algorithms differ in 

protein representation and feature extraction. The sequences and the 

discrete model are the two types of models commonly used to represent 

protein samples. The simplest discrete model is AA composition, which 

is then normalized occurrence frequencies of the twenty native amino 

acids in a protein. Physiochemical characteristics of AA are approached 

by some. The pairwise similarity is used in other methods. Templates are 

used in certain techniques, while others rely on statistical machines and 

deep learning. 

 

 

7. APPLICATION 

 

The development of macromolecular structures and enzymatic 

complexes is dependent on protein-protein interactions. PPIs have 

emerged as exciting targets for rational drug design in recent years, 

owing to their excellent specificity, allowing researchers to target specific 

disease-related pathways. Large-scale screening procedures and high-

throughput approaches like the yeast two-hybrid system for studying 

individual PPIs are two types of experimental methodologies for 

exposing the molecular recognition processes of different PPIs. Due to a 

variety of physicochemical issues, including transient dynamics and post-
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translational modification (PTM). In order to increase PPI coverage and 

filter out false positives using confidence scores of protein interactions, in 

silico methods to efficiently locate PPIs and PPI sites are required. A 

large number of in silico prediction approaches for distinguishing PPIs 

from non-PPIs or PPIs sites have been proposed. The classification of 

prediction methods and their possible applications in rational drug 

design, hotspot prediction, and docking is based on sequence, structure, 

homology, domains, functional similarity, gene expression, and network 

topology. The pharmaceutical industry is still wary of using PPIs in 

therapeutic development. The enzymatic activity of PPIs is challenging to 

assess. With the availability of in silico structures matching to various 

states, the structural features of the interactions can be revealed. In vitro 

or in silico biophysical approaches that can be targeted, small molecule 

modulators are employed for drug ability and hotspot analysis. PPI sites 

and hotspot residues that have been empirically verified can be used to 

build small compounds that govern the effects of therapeutic and drug-

able PPIs. Arrange portrayal and inspection provides a framework level 

understanding of medicinal activity and infection, multiple natures and 

provides a framework level understanding of infection multifarious 

nature [41]. 

 

 

CONCLUSION 

 

Several preset approaches demonstrate how protein structure and 

PPIs are coordinated at multiple levels. These methods allow us to 

understand not only how a pathogenic protein interacts with its host on an 

atomic level, but also how such collaborations function in larger cell 

architecture. Combining correct configurations of positive and negative 

preparation set machine deep learning algorithms is used to forecast high 

confirmation linkages. This chapter addresses We will address the 

challenge by using machine learning and deep learning approaches to 

predict combinations of protein-protein interactions based on learning 

data. After that, this chapter also provides the briefest application of PPIs.  
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ABSTRACT 

 

Today’s majority of IT industries/companies demand automation. 

Software is the most important component for automation. Many 

companies or industries work for software development for specific or 

universal purposes. During the software development process, Software 

Defect Prediction (SoDP) is also an important term to use. In the active 

research areas of software engineering, SoDP plays a significant role. 

SoDP is finding the errors or faults or bugs or defects in software before 

deployment the software. For automation, the SoDP process is an 

important part of it. This chapter mainly focuses on various machine 

learning techniques, which are used for the prediction of defects in 

software. Most of the researchers are used supervised learning 

                                                           
 Corresponding Author’s Email: sunilmalviya0104@gmail.com.  



Sunil Malviya 176 

techniques to defect prediction in software. Similarly, many researchers 

also based on unsupervised learning techniques for the defect prediction 

in software. At present, the majority of researchers are focused on 

reinforcement learning techniques due to automation.  

 

Keywords: software defect, defect prediction approaches, ML categories, 

evaluation performance 

 

 

INTRODUCTION 

 

Software Defect 

 

A software or system defect is a fault, a bug, a mistake, or a 

shortcoming in a computer program or software that makes it return 

surprising or off-base outcomes. The existence of software bugs 

legitimately influences the quality and maintenance cost of software 

frameworks. Software flaws or defects are programming errors that result 

in different results than anticipated. The majority of the errors are caused 

by source code or design, but some are caused by incorrect code 

produced by compilers. 

Software defects are a serious concern for both software developers 

and customers. Software defects not only reduce software quality and 

expense but also cause delays in the development process. To resolve this 

problem, software defect prediction (SoDP) is suggested. SoDP will 

effectively advance the efficacy of software testing and direct resource 

allocation. Software bugs/defects must be detected and fixed early in the 

SDLC to produce high-quality software. 

To predict the software defect/bug event and to understand the 

process of software development life cycle (SDLC) are major parts or 

components that prompt achievement standards. Imperfection forecast 

utilizing Machine learning calculation could be implemented in any 

phase of SDLC, for example, recognizable feasibility study, analysis, 

structure, coding, verification, and sustainability, and any kind of SDLC 

model, for example, Iterative Model, Waterfall Model, Spiral Model, 
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Agile Model, V model, and Big Bang Model (Immaculate et al., 2019). 

Machine learning calculation and measurable investigation assist with 

speculating that a code is buggy. 

In terms of Institute of Electrical and Electronics Engineers (IEEE) 

standard 104, software defects are classified in various ways (Park & 

Hong, 2014), which are: 

 

Error: This can happen because the consumer is aware of the 

software’s flaw, which causes incorrect performance. 

Fault: There has been an apparent mistake in the software products. 

Failure: Stop the software products from performing their previous 

necessary functions, or incorrect results will be stored for each customer 

feedback. 

Defect: The inability to carry out the system and tasks requirements 

and specifications specified by the customers and developers. 

Bug: A software bug is a mistake or deficiency in the source code of 

a program or software. It is detected by either developers or testing team 

members.  

 

 

Types of Software Defects 

 

1. Requirement defects: These kinds of defects occur when 

incorrect requirements are established. The best ways to detect 

such types of defects are by inspection. Testing can prove to be 

costly because developing a system on a bad set of requirements 

and then when it fails, having to re-develop it. 

2. Design defects: These defects occur when the system is 

improperly designed. Numerous empirical studies have 

committed that analyses were much more accurate and efficient 

than testing. A flaw discovered during design inspection is 

reasonable to correct than one find out during feature testing 

because the cost of rework in the latter is significantly higher. 
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3. Code defects: For these types of defects, functional or structural 

testing is found to be better than inspection. According to some 

research, testing and inspection find various types of code defects 

and can thus be used in tandem to complement each other. 

 

 

Software Defect Prediction 

 

In the area of software engineering, software defect prediction 

(SoDP) is a significant research area. The method of identifying faulty 

modules in software is known as software defect prediction or SoDP. 

SoDP advantages to optimize testing resource distribution by identifying 

defect-prone modules aforementioned to testing. Until deploying 

software systems, most companies want to estimate the number of bugs 

or recognize defect-prone modules. When a software is exposed to 

operation or during research, a diversity of statistical approaches and 

artificial intelligence (AI) techniques have been employed for defects 

prediction. 

The following important areas during software development 

activities for prediction of software defects: 

 

 Predict the software defect in software systems 

 Improve the software quality 

 Decrease the maintenance cost 

 Decrease the efforts 

 

 

Figure 1. The basic structure of the SoDP model. 

Software defect prediction is the most popular research area in 

software engineering. Software defect prediction works based on 

historical data. To construct machine learning classifiers to predict faulty 
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code snippets, software defect prediction is a method of using historical 

data from software archives/repositories such as code complexity and 

change records to create software defect metrics. 

 

 

Figure 2. Process of software defect prediction model. 

The following steps for the process of software defect prediction 

model (as seen in Figure 2) are: 

 

 Step 1: The initial step in creating a prediction model is to gather 

data from software achieve such as e-mail collections, version 

control systems, and problem tracking systems. 

 Step 2: In keeping with prediction granularity, each one instance 

may characterize a device, a source code file, software 

component, a function, a class, and a code change. 

 Step 3: In this situation, many metrics (or features) are extracted 

from program repositories and are labeled as buggy/clean or the 

number of bugs. 

 Step 4: Apply pre-processing techniques after producing 

instances with metrics and labels. 

 Step 5: The final step is to train a prediction model that can guess 

whether or not a new instance contains a bug. 
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Brief History of Software Defect Prediction Studies 

 

In the year 1971, the author (Akiyama) performed the first research 

to estimate the number of defects/faults. The author created a simple 

model using LOC (Lines of Code) to reflect the complexity of software 

systems, based on four assumptions that complex source code might 

reason bugs/defects. However, LOC is an overly simplistic metric for 

illustrating machine complexity (Nam, n.d.). In 1976 and 1977, MaCabe 

and Halstead introduced the cyclomatic complexity metric and the 

Halstead complexity metric, respectively. In the 1970s and early 1980s, 

these metrics were widely popular to develop models for appraising 

defects (Benton & Neil, 1999). 

The models examined during that time were not prediction models, 

but rather fitting models that looked at the relationship between metrics 

and the number of defects (Benton & Neil, 1999). The authors developed 

a linear regression model and tested it on a different set of program codes 

(Shen et al., 1985). Munson et al., on the other hand, argued that at the 

time, advanced regression techniques were not defined, and suggested a 

classification model that divides modules into two classes: low risk and 

high risk (Munson & Khoshgoftaar, 1992). 

Chidamber and Kemerer (Chidamber & Kemerer, 1994) suggested 

various object-oriented (OO) metrics in 1994, which were used by Basili 

et al., (Basili et al., 1996) to predict defects in object-oriented systems. 

 

 

Defect/Bug Life Cycle 

 

Predicting the existence of a defect and recognizing the life-cycle of 

defects are most important and compulsory, indicating the significance of 

predicting the defect/bug prior in the SDLC. Defect life cycle saves time, 

effort, and money in finding and repairing the defects during the software 

development. The number of defects/bugs posed throughout the software 

development cycle is one of the major issues confronting the modern 

software company/industry. This results in a delay in the product’s final 
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delivery and an overall rise in the running cost. The model attempts to 

forecast the existence of the bug by using parameters from different 

dimensions. Most well-known software development models, such as 

waterfall, agile, V-shape, and spiral, are well-suited to the model 

(Immaculate et al., 2019). 

One of the most important thing is to comprehend the defect 

management life cycle. Figure 3 presents the various states of defect life 

cycle which are as follows: 

 

1. New: A new defect is raised for the first time by testers or 

someone else a portion of the SDLC. 

2. Assigned: Each new bug is allocated to any one of the team 

members for instant determination, depending on the bug’s 

priority and seniority, and the equivalent developer will take 

action. 

3. Open: If the preliminary state of the developer’s testing reveals 

that it is indeed a bug, it will be moved to the open state. A 

developer team or a product testing team will usually handle this. 

4. Fixed: All open bugs should be patched according to their 

severity and priority. Throughout the software development life 

cycle, all stakeholders collaborate to determine the importance 

and severity of bugs.  

5. Retest: If the bug isn’t checked or the explanation isn’t accurate, 

it will require further testing to ensure that the reported bug is 

correct in all situations.  

6. Reopened: The reopened bugs are important because the amount 

of reopened bugs increases the service time. It takes longer to 

patch reopened bugs. 

7. Rejected: Rejected bugs aren’t even bugs, but they were brought 

up by the testing team member. These are largely attributable to 

an ability set mismatch and specifications miscommunication. 

8. Deferred: Some of the vulnerabilities will be pushed to the next 

updates due to priorities. Differentiated bugs are the 

classification for these bugs. 
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9. Duplicated: When the same bug occurs two or more times, we 

refer to it as a repeated bug. 

10. Closed: This would be viewed as fixed bugs if the problem is 

correctly fixed. 
 

 

Figure 3. Defect/bug life cycle (Immaculate et al., 2019). 

In this chapter, the introduction section discussed the process of 

software defect prediction in different phases/steps wise. Then we will 

explain the various ML categories (e.g., Supervised, Unsupervised or 

Semi-supervised Learning) to be used to predict the defect in a software. 

After that, will discuss various approaches (WPDP, CPDP, JITDP) are 

applied to software defect prediction. Then, we will move on to various 

measurement methods applied for predicting the software defects. And 

finally, we will conclude the chapter in the conclusion section. 

 

 

DIFFERENT CATEGORIES OF MACHINE LEARNING 
 

 

Figure 4. Different categories of Machine Learning. 
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Supervised Learning 

 

Where a model must be trained to make a prediction, supervised 

learning is used. Regression and classification are two different methods 

of supervised learning (Lamba et al., 2019). To construct the prediction 

model, Machine learning classification (supervised) algorithms can be 

used with previous software metrics and fault marks. Concept learning, 

classification, rule learning, bayesian learning, LR, NN, and SVM are 

some of the most popular supervised machine learning approaches. 

For bug prediction, Lamba et al., (2019) used a variety of machine 

learning algorithms, e.g., Linear regression, RF, NN, SVM, and DT. 

Standard defect prediction datasets were used to test the performance of 

these methods. In the term of bug prediction, the SVM approach 

outperformed all other methods. 

To detect the software defects, Mori et al., (2019) proposed a new 

classification model which is called Superposed Naive Bayes (SNB). The 

different classification models along with SNB were simulated on the 13 

real-world public datasets and found that SNB achieved a fine balance 

between accuracy and interpretability. 

 

 

Figure 5. A framework for SoDP via previous databases (Lamba et al., 2019). 

Immaculate et al., (2019) reported RF and performed better than 

various machine learning algorithms. Adequate priorities were not 

provided on the selection of variables, transformations of variables, 
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variable reductions, and feature engineering that could enhance the 

efficiency of the models. Various algorithms are currently available 

which could be practiced to predict the bug’s existence. Because of the 

ensemble nature, the random forest algorithm is the favorite option.  

Shepperd et al., (2014) were using a novel benchmark method to 

predict and test software defects. During the assessment point, various 

learning schemes are assessed based on the system chosen. The most 

excellent learning scheme is then used to create a predictor with all 

historical/previous data in the prediction stage, and the analyst/developer 

is After that, it was used to predict a defect in new data.  

 

 

Unsupervised Learning  

 

When constructing unsupervised models using clustering algorithms, 

data sets have no class label (fault or non-fault) of each module. 

Unsupervised learning is a technique for detecting hidden patterns in 

input data. Clustering is a form of unsupervised learning (Lamba et al., 

2019). Sequential pattern mining, association rule mining, and clustering 

are the most popular unsupervised learning methods.  

Öztürk et al., (2015) investigated clustering methods performed in 

terms of defect prediction. Four variants of the K-mean clustering 

technique were considered in their study. Four real-world datasets have 

been used to evaluate the performance of different variants. According to 

the authors, the K-mean++ variant outperforms other K-mean variants. 

 

 

Figure 6. The process of constructing an unsupervised learning model. 
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Balogun et al., (2019) used several clustering techniques to solve 

software defect prediction challenges and compared their results. For 

defect prediction problems, K-mean, X-mean, hierarchal clustering, 

density-based clustering, and Expectation minimization methods were 

studied. 

Due to the absence of historical data, Marjuni et al., (2019) have used 

an unsupervised approach to predict software defects. A signed Laplace 

spectral classifier was proposed to analyze defects. According to the 

simulation results, the suggested signed classifier outperformed the 

unsupervised technique significantly. 

During the software development cycle, Yadav et al., (2015) 

developed a fuzzy-based approach for dealing with software defects. 

Twenty real-world datasets were used to test the suggested method. The 

proposed approach’s accuracy was found to be close to the real defect 

prediction rate. 

Singh et al., (2017) developed an artificial framework for extracting 

software defect fuzzy rules. The proposed model was capable to identify 

fault features. The model started with the assumption that every feature 

was a meaningless feature. The suggested framework’s performance was 

evaluated using publicly available software defect datasets. It was shaw 

that the suggested model could find fuzzy rules for software flaws. 

 

 

Semi-Supervised Learning  

 

Semi-supervised learning combines the benefits of both supervised 

and unsupervised learning. Semi-supervised learning is in the middle of 

the two types of learning: supervised and unsupervised. As compared to 

unsupervised learning, semi-supervised clustering increases efficiency, 

but unsupervised learning does not perform as compared to supervised 

learning. Semi-supervised learning is a form of ML that trains models 

using a combination of a lesser quantity of labeled data and a huge 

quantity of unlabeled data.  
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Figure 7. The proposed semi-supervised learning framework (Chen et al., 2020). 

The software engineering community has attempted to incorporate 

different machine learning methods such as active or semi-supervised 

learning for defect prediction as they have been suggested. Lu et al., (Lu 

& Cukic, 2012) proposed defect prediction models based on active 

learning, in which a trial collection of occurrences is chosen and the 

occasions are queried by professionals.  

Li et al., (2012) are suggested sample-based methods for predicting 

software defects. A smaller number of modules were chosen and tested 

for the large software framework. A software defect prediction model 

was created to forecast defect proneness in the modules on the left. 

Random sampling with a semi-supervised trainer, traditional computer 

learners, and active sampling with an active semi-supervised learner are 

the three sample selection methods mentioned in that paper.  

A semi-supervised organized dictionary learning (SSDL) technique 

was used by Wu et al., (2018). If there is an absence of historic data for 

constructing a reliable model, this method yields excellent results. They 

have derived with cross-project defect prediction and semi-supervised 

defect prediction (SSDP) as potential successful solutions. For cross-

software defect prediction and within-software defect prediction, the 

authors suggested an SSDL approach. They combined a minor quantity 

of labeled defect data with a major quantity of unlabeled data. SSDL 

performs better than related SSDP approaches, according to their 

findings. In the CSDP case, this occurs for two datasets.  

Semi-supervised learning’s main objectives are to build a beginner 

that automatically unnecessary avails the large quantity of unlabeled data 
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in addition to the small quantity of labeled data to help enhance learning 

results, as according to Chapelle et al., (2009). Low-density separation-

based methods, Generative-model based methods, disagreement-based 

methods, and graph-based methods are the most popular semi-supervised 

learning methods. 

 

 

Reinforcement Learning 

 

Semi-supervised learning is not the same as reinforcement learning. 

Reinforcement learning is a system in which reward values are associated 

with the various actions that the model is expected to take. 

Reinforcement learning includes a set of actions, parameters, and end 

values. It will train the machine by trial and error method. It will learn 

from past efforts to achieve the best possible result. 

In Figure 7, the authors are described how interact an agent with an 

environment? How to improve or enhance the states? How to define the 

set of actions? Let us consider it as the state with S, action with A, and 

reward with R If. An agent completes an action and reaches the 

environment so that Ai will increase by 1, where i means 1, 2, 3, and so 

on. Similarly, the environment will give an acknowledgment in terms of 

reward as well as a state will increase with 1, so that set of the state is Si. 

As seen in Figure 7, this results in a series of states Si, action Ai, and 

immediate rewards Ri. The agent’s task is to figure out a control policy, 

n: S + A, that maximizes the expected amount of these rewards, with 

future rewards discounted exponentially by their delay (Mitchell, 1997). 

 

 

Figure 8. A framework of Reinforcement Learning (Mitchell, 1997). 
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SOFTWARE DEFECT PREDICTION APPROACHES 

 

Within-Project Defect Prediction 

 

The machine learning techniques used, as well as the consistency of 

the training data, influence a model’s predictive power. In most cases, 

defect prediction models are studied in the literature in a within-project 

sense, assuming that previous defect data for a specific project exists 

(Herbold et al., 2017). Within-project defect prediction (WPDP) is the 

name of this process. WPDP is a prediction model that can be built by 

collecting historical data from a software project and predicts faults in 

that project. If there is a satisfactory quantity of historical data to train 

models, WPDP performed best. 

Many new technologies and development methods will impact the 

new code submitted after the upgrade, and could even introduce new 

defects in software development, according to the within-project defect 

prediction. As a result, begin by sorting the data by time series, then 

divide the data from previous years into a category, and choose the data 

from the previous year as the training set and the data from the following 

year as the test set. That does not only ensure the integrity of a project 

development period but also that the amount of data in the training set for 

a few years is adequate to improve the accuracy of the with-in project 

defect prediction. 

 

 

Cross-Project Defect Prediction 

 

Cross-project defect prediction (CPDP) is the process of forecasting 

defects in other projects using prediction models trained on data from 

previous projects. When a project does not have enough historical data to 

train a model, CPDP is used in this mode. As a result, a prediction model 

is created for one project and then applied to another or several projects. 

The prediction models have been transferred from one project to another 

project. 
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The effect of a predictor in machine learning-based predictions is 

determined by 2 aspects: the learning algorithm and training data. As a 

result, there are two possible approaches to CPDP (Zimmermann et al., 

2009; He et al., 2012): 

 

1. Identifying the most appropriate training data for the project that 

needs to be predicted. In an ideal world, we’d be able to find 

learning data with a similar flaws pattern as the goal project, 

resulting in satisfactory prediction performance. 

2. To build the defect predictor, we used learning algorithms with a 

high generalization potential. This approach assumes that is a 

consistent defect pattern across all datasets. If it can effectively 

train this pattern, it can foresee flaws in another project. 

 

 

Just-in-Time Defect Prediction 

 

JITDP (Just-in-Time Defect Prediction) is a form of SoDP approach 

that allows software change-level predictions. It detects defect-causing 

program changes as soon as made (i.e., “just-in-time”). Inspection is 

much simpler at this point because the improvements are still new in the 

developers’ minds (Cabral et al., 2019). 

Advantages of JITDP over component level SoDP include (Kamei et 

al., 2013): 

 

1. Prediction is made early in the process, allowing for easier code 

inspection. 

2. Predictions with a finer granularity, making it easier to see 

defects. 

3. Developers are assigned to inspect the code straightforwardly. 

4. Debugging code after a defect report has been produced. 

5. SoDP, which focuses on predicting flaws in software components 

(e.g., files, packages, etc.), is a more traditional approach (Cabral 

et al., 2019). 
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PERFORMANCE EVALUATION OF SODP  

 

In the circumstance of SoDP, defect-prone classes are generally 

measured as positive occurrences/instances (Jiang et al., 2008; He et al., 

2012).  

 

 

Figure 9. The confusion matrix (Khan et al., 2019). 

As a consequence, the following four classifications of defect 

prediction results are:  

 

1. True-Positive (TP): defect-prone groups that are grouped 

correctly  

2. False-Negative (FN): defect-prone groups that are incorrectly 

grouped to be defect-free  

3. True-Negative (TN): defect-free groups that are grouped 

correctly  

4. False-Positive (FP): the defect-free group that are incorrectly 

grouped to defect prone  

 

Some of the classification evaluation measurements are: 

 

False Positive Rate  

The optimum value for FPR is 0. False Positive Rate (FPR) is the 

proportion of instances classified as non-defective that were wrongly 

predicted as defective.  

 

FPTN

FP
FPRpf


   (1) 
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Accuracy 

The percentage of correctly categorized elements is known as 

accuracy (both as defect-prone and not defect-prone). 1.0 is the best 

accuracy value.  

 

FNTNFPTP

TNTP
Accuracy




   (2) 

 

Precision 

Precision refers to how much of the elements reverted by a model 

were defect-prone in the first place. The precision value of 1.0 is the best; 

the higher the precision, the fewer false positives (i.e., elements 

incorrectly classified as defect-prone).  

 

FPTP

TP
Precision


   (3) 

 

Recall/True Positive Rate  

The number of defect-prone elements currently returned by a model 

is referred to as recall. The highest recall value is 1.0; the higher the 

recall, the lower the number of false negatives (i.e., elements missed by 

the model).  

 

FNTP

TP
Recallpd




  (4) 

 

F-Measure/Score 

The F-score is often referred to as the F1-score. It’s a metric for how 

accurate a model is on a given dataset. It’s used to assess binary 

classification systems that categorize examples as either “positive” or 

“negative.” The F-score, which is known as the harmonic mean of the 

model’s precision and recall, is a way of combining the model’s precision 

and recall.  
 

RecallPrecision

Recall*Precision*2
measureF


  (5) 
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Area under the Curve (AUC)  

An outstanding model has an AUC close to 1, indicating that it has a 

high level of separability. AUC close 0 indicates a weak model, which 

means it has the lowest measure of separability. 

 

Receiver Operating Characteristic (ROC)  

A Receiver Operating Characteristic curve, also known as the ROC 

curve. It is a graphical demonstration of the binary classifier system’s 

true predictive power when its threshold is wide-ranging discriminately. 

At different threshold settings, the ROC curve plots the true positive rate 

on the x-axis and the false positive rate on the y-axis. The AUC-ROC 

curve is an output measurement for classification problems at different 

threshold settings. AUC represents the degree or metric of separability, 

and ROC is a probability curve (Understanding AUC - ROC Curve | by 

Sarang Narkhede | Towards Data Science, n.d.).  

 

  

Figure 10. (A) AUC - ROC curve (B) AUC-PR [ROC curves] (Arar & Ayan, 2015). 

In a ROC curve, balance is equal to the normalised Euclidean 

distance from the anticipated point (0, 1) to (pf, pd). as following:  

 

  (6) 

 

2

pf)(0pd)(1
1balance

22 




Various Machine Learning Techniques … 193 

where ROC means Receiver Operating Characteristic, AUC means Area 

Under the Curve, FPR means False Positive Rates at x-axis (pf), TPR 

means True Positive Rates at y-axis (pd), PR means Precision and Recall.  

The gray distribution curve in the diagrams below is for the positive 

class, while the black scattering curve is for the negative class. The 

following cases are considering for the AUC-ROC curve.  

 

Case 1 

If the AUC value is 1 means True Negative (TN) and True Positive 

(TP) both are not overlapped to each other. This case is the best case for 

all time. In this case, the defects are 100% sure to be recognizable.  

 

  
 

Case 2 

If the AUC value is 0.7 means True Negative (TN) and True Positive 

(TP) both are overlapped to each other. In this case, the defects are 70% 

sure to be recognizable.  
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Case 3 

If the AUC value is 0.5 means True Negative (TN) and True Positive 

(TP) both are equally overlapped to each other. This case is an average 

case. In this case, the defects are 50% sure to be recognizable.  

 

  
 

Case 4 

If the AUC value is 0 means True Negative (TN) and True Positive 

(TP) both are not overlapped to each other, but both classes are 

interchangeable. This case is the worst case of all time. 

 

  
 

 

CONCLUSION 

 

In the active research areas of software engineering, Software Defect 

Prediction (SoDP) plays an important role in detecting software defects. 

This chapter helps to understand various software defects and SoDP 

model. Also a brief histroy of software defect prediction along with the 

defect life cycle of software is discussed. Due to the popularity of 

Machine learning (ML) techniques in field of software engineering they 
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are used to predict software defects. Various ML categories such as 

Supervised, Unsupervised, Semi-supervised, and Reinforcement learning 

are applied on different defect prediction approaches such as with-in 

project, cross-project, and just-in-time project. And in last, different 

performance evaluation measures to predict the software defects are 

elaborated. 
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