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Agenda

Part I: Introduction to Machine Learning
* Overview of Machine Learning
* Machine Learning Algorithms
* Demo: Detecting Human Activity

Part ll: Introduction to Deep Learning
* Why Deep Learning
* Deep Learning vs Machine Learning
 Demo: Object classification with ALEXNET

Key takeaways
Q&A
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Artificial Intelligence (Al), Machine Learning (ML), and

Deep Learning (DL)

A subfield of machine learning that uses multi-layer neural
networks in the architecture
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Machine Learning

Most common tool for Data analytics modelling
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Use features in the data and to create a predictive model



Used Across Many Application Areas

' Image & Video
Agriculture Processing

Tumor Detection, Predictive Pattern Load, Price
Drug Discovery Maintenance & Recognition Forecasting, Trading
Forecasting
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Motivation for Machine Learning

* Do you want to create a model of a system?
- Understand dynamics
- Predict Outputs

 How do you create model?
- Develop an equation
* Takes time to develop, sometimes
even years
* Unknown if there is actually an
equation at all

* Another option, Machine Learning



Overview — Machine Learning

Machine Learning

Types of Learning

Unsupervised
Learning

Group and
interpret data
based only on input
data

Supervised
Learning

Develop predictive
model based on
both input and
output data
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Categories of Algorithms

Clustering

Classification

Regression
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Unsupervised Learning

k-Means, Fuzzy C-Means
Hierarchical
Neural Networks Clustering

Gaussian Mixture

Hidden Markov Model
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Supervised Learning

Regression

_—

Neural Decision Trees Ensemble Non-linear Linear
Networks Methods reg. (GLM, Regression
Logistic)

Classification

_— N

Support Vector Discriminant Naive Baves Nearest
Machines Analysis ¥ Neighbor




Supervised Learning Workflow

Train: Iterate till you find the best model

LOAD
DATA

NEW
DATA

>

PREPROCESS
DATA

FILTERS PCA

SUMMARY CLUSTER
STATISTICS ANALYSIS

>

SUPERVISED
LEARNING

CLASSIFICATION

REGRESSION

PREPROCESS
DATA

FILTERS PCA

SUMMARY CLUSTER
STATISTICS ANALYSIS

MODEL

PREDICTION
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Machine Learning

Machine learning uses data and produces a program to perform a task

Task: Human Activity Detection

Gandard Approach

Hand Written Program

If X_acc>0.5
then “SITTING”
IfY_acc<4andZ acc>5

then “STANDING”

A g,
)

Formula or Equation

Yactivity
= B1Xace T B2Yacc
+ B3Zgec +

N
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machine Learning Approach
Machine
Learning

model: Inputs = Outputs

Machine

model = <i.aming>(Sensor_data, activity)

Algorithm

)

Ag D
3
Efr

y
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Demo 1: Human Activity Learning Using Mobile Phone Data

Objective: Train a classifier to classify human
activity from sensor data

Data:
Predictors 3-AxialAccelerometer [
and Gyroscope ’
Response Activity: @ o o o
AhER =
Approach:

* Extract features from raw sensor signals
* Train and compare classifiers
e Test results on new sensor data

12



rain a Model with the Classifica
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Select dataset from MATLAB workspace.

Step 2

| Select predictors and response

Step 3

Define validation method.

elect a number of folds (or divisions) to partiion the data
into. Each fold is held out in turn for testing. The app trains
model for each fold using all the data outside the fold
‘The app tests each model performance using the data
inside the fold, then calcultes the average test error over
i folds. This method gives a good estimate of the
redictive accuracy of the final moded trained with al the

elect a percentage of the data to use as a test st The

pp trains the model on the traning set and assesses the
performance with the test set. Since the resuling modelis
based on only a portion of the data, it is recommended

Ise all the data for training and compute the error rate on

used to predict new data s ikely fo be higher.

Cross Valdation Folds:

T_mean Name Type Range Import as 5
{J’;“v iwmenn_tnm\_ ace_x_t.. double i -0.3707 1905533 Prmmnrp Gross Validation
= Wimean_total_ace_y.{... double 0484512 .. 1.005... Predictor

rawSensorDataTran | |Wmean_total_ace_z 1... double -0.888372.. 0.877... Predictor

body_gyro_x_irain Wmean_body_gyro_x... double -0.914161 .. 0.790... Predictor

;?y:;;:‘;fz’::::; ‘ Wmean_body_gyro_y... double -0.351097 . 0.435 _ Predictor

total_acc._x frain \Wmean_body_gyro_z... double -0.437807 .. 0.404... Predictor

total_acc_y_train || wstd_total acc_x_train doubie 0.00134528 . 0.6... Predictor

total_ace_z_train Wstd_total_acc_y_train double 000151809 0.3 Predictor 8
Wstd_total_acc_z_train double 0.00288051 .. 0.3... Prediclor
Wstd_body_gyro_x_tr... double 0.00169888 . 1.7... Predictor
|| wstd_body_ayro_y_tr... doubie 000201112 .. 15... Predictor
Wstd_body_oyro_z_ir... double 00021924 . 0.97... Predictor ey
‘wocauml,acc,x,t double 132982 . 285553 Predictor
Wpca1_total acc_y t. double -5.92044 .. 11.0487 Predictor
|| Wpcat_total_acc_z_t . double 12106 .. 10.0782 Predictor = .
Wocal_body_oyro_x... double -9.18752.. 879436 Prediclor hth AR
‘wncaannymJ double -10.0066 . 10.9578 Predictor
Wpcal_body_gyro_z.. double -9.08108 .. 9.22596 Predictor
activity categorical 5 unigue Response

(® Use columns as variables

Use rows as variables.

Classification Learner App with data: Step 1

1. Data import and Cross-validation setup

13
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Train a Model with Classification Learner App

Classification Learner App with data: Step 2

1. Data import and Cross-validation setup

(©) Advanced | [T Scatter Piot
4 “ 4 P ) V4
5 = . =] contusion Matric
MediumTree Simple Tree  Linear SWH Train . Export Model . .
- ] 2. Data exploration and feature selection
X GLASSIFIER -l TRAINING 1 FoTS I ewvonr | . p
@ || i | ScatterPlot |
| ¥ History \Wmean_total_acc.y_train  [¥] || |Variable on X axis:
mean_total_acc_z train S — = Scatter Plot of humanActivityData
Wmean_body_gyro_x_train (7] 1
Variable on Y axis:
\Wmean_body_gyro_y. train
Wmean_body_gyro_z train Wmean_total_acc_y_train v -
- o -
Wstd_total_acc x train * *:
Legend
std_total_acc_y_train 3
o o e = Observalion from class =
* laying g s
(Wstd_body_gyro_x_train s} Sitting bl
e e e ] “  Climbing Stairs E]
Wstd_body_gyro_z_train  [] 2
B
[Wpcal total acc x_train b 4
Pttt ey i /| Show Classifier Results ﬁl
Wpeal_total_acc_z train Classifier Resuts E o
Wpeal_body_gyro x train (7] || s
| = Current \Wpcat_body_gyra y train [7] ||
Type: peal_body_gyro_z train V]
Preset: . L4
Dsta Transt < Model not trained >
-
Status: Untrained PN :
os5F ¢
04 02 (i 02 04 06 08 1
Wmean_total_acc x_train
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Train a Model with the Classification Learner App

Classification Learner App with data: Step 3

b) Agvances | [ scatter Piot

] Confusion Watrix =
. Export Model
£ Roc curve -
| Ao | ‘exorr

Scatter Plot of humanActivityData

e 1. Data import and Cross-validation setup

Wmean_total_acc_x_train

Variable on Y axis: :
| & ':.? . .
P A 2. Data exploration and feature selection

Legend

' - &
c s
<] L4 .F e
=) 0.5 »
D ° .‘J‘ . .
g8
i 3. Train multiple models
s . ®
%l
- .
.
= ..
|~ Curent model ‘ . ®
Type:
Preset: . L4
Data Transformation: Mone < Medel not trained >
Status: Untrained | ¢
o5- ¥
0.4 0.2 a 02 04 06 08 1

Wmean_total_acc x_train
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Train a Model with Classification Learner App

Search

DECISION TREES

+ 4 4
Complex Medium Tree Simple Tree

Tree

SUPPORT VECTOR MACHINES

4 4 4

Linear 8V  Quadratic  Cubic SV

MNEAREST MEIGHBOR CLASSIFIERS

+ 4 4

ENSEMBLE CLASSIFIERS

4 4 &
Boosted Bagged Subsp:
Trees Trees Discriminant it

4 4 4
FLn_e Medi!.rm Cnar_@e
4 4 4

4

bspace
KNN

8

RUSBoost...

Fine KNN  Medium KNN Coarse KNN Cosine KNN  Cubic KNN  Weighted

KNN

4l

bl

i

Classification Learner App with data: Step 3 cont’d

1. Data import and Cross-validation setup
2. Data exploration and feature selection

3. Train multiple models

16
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Train a Model with the Classification Learner App

2 >1 Classification Learner App with data: Step 3 cont’d
4] ¢ 4 @ '
r
= | 1. Data import and Cross-validation setup
SYIM — Scatter Plot of humanActivityData for: k-Nearest Neighbor
Linear SV 89.9% 1 Es
Tree " E - \‘ :.? . .
Simple Tree T % ?g.. s 2. Data exploration and feature selection
Tree . o
Medium Tree 894% & » .r og
ree =] ” - a . .
-l(;omplexTree g‘ * " 3. Traln mUItIpIe mOdEIS
SVM Té‘ A ®
Cubic SVM - ®e
SVM § ! 4
Fine Gaussian 5VM ‘.
KNMN :
Fine KNMN
MR
o ', o o DWmeaiitota!f; cﬁxitir:":in ” '

17
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Train a Model with the Classification Learner App

op

CLASSIFICATION LEARNER

4| ¢

4 @

e

G Adva

Data Transformation: None
Status: Trained

Predicted class

TPR/FNR

mport Featurs. Fine KN | Medium KNN Coarse KN Cosine KNN Train
Data  Selection
FILE ‘ FEATURES | : CLASSIFIER : ‘ TRAINING
I Data Browser @ | ScatterPlot | Confusion Matrix 3 |
| ¥ History Qverall Accuracy
SVM 94.5%
Linear SVM B | s
Tree
£1%
Simple Tree 228%
Tree SumnarEe C Matrix for: k-Nearest
Medium Tree 894%| || @ Pectrie class
View percentages per true class. g o o o
Thee. including True Postive Rates (TPR) 0.0% | 0.0% | 0.0%
Complex Tree 929%| | and False Negative Rates (FNRY.
SUM %J " 1 42 0
(Cubic SYM 9.1 ling 01% | 33% | 0.0%
0
?’MG SUM G| || 2 Eerpettalchs & 0 201
ine Gaussian X i
| View percentages per predicted z Climbing Stairs o | o s
KNN | class including Postive Predictive ] 0% .0% 0%
Fine KNN. 04.9%| || Values (PPV) and False Discovery =
Rates (FOR). 0 45
Standing | 00, | 33%
" | Overall o 0
| ¥ Current model Views percentages over the entire Waking | o000 | 0.0%
Type: k-Nearest Neighbor COnHdon e
Preset: Fine KNN Laying  Sittinglimbing StaBnding Walking

Classification Learner App with data: Step 4

1. Data import and Cross-validation setup
2. Data exploration and feature selection
3. Train multiple models

4. Model comparison and assessment

18



/ ASCENDAS
SYSTEMS

Train a Model with Classification Learner App

¢ Expart the currently selected classifier in the History
list to the workspace to make predictions with new data

Export Compact Model
¢ Export the currently selected classifier in the History list without
its training data to the workspace to make predictions with new data

Generate Code
& Generate MATLAE code for training the currently selected
classifier in the History list, incuding validation predictions

®

Workspace
Name ~
- @] trainedClassifier

Value Size  Class Bytes -
1x1 ClassificatonKNN  1x1  ClassificationKNN 1198596

Classification Learner App with data: Step 5

. Data import and Cross-validation setup
. Data exploration and feature selection
. Train multiple models

. Model comparison and assessment

. Share model

19
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Train a Model with the classification Learner App

Classification Learner App with data: Step 5 Cont’d

Export Model
ﬁ Export the currently selected classifier in the History
list to the workspace to make predictions with new data

1. Data import and Cross-validation setup

Export Compact Model
19 Export the currently selected classifier in the History list without

TR e T 2. Data exploration and feature selection

Generate Code
¢ Generate MATLAE code for training the currently selected
classifier in the History list, including validation predictions

3. Train multiple models

1 |function [trainedClassifier, validationAccuracy] = trainClassifier (datasetTable)
2 -|% Extract predictors and response
3 predictorNames = {'Wmean_total acc_x_train', 'Wmean_total_acc_y train', 'Wmean_total_acc gz
4 predictors = datasetTable(:,predictorNames);
- 5 predictors = table2array(varfun(@double, predictors)): .
&  rasponse = datasstlable.sctivitys 4 Model comparison a d assessment
7 % Train a classifier . m rI n n m n
8 trainedClassifier = fitcknn(predictors, response, 'PredictorNames', {'Wmean total_acc_x_tx|
9
10 & Perform cross-validation
11 partitionedModel = crossval (trainedClassifier, 'KFold', 5);

i: 5. Share model or automate process

% Compute validation accuracy

14 “validationfccuracy = 1 - kfoldLoss(partiticnedModel, 'LossFun', 'Classiffrror');
15

16 ]%% Uncomment this section to compute validation predictions and scores:

17 % % Compute validation predicticns and =cores

1e % [validacionPredictions, validationScores) = kfoldPredicrt (partitionedModel);

20
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Deep Learning

Definition: Deep learning is a machine learning technique that learns
features and tasks directly from data.

Data can be images, text or sound.

"\ .doc \

23
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Why is Deep Learning So Popular Now?

30
22.5
53
§ 15
wi
Z5

2010 2011 2072 2013 2014 2015

Y Y

machine learning deep learning

Source: ILSVRC Top-5 Error on ImageNet 24
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Factors promoting Deep Learning

High-Performance Big Data
Computing

GPU @
t\_____/

J_IUl_l L -
=

U

60x Faster Training in 3 Years

\——/
o
-i AlexNet VGG-16 ResNet-50 ResNet-101
@ PRETRAINED PRETRAINED PRETRAINED MODEL PRETRAINED MODEL
MODEL MODEL
TensorFlow-
° Caffe GoogLeNet —
o LN / - IMPORTER PRETRAINED Keras Incf(?glgg v3
2013 2014 2015 2016 MODEL IMPORTER

25
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Machine Learning vs Deep Learning

Traditional Machine Learning approach

Traditional Feature Extraction Classification
R

’ Machine

Learning

Convolutional Neural Network (CNN)

Dog v

End-to-end learning Boy X
Feature learning + Classification o

@
Bicycle %

26
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Machine Learning vs Deep Learning

Question: Machine Learning or Deep Learning?

[ Machine Learning | Deep Learning )

Training dataset Small Large
Choose your own features | Yes No
# of classifiers available Many Few

\Troining time Short Long

27
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Neural Network
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Multilayer Neural Network

L o 4
o 4
Inputs  @u— Outputs
O—
L o 4
Input Layer Output Layer

Hidden Layers

29
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ALEXNET

Input Image Image — Features Features — Classification

NN

mxnx3
image
N I\ A N SN AN
. ) Fully
L Input Convolution, Pooling, and ReLU Connected Softmax Output
>

30
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Classification with 11 lines of codes

%% Get Webcam
webcaminfo = webcamlist;

H . ZFigureﬂ = 0 x
Vld = WebCam(WebcamlnfO{Z}); File Edit View |Insert Tools Desktop Window Help -
% preview(vid) AL DI

water bottle

%% Define Alexnet
net = alexnet;

while true
im = snapshot(vid);
image(im)
im = imresize(im,[227 227]);
label = classify(net,im);
title(string(label))
drawnow

end

31
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- 3 Why?

.._._; o ﬁE"
. s = WHAT? = When?
= HOW? = when? WHERE?
LiJ

E ;:E Why?

When? 5 &
What? @
~- o
=
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) MathWorks

With MATLAB and Simulink, you ARE ready for Al!
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mathworks.com/machine-learning

Documentation

Documentation » QO

Documentation

CONTENTS Close & Tiial Software  § Product Updates
< AlProducts Machine Learning R20150
Supenised, unsupenised, and ensemols learming
< Statistics and Machine Learning o
Toolbox The aim of machine learning is to build a medel that makes decisions based on evidence in the presence of uncertainty. As adaptive

algoritims identify patterns in data, a computer “leams” fram the observations. When exposed to more observations, the computer improves

Exploratory Data Analysis its decision-making performance.

Probabiliy Distributions In supenvised leaming, each obsenvation has a corresponding response or Iabel. Classification modsis leam o predict a discrete class
given new predictor data, and regres sion madels leam to predict continuous respanses. Applications include spam filters, stock price
forecasts, advertizement recommen dation systems, and image and speech recognition. The Statistics and achine Leaming Toolbox™
supenised leaming functionalities comprise a stream-lined, object framewark to train a variety of algorithms eficiently, assess models, and

predict responses.

Hypothesis Tests
Regression and ANOVA
Machine Learnin .
9 In unsupendsed leaming, observations are uniabeled. The goal is to lear the structure of the data, such as revealing natural clusters or
variatle correlations. Applications include patter recognition in images and gene exprassion profiles, identification of crime hot spots, and.
microarray data reduction. The Stafistics and Machine Learming Toolbox unsupenvised learning functionalities include hierarchical and
kemeans clustering, and principal component analysis.

SupenisedLeaming
Unsupenised Leaming

Ensemble Leamin
J Machine Learning Basics.

MATLAB and Simulink Training

Wultivariate Data Analysis

Steps in Supenised Learming
Characteristics of Classification Algorfihms

Industrial Statistics

Overview  Course Offerings =~ Course Schedule ~ Online Training

SRSt VRS cR s What Are Classification Trees and Regression Trees?
< Course Schedule h 3
Machine Learning

Supervised Leaming Prerequisites
Regression, supportvector machines, parametric and nonp:

Unsupervised Learning MATLAB Fundamentals

Clustering, Gaussian mixure models, hidden Markov model:
Ensemble Learnin Topics include:

Ensembles for boosting, bagging, or random subspace See detailed course outline.

Organizing and preprocessing data

Clustering data

Creating classification models

Interpreting and evaluating models
Simpifying data sets

Training

Training At Your Facity | Certification

This one-day course focuses on data analytics and maching Iearming technmpctstionst metsos
Leaming Toolbox™ and Neural Network Toolbax™. The course demansira -
sets and supervised leaming to build predictive models. Examples and exesd n apricas

Using ensembles to improve model performance e

Machine Learning with MATLAB I

re Learning with MATLAB Wabin:

Classification

More »

with MATLAB

Classification Rescurces

34
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Thank you
See you next time

SUFJFIOFTECJ L}y Southeast Asia’s sole distributor of

MATLAB
&\ MathWorks SIMULINK'
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